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ABSTRACT

This paper proposes a new format to store and exchange multidisciplinary design optimization (MDO) sys-
tems. Here, the generic term MDO system refers to the organized set of disciplinary tools, and their ex-
changed data and the process connections that, all together, define an MDO computational setup. In the
process leading to the formal specification of such a computational system, i.e. starting from a repository of
disciplinary tools, down to the specification of the actual optimization problem and finally to the implementa-
tion of a specific MDO architecture, the aforementioned set of tools, data and connections evolves, until the
complete MDO system formulation (thus not yet executable) is reached. The proposed new standard, called
CMDOWS (Common MDO Workflow Schema), has been developed to enable this process by providing a
means to store and exchange any MDO system and its associated information in a neutral format. Further-
more, CMDOWS provides the starting point to translate any MDO system formulation into an executable
computational workflow, by means of a Process Integration and Design Optimization (PIDO) tool of choice.
To the authors’ knowledge, such an exchange format does currently not exist, notwithstanding the enormous
potential it would have for the exploitation of large-scale MDO in industry. CMDOWS is one of the outcomes
of the EU project AGILE, where one of the main goals is to reduce the development time of distributed MDO
workflows created by large and heterogeneous teams of experts. CMDOWS is an XML schema (XSD) that,
in its set-up and structure, shows similarities with the Common Parametric Aircraft Configuration Schema
(CPACS) developed by the German Aerospace Center (DLR), which is becoming a de-facto standard to store
and exchange aircraft design and performance data. Whereas CPACS allows the user to store aircraft data in
a standard format, CMDOWS enables the storing the specification of a full system of multidisciplinary tools,
including the data and process links between its various operating blocks (e.g. disciplinary tools, objective
and constraint functions, optimizers, convergers, etc.). The key aspect of this proposed format for MDO sys-
tems is its neutral XML-based data representation, which is both human-readable and machine-interpretable,
making any stored MDO system exchangeable between the design team members and the applications de-
veloped to support the team in setting up the MDO system. The latter form of exchangeability is a key
enabler for the creation of a versatile MDO framework that includes applications such as tool repositories,
MDO system formulation platforms, visualization packages, and collaborative workflow execution platforms.
The CMDOWS definition is available, including examples, through a publicly available software repository.
Although the schema is under continuous development within the AGILE project, a case study demonstrating
the use of CMDOWS version 0.7 in the AGILE MDO framework is presented in this paper. Based on this
case study, it can be concluded that the current version of CMDOWS already provides a robust standard to
exchange MDO systems between MDO framework applications. The schema will be extended to meet future
developments and promote its adoption as a recognized standard in the broader MDO community.
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NOMENCLATURE

AGILE: Aircraft 3rd Generation MDO for In-
novative Collaboration of Heteroge-
neous Teams of Experts

CMDOWS: Common MDO Workflow Schema
CPACS: Common Parametric Aircraft Configu-

ration Schema
DLR: German Aerospace Center
DSM: Design Structure Matrix
DUT: Delft University of Technology
IDEaliSM: Integrated & Distributed Engineering

Services framework for MDO
KADMOS: Knowledge and graph-based Agile

Design for Multidisciplinary Optimiza-
tion System

InFoRMA: Integration, Formalization and Rec-
ommendation of MDO Architectures

MDO: Multidisciplinary Design Optimization
MDF: MultiDisciplinary Feasible
NLR: Netherlands Aerospace Centre
PIDO: Process Integration and Design Opti-

mization
RCE: Remote Component Environment
SMR: Surrogate Model Repository
UID: Unique IDentifier
VISTOMS: VISualization TOol for MDO Systems
XDSM: eXtended Design Structure Matrix
XML: eXtensible Markup Language
XSD: XML Schema Definition

1. INTRODUCTION

Multidisciplinary Design Optimization (MDO) is a design methodology aimed at capturing and exploiting dis-
ciplinary interactions to improve multidisciplinary designs by using special mathematical formulations and
computational structures. Within the aeronautic community, MDO is considered an extremely high potential
discipline, both for improving the performance of current aircraft designs and supporting the development
of future configurations. However, so far, MDO has primarily been demonstrated in literature on academic
problems [1–5], while both technical and non-technical barriers [6–10] have limited its adoption by design
engineers in industry.
The transformation of MDO from a high-potential discipline into a widespread commodity design method in
an industrial setting entails a paradigm shift to which it can be hard to adapt, especially when this would affect
the modus operandi of large and heterogeneous design teams. Whereas most of the current design meth-
ods allow the autonomous analysis of different disciplines (by manually updating values coming from other
disciplines), MDO requires the different disciplines to be coupled together in one automated multidisciplinary
analysis chain [11]. It is the creation and management of this automated chain, going outside (and often off-
sight) the conventional boundaries of discipline competence, that forms a big hurdle in the application of MDO
in a collaborative environment. In a survey [12] of their collaborative MDO projects over the past decade, the
German Aerospace Center (DLR) found that around 60-80% of the project was generally used to set up the
automated chain, which did not include any optimization yet. Several other literature sources [11,13] confirm
that the so-called formulation phase is consuming the most project resources and is the most complex to
handle, rather than the actual execution of the numerical optimization. The main stages within the formula-
tion and execution phases of a typical MDO project are summarized in Fig. 1, which will be used throughout
this paper to provide context to the addressed research developments.

Tool
repository

MDO
problem

MDO solution
strategy

Collaborative
work�ow

MDOptimized
design

triggers
iteration

Formulation phase Execution phase

Figure 1: Different stages of the MDO system in a typical MDO project. In the formulation phase (left) the
system is specified by going from a repository of tools to a strategy to solve the MDO problem. The execution
phase (right) contains the executable instance of the formulated solution strategy and its result. Usually, the
found optimal design triggers an iteration which requires an adjustment of the MDO system at one of the
earlier steps to further improve the design.
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One of the most interesting outcomes from a survey of recent MDO literature is that, despite the critical hurdle
provided by the formulation phase of an MDO system, most of the research seems rather concerned with the
execution phase of the MDO system development process. Plenty of literature is also available assessing
the benefit of the MDO methodology in different application areas, ranging from aircraft design [14–17] to
spacecraft design [18,19] and the design of wind turbines [20–22].
Many recent publications are also available on new optimization algorithms and in particular on the develop-
ment of advanced computation infrastructures to exploit distributed computing power, e.g. cloud computing.
A limited amount of recent developments relevant to the formulation phase of MDO systems can be found in
literature. These include the derivation of new MDO architectures, such as [23, 24], that are not included in
the exhaustive overview published by Martins and Lambe [25]. On the other hand, it is peculiar to observe
that no new developments can be found in any of the commercial process integration and design optimization
(PIDO) platforms (the commodity tools for the execution of MDO workflows), for what concerns their capa-
bility to support users in the formulation of MDO problems. As identified by Hoogreef [26], there is no PIDO
system that is able to advice or support in the selection of an appropriate MDO architecture for the problem
at hand, the problem formulation according to this architecture, nor in the automatic integration of executable
MDO workflows according to a given MDO architecture.
A limited amount of literature has been found on specific research to support the formulation of MDO problems
and their reconfiguration according to different architectures. Some dedicated languages and grammar have
been proposed such as REMS by Alexandrov & Lewis [27, 28] and Ψ by Tosserams [29]. Additionally, a few
frameworks exist that support the modelling process of MDO architectures, such as πMDO by Marriage [30]
and the more recent and popular open-source suite OpenMDAOa.
The outcome of this investigation on recent research developments and state-of-the-art tools to support the
development of MDO systems is summarized in Fig. 2. It can be concluded that nothing is available to support
the automatic execution (but not even some form of smooth integration) of all the stages specified in Fig. 1.
As a consequence, a significant amount of manual, error-prone, time-consuming and repetitive work is left to
MDO specialists and system integrators to set up a working MDO system, with the consequences discussed
at the beginning of this section.
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Figure 2: Mapping of the mainstream research topics and state-of-the-art solutions in the field of MDO on the
MDO system development process in Fig. 1

1.1. New initiatives to support the development of MDO systems

DUT is currently involved in two international research projects that aim at supporting the development of
MDO systems by strongly reducing their set-up time. One is the EU-funded project AGILEb (Aircraft 3rd Gen-
eration MDO for Innovative Collaboration of Heterogeneous Teams of Experts), where one of the main goals
is to reduce by 40% the formulation phase of large collaborative MDO systems for aircraft design. Similar ob-
jectives are being pursued within the ITEA project IDEaliSMc (Integrated & Distributed Engineering Services

aNASA Glenn Research Center - OpenMDAO, http://openmdao.org, Accessed on 11 July 2017
bSee: http://www.agile-project.eu for more information
cSee: https://itea3.org/project/idealism.html
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framework for MDO), where partners, from both the aeronautic and automotive supply chain, are develop-
ing tools and methods to enable the integration of distributed and collaborative MDO frameworks. In both
projects, MDO support frameworks are being developed, which include various and different applications,
that can be grouped according to the following five categories:

Tool repositories A tool repository is a database that contains the definitions of a collection of design and
analysis tools which can be made available to the design team to perform MDO. The repository does not
necessarily contain the tools themselves, as the sharing of the tool might be prohibited by intellectual
property restrictions. In that case, a repository contains the specification of the (interlinked) inputs
and outputs of the tools and the way in which each tool can be (remotely) executed. In AGILE, a
very convenient approach to assemble large tool repositories, also with tools with many inputs and/or
outputs, has been devised based on the use of a central data schema to which each tool input and
output is interlinked. Being the focus of AGILE on aircraft design, the DLR standard data model for
aircraft CPACS [31] has been adopted as central data schema. Using this approach, multiple tool
repositories (e.g. a repository containing disciplinary analysis tools and a second repository containing
surrogate models) can be combined in a single workflow schema file (so-called repository connectivity
graph; details later in this paper), as long as the interlinking is valid. Remote execution of the tools is
supported by the collaborative architecture developed in AGILE. [32]

MDO system formulation applications The platforms InFoRMA (Integration, Formalization and Recom-
mendation of MDO Architectures) [26] and KADMOS (Knowledge- and graph-based Agile Design for
Multidisciplinary Optimization System) [33], both developed by DUT within the IDEaliSM and AGILE
projects respectively, provide two innovative approaches to address the aforementioned challenges of
automatic MDO architecture (re)configuration and integration into PIDO software, based on the specifi-
cation of the general MDO problem definition. Although the implementation and backbone technologies
differ drastically for both platforms (KADMOS is Python-based and uses the NetworkX graph package,
while InFoRMA is Java-based and uses semantic web technologies), they both use essentially the
same construct to represent an MDO system throughout the formulation phase: graphs. [13,34] Earlier
work [26, 35] in IDEaliSM has shown that the use of an MDO system formulation platform, such as
InFoRMA, can result in a significant set-up time reduction, even larger than 90%.

Visualization packages The visualization of large MDO systems can be challenging, but is crucial to share
and discuss the design developments within the heterogeneous team of experts. A visualization pack-
age to inspect and communicate the workflow schema files produced by the MDO system formulation
applications described above can also contribute to decreasing the set-up time [37] and definitely in-
creases the trust of the design team in the large, complex automated analysis chain that is being built.
Many different forms of visualizations suitable to MDO developments exist, as discussed by Aigner et
al. [36], including, for example the well-known XDSM (Extended Design Structure Matrix). Although
both KADMOS and InFoRMA provide some static MDO visualization capabilities, in AGILE a dedicated
web-based visualization tool, called VISTOMS has been developed, which can provide various dynamic
and scalable visualizations [36] via web pages.

Collaborative workflows These workflows are the top-level executable instances of the MDO solution strat-
egy produced during the MDO system formulation phase (Fig. 1). The term collaborative is used to
express the fact these workflows combine different disciplinary subworkflows from the tool repository,
which are owned by different disciplinary experts (or teams), into one optimization workflow. The com-
bination of such subworkflows can be very challenging, especially when the disciplinary teams are
distributed either geographically, digitally (i.e. subworkflows running on different server domains), or
both. Two main PIDO tools are used in AGILE and IDEaliSM to assemble the executable MDO work-
flows: Optimus by Noesis Solutionsd and the Remote Component Environment (RCE)e by DLR [37].
Both platforms have been specifically augmented in these projects to enable the automatic genera-
tion of executable workflows based on the MDO solution strategy graph produced by KADMOS and
InFoRMA [26, 38]. Within AGILE the interoperability of cross-organizational tools (with access restric-
tions due to IP) in the same executable workflow is supported by the NLR tool BRICS [39].

Schema operations library This category contains the collection of useful methods to inspect, check, or
analyze the workflow schema file produced by the MDO system formulation applications. It contains
functions to check files for their validity (e.g. with respect to the schema definition), to determine key

dSee: https://www.noesissolutions.com/our-products/optimus
eSee: http://rcenvironment.de
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values (e.g. number of tools, number of parameters), and to edit instances of the schema file (e.g. by
removing or adding tools and parameters). In AGILE most of these libraries are provided by KADMOS
and they are equivalent to some of the functions in the TiXIf and TiGLg libraries used to inspect and
adjust CPACS files.

All the new developments discussed so far are summarized in Fig. 3, where, similarly to Fig. 2, each one of
the presented MDO support framework applications is positioned with respect to the five main stages of the
MDO system development process presented in Fig. 1.
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Figure 3: Mapping of the research activities within the projects AGILE and IDEaliSM on the MDO system
development process in Fig. 1

1.2. Origins of CMDOWS: why a standard to store and exchange MDO systems?

In the early phases of the AGILE and IDEaliSM project, the various applications used to support the devel-
opment of an MDO system (from the five categories discussed in the previous section), were coupled in the
way illustrated in Fig. 4a. Indeed most of the applications had to communicate directly with each other, with
obvious problems of flexibility and maintainability of the overall MDO support framework, due to the many
ad-hoc interfaces. Besides, it was realized that the benefits (in terms of overall MDO system set-up time
reduction) of the vendor-neutral graph-based representations of the MDO workflows produced by KADMOS
and InFoRMA were limited without the possibility to automatically generate the executable workflows using a
PIDO tool of choice. Also, the investment in the development of the visualization packages would not have
been worth it for one specific MDO system formulation tool. On the other hand, the ad-hoc development of
visualization capabilities both inside InFoRMA and KADMOS was also not feasible within the project time
frame.
Eventually, also on the basis of the evident benefit provided by the CPACS-based central data repository,
the authors developed the conviction that a dedicated standard format to define, store and exchange MDO

fhttps://software.dlr.de/p/tixi/home
ghttps://software.dlr.de/p/tigl/home
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Figure 4: Links between the MDO system formulation platform and other MDO framework categories with
two different approaches

systems would provide a key enabler for the automation of the entire formulation and execution phase of any
large collaborative MDO system.
The need of such an exchange format was first advocated within IDEaliSM to facilitate the translation of the
MDO system formalization generated by InFoRMA into executable workflows in Optimus. To this purpose a
prototype neutral format was defined by Hoogreef [26]. However, it is in AGILE that the full development of a
neutral format for storage and exchange of MDO systems is taking place. The result is the CMDOWS format,
which stands for Common MDO Workflow Schema and is the main subject of this paper (see also Fig. 3,
bottom).
Thanks to the definition of CMDOWS, the current of the MDO support framework being developed in AGILE
has changed from what is shown in Fig. 4a to the new flexible structure shown in Fig. 4b. The graph-based
files generated by KADMOS can be stored first as CMDOWS files and then translated into executable work-
flows by any PIDO tool able to interpret such standard. With the same level of flexibility, the interconnected
tool repositories introduced above can be translated into CMDOWS files, which can then be adjusted and en-
riched by KADMOS, in order to produce MDO problem graphs (storable again using the CMDOWS standard)
and finally MDO solution strategy graphs based on given architectures (again storable using CMDOWS).
Eventually, the visualization package, rather than accessing the different internal data structures of KADMOS
and InFoRMA, can read and visualize their produced CMDOWS files and help inspecting and monitoring the
state of the MDO system during the three stages of the formulation phase.
The five support application categories depicted in Fig. 4b can have bidirectional links to the workflow
schema, however, for all of them a primary and a secondary link direction can be identifiedh, as is illustrated
in Fig. 5. For example, the visualization package has the primary link of being able to open any workflow
schema file and depict the visualizations. A secondary link would be in place, if the visualization package
would offer users also the possibility to manually edit the visualized CMDOWS file. Generally, the primary link
is the one that is most directly useful and, most of the time, also easiest to develop for the category at hand.

1.3. Structure of this paper

This paper is structured as follows: the proposed schema is described in full detail starting from the list of
functional requirements in Section 2. A CMDOWS files generated for a classic MDO benchmark problem
is used as example to illustrate the main branches of the schema. The capability of the proposed schema
to support the full development of a complex collaborative MDO system are demonstrated in Section 3.
This case study reaches from the tool repository definition to the generation of executable workflows for two
different PIDO tools based on CMDOWS, involving the aerostructural optimization of an aircraft wing using
the AGILE MDO framework. Finally, the main conclusions and an outlook on future developments are given
in Section 4.

hN.B. This ordering of the links can be considered subjective and here the ordering is done based on the perspective of the MDO
system integrator.
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Figure 5: Primary and secondary links between the workflow schema and the MDO framework application
categories

2. CMDOWS

In this section the full CMDOWS definition is described starting from the functional requirements.

2.1. CMDOWS functional requirements

The proposed schema is based on the following nine main functional requirements:

I. Machine-interpretable The format in which the MDO system is stored should be machine-interpretable
up to the finest level of detail.

II. Human-readable Human-readability should be supported in two forms. First of all, the format of the
schema should support human-readability of file instances, though, for large files, this would be limited
to basic inspections of the file contents and top-level correctness. Secondly, the schema and its stored
information should be easily understandable by users and developers with a background in design
engineering or computer science. This level of human-readability is important to enable the use of the
schema by a wider community and to make connecting new MDO framework applications easy.

III. Neutral The schema should not contain elements that are specific to any project, MDO framework
application, or developed product. However, the schema should accommodate the storage of any such
additional information at specific locations to meet practical issues of certain projects, applications, or
products, thereby allowing project-specific additions to the schema file at the dedicated file locations.

IV. Validation File instances that are based on CMDOWS, should be easily validated against the schema
definition.

V. Adaptable From one version release to another, the schema should always be flexible enough to
provide room for extensions and enrichment, while at the same time its basic structure should not
change too drastically to keep any existing framework application links easily (with a small developing
effort) compliant with the release of each new version.

VI. Balance of redundant information Data representation in the schema should aim at minimum re-
dundancy, however, in special cases this redundancy guideline can be violated for convenience (i.e. to
facilitate the link with certain applications that lack the capability to automatically derive the required
input based of the information stored in the format). Such redundancies bring the risk of generating
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inconsistencies in file instances and therefore a balance should be found between information that can
be implicitly and explicitly stored in the file.

VII. Support all MDO system stages The schema should support the storage of the MDO system in the
three different stages of the formulation phase indicated in Fig. 1.

VIII. Support all MDO framework categories The schema should accommodate all information that is
required to enable the links with the five different MDO framework application categories depicted in
Fig. 5.

IX. Support tool heterogeneity A broad range of analysis tools from the tool repository, including their ex-
ecution methods, should be stored in the schema, such as simple mathematical expressions, remotely
executed ‘black boxes’, and surrogate models.

With the requirements listed above in mind the CMDOWS version 0.7 has been completed and tested for a
realistic aircraft MDO case.

2.2. CMDOWS definition

header

problemDefinition

executableBlocks

parameters <...>

architectureElements

workflow

Nodes

Connections

Information

Figure 6: Top-level elements of CM-
DOWS and the three main element
categories

The extensible markup language (XML)i has been selected as the
syntax to store the schema definition. This definition is stored using
the XML Schema Definition (XSD)j format and this XSD definition
of CMDOWS can be used to validate any CMDOWS XML instance,
thereby meeting requirement IV (req-IV) on validation in Section 2.1.
XSD also meets req-I and req-II stated in Section 2.1, as it is both
human-readable and provides machine-interpretability. In addition,
the XML format is independent of the programming language used.
Many programming languages actually include advanced modules to
work with the XML format, thereby supporting the human-readability
requirement in the sense that many users can easily familiarize
themselves with CMDOWS within their preferred programming en-
vironment. Another argument for the use of XML is the recent adop-
tion of the XML-based CPACS in the MDO community, meaning that
many people are already familiar with the use of XML as a sharable
storage format.
The CMDOWS definition (see Fig. 6) is structured in six top-level
elements, grouped in three basic categories:

• Information

• Nodes

• Connections

This categorization is based on the assumption that any MDO system can be modeled as a graph, as was
discussed in Section 1.1. Graph objects are built up from nodes and the connections between them (also
referred to as edges). In the elements of the information category additional information about the graphs is
stored. Each category will be discussed in a separate section.k

An important concept that is used at different locations in the schema is the separation between parameters
and executable blocks. Any node element describing a tool repository, MDO problem, or MDO solution strat-
egy (see Fig. 1) will fall under one of these two groups. The parameters group refers to all the elements inside
an MDO system that are assigned a certain value. Parameters are the inputs and/or outputs of the executable
blocks, such as the actual optimization parameters (whose values remain constant during optimization) and
the design variables (including both actual design variables and the copy or surrogate variables introduced by
different MDO strategies). The executable blocks are defined as elements that take certain inputs, perform
an operation, and finally produce certain outputs. Since the distinction between parameters and executable
blocks is a key aspect, the element names parameters and executableBlocks appear at different levels of
the schema.

iSee: https://www.w3schools.com/xml/default.asp
jSee: https://www.w3schools.com/xml/schema_intro.asp

kN.B. For brevity, the description in this paper is limited to the top-level elements of the schema up to level 4 (when the root element
is considered to be at level 0), but the full schema, which has elements up to level 7, can be inspected at the open-source repository,
see: http://cmdows-repo.agile-project.eu.
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2.2.1. Top-level elements

The six top-level elements from Fig. 6 are discussed in more detail in this section.

Elements in the information category

The information elements of CMDOWS are header and problemDefinition. Lower level elements of the
information elements are shown in Fig. 7. The header element contains metadata relative to the CMDOWS
file itself, such as the creator, a description, the schema version used, etc.
The definition of the MDO problem to be solved can be stored in the problemDefinition element. This
element can get a unique identifier (UID) assigned as an attribute (indicated with the @ sign in Fig. 7) so that
it can be referred to in other parts of the schema. The other two main elements of the problem definition are
problemRoles and problemFormulation. In the problemRoles branch all the special parameters of the
MDO system get their roles assigned, such as design, objective, constraint, or state variable, including certain
parameter settings for the problem at hand (i.e. upper and lower bounds, constraint types). All executable
blocks also get a problem role, based on their connections with other blocks and their position with respect to
the design variables, see preDesvarsBlocks and postDesvarsBlocks in Fig. 7. The second branch of the
problem definition is the problemFormulation, where the specification of the MDO architecture that should
be imposed on the MDO problem and the logical order of the executable blocks are stored. This logical
order is required to determine (among others) the feedback between different blocks and can also be used
to automatically determine problem roles of the executable blocks.

Information

header

creator

description

timestamp

fileVersion

cmdowsVersion

updates <...>

problemDefinition

@uID

problemRoles

parameters

designVariables <...>

designVariable

parameterUID

lowerBound

upperBound

nominalValue

...

objectiveVariables <...>

constraintVariables <...>

constraintVariable

parameterUID

constraintType

constraintOperator

referenceValue

requiredEqualityPrecision

stateVariables <...>

executableBlocks

preCouplingBlocks <...>

coupledBlocks <...>

postCouplingBlocks <...>

preDesvarsBlocks <...>

postDesvarsBlocks <...>

problemFormulation

mdaoArchitecture

convergerType
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Figure 7: Elements in the CMDOWS category Information
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Elements in the nodes category
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Figure 8: Elements in the CMDOWS category Nodes

The node elements all represent either parameters
or executable blocks and are separated into three
subelements: executableBlocks, parameters,
and architectureElements. Their subelements
are depicted in Fig. 8. The executableBlocks el-
ement contains the function blocks that are stored
in the tool repository. Two main types of executable
blocks can be stored inside this element: mathemat-
ical functions and design competences. The math-
ematical functions are simply executable blocks that
evaluate analytic expressions to determine the value
of the outputs. These expressions can be stored
directly in the mathematicalFunction element,
thereby storing the full definition of that executable
block. Hence, the actual operation performed by
the block is stored for mathematical functions. Con-
trary to this, design competences represent more
complex executable blocks where the operation per-
formed by the block is unknown (or at least can-
not be stored as simple mathematical expressions).
The designCompetence element therefore stores a
block that performs an unknown operation (it acts as
a so-called ‘black box’). Instead of storing the op-
eration itself, the schema of the designCompetence
element can accommodate a range of specifications
for executing the tool. For example, a design compe-
tence can be an integrated analysis tool on the local
system, a remotely called execution using a special
server integration, a surrogate model, or any other
form of computational module present in a collabo-
rative workflow.
The second node element is the parameters ele-
ment. This element contains all the inputs and out-
puts of the executable blocks stored in the main
executableBlocks element. If the executable
blocks are integrated using a central data schema
approach (i.e. CPACS), then the parameters ele-
ment will contain all the unique elements that are used from that data schema as separate parameters.
Additional information about the parameters can also be stored, such as a label, description, unit, and data
type (real, float, list, etc.).
The last node element is architectureElements. This element includes both parameters and executable-
Blocks. The parameters stored here differ from those stored in the top-level parameters element because
they are the additional elements created when an MDO architecture is imposed on a specified MDO problem.
These additional parameter elements can be initial guesses of design variables, final values of the objective
and constraints, etc. (see Fig. 8 for the full list). Similarly, the executable blocks stored here are also additional
elements such as optimizers, convergers, and consistency constraint functions that need to be added when
an MDO architecture is imposed. In addition, the original executable blocks are also grouped into different
types of analyses by referring to their UID. This categorization can, for example, be used for assigning colors
in the visualization of the CMDOWS file or when parsing the file to create an executable workflow.
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Elements in the connections category
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Figure 9: Elements in the CM-
DOWS category Connections

CMDOWS contains a single element for storing the connections:
workflow. In this element two different types of graphs can be stored:
data graphs and process graphs. The combination of these two graphs
constitutes the neutral definition of a workflow that needs to be executed
to solve an MDO problem: the MDO solution strategy. The dataGraph
element contains a data graph by storing the connections (or edges) be-
tween parameters and executable blocks of the node elements from Fig. 8
according to their input/output relations. This data graph can be stored for
any stage of the MDO system in Fig. 1. The processGraph element is
only used for the MDO solution strategy to store the process steps for run-
ning the different executable blocks. Metadata about the graphs can also
be stored, such as the amount of nodes and edges, and the nesting of the
process steps for the process graph.

2.2.2. Illustrative example: storing the Sellar MDO system

The Sellar problem [40], a classical benchmark MDO problem widely used
in MDO literature, was selected to demonstrate the use of CMDOWS as a
schema to store the three different stages of the MDO system during the
formulation phase. As these stages (see Fig. 1) enrich the CMDOWS file
step by step, the way in which each stage should be stored is described
here to give the reader a clearer understanding of the different elements
of the schema. The way this enrichment is performed is out of the scope
of this paper, but the interested reader is referred to Van Gent et al. [33],
where this process is discussed in detail using the MDO system formula-
tion tool KADMOS.

Stage I: Tool repository

The tool repository for the Sellar problem consists of eight different tools. The original Sellar problem actually
contains only five tools, but here, three additional tools (A, D3, and F2) are added to demonstrate how an
MDO problem can be based on a subset of tools from the repository. In the top right of Fig. 10 a design
structure matrix (DSM) of the repository is shown, with the eight tools represented by the blocks on the di-
agonal. The only elements from the schema needed to store a tool repository are the designCompetences,
parameters, and workflow/dataGraph. As shown in Fig. 10, the different executable blocks are integrated
differently: for the functions A, F1, F2, G1, and G2 mathematical expression are available, while the disci-
plinary analyses D1, D2, and D3 are design competences, meaning that the mathematical expressions to
be executed are assumed to be unknown (for illustration purposes). For all executable blocks the inputs and
outputs of each block are defined by referring to the right elements from the parameters list using the relative
parameter UID (as is shown for parameters z2 and f in the figure). Finally, the dataGraph element contains
the full graph, as illustrated in the lower right corner of the figure, by listing the edges between all executable
blocks and parameters. The storage of the edge x1→ F1 is illustrated in the figure.

Stage II: MDO problem

One additional element is required to store the MDO problem in a CMDOWS file: problemDefinition, see
Fig. 11. In this element, the problem roles and problem formulation are indicated. As shown in Fig. 11, the
parameters z1, z2, and x1 get the special role of design variable. Similarly, f is assigned the role of objective
for the optimization. The roles of the executable blocks are also specified and only the tools strictly needed to
solve the MDO problem have been selected from the tool repository, as the tools F2 and D3 are not present
in the data graph in Fig. 11 anymore.

Stage III: MDO solution strategy

When the problem formulation has been set, in this example to a Multidisciplinary Feasible (MDF) architecture
with a Jacobi type converger, the full schema is used to store the MDO solution strategy, as depicted in
Fig. 12. This strategy is automatically imposed on the MDO problem using the MDO system formulation
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Figure 11: Illustration of the storage of the Sellar MDO problem in a CMDOWS file
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platform KADMOS [33]. Two new elements are added to the file with respect to the MDO problem definition:
the architectureElements and the workflow/processGraph. Actually, it is not just that these elements
are added, but all the elements in the CMDOWS file are updated when the MDO architecture is imposed
on the MDO problem. For example, compare the data graphs depicted in Fig. 11 and Fig. 12 to see the
large amount of adjusted data connections. With the MDF architecture used in this example, the architectural
executable blocks optimizer and converger are added to the file, and a range of architectural parameters
are added, such as initialGuessDesignVariables and couplingCopyVariables.
This concludes a brief illustration of the use of CMDOWS for storing MDO systems at different stages. The
use of CMDOWS to store MDO systems has been illustrated here for the small Sellar MDO system. Naturally,
the schema was not created for such small cases, but rather to exchange large-scale MDO systems, as
discussed in the next section.

3. CASE STUDY: AGILE DEVELOPMENT PROCESS FOR AEROSTRUCTURAL WING DESIGN

In this case study, CMDOWS files have been created for a realistic wing aerostructural design case. The
power of CMDOWS is demonstrated by presenting the different MDO framework applications that have al-
ready been integrated using the central workflow schema approach in the AGILE project.

3.1. Description

Any standardized schema can be put to the test when the exchangeability it is supposed to support can
be assessed in a realistic case. This was done here by linking different applications of the AGILE MDO
framework through CMDOWS, as is conceptually shown in Fig. 5. In AGILE, the five stages shown in Fig. 1
are supported by a set of MDO framework applications, as was discussed in Section 1.1 (Fig. 3) and is more
elaborately discussed in earlier work [41]. The AGILE MDO framework is a hybrid framework where different
partners provide an application of their specialty with the aim to improve a part of the collaborative MDO
design process.
The developments in the AGILE project can be mapped directly on to the conceptual overview in Fig. 5 as is
shown in Fig. 13, where at least one application is available for each of the five categories:

• Tool repository:

KE-chain The KE-chain platforml is used in AGILE to integrate the complete MDO development pro-
cess, see reference [41]. With respect to CMDOWS, the platform includes a module where a
design team can add a collection of disciplinary tools in the browser and can export this online
tool repository as a CMDOWS file.

Surrogate model repository (SMR) A second type of tool repository is the SMR [42] developed by
the Netherlands Aerospace Centre (NLR). In the SMR a collection of surrogate models is stored
which can also be exported as a CMDOWS file.

• MDO system formulation:

KADMOS KADMOS is the only MDO system formulation platform that supports CMDOWS at the mo-
ment. KADMOS can import CMDOWS files at any stage, transform the MDO system to other
stages of the formulation phase, and export the CMDOWS file of an updated MDO system defini-
tion.

• Visualization package:

KADMOS Basic visualizations of CMDOWS files can be provided by KADMOS. This is restricted to
static PDF files and graphs, and is thereby only suitable for small MDO systems or to create a
top-level overview.

VISTOMS More sophisticated, dynamic visualizations can be created by opening a CMDOWS file
with the Visualization Tool for MDO Systems (VISTOMS). This tool enables the visualization of
MDO systems of any size in multiple dynamic overviews that can be inspected up to the finest
details. This package is discussed in full detail by Aigner et al. [36]. Note that the visualizations of
CMDOWS files can also be created online at the open-access CMDOWS interfacem.

lSee: https://www.ke-chain.com
mSee: http://cmdows.agile-project.eu
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Figure 12: Illustration of the storage of the Sellar MDO solution strategy according to the MDF-Jacobi archi-
tecture in a CMDOWS file
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Figure 13: The established links between CMDOWS and the AGILE MDO framework applications for the
wing design case study

• Collaborative workflow:

RCE RCE is an open-source development by DLR that is used to create collaborative workflows.
RCE’s latest version contains an extension to import CMDOWS files and directly create an ex-
ecutable workflow.

Optimus Optimus is a commercial workflow platform for which an extension has been created to import
CMDOWS files. This development is discussed in detail in a paper by Van Gent et al. [38].

• Schema operations library:

KADMOS At the moment KADMOS is the only platform that can both import and export CMDOWS
files. Therefore, it can also perform standardized operations on a CMDOWS file. The CMDOWS
module of KADMOS can be used to automatically adjust CMDOWS files or to request information
stored in the file, such as the amount of executable blocks, the MDO architecture used, etc.

General XML editors/libraries Instead of using KADMOS, general XML editors or libraries are also
used to inspect and adjust CMDOWS files. An example of such a library is the open-source XML
interface library TIXIn developed by DLR.

3.2. Results

The aerostructural wing design case used here to demonstrate the integrated platforms has been described in
other work [26,33,36,38]. In short, the MDO system in this case consists of a collection of CPACS-compatible
aircraft design and analysis tools from Delft University of Technology (DUT). From a tool repository of 29
executable blocks and more than 28,000 parameters, an MDO problem with eight executable blocks involving
281 parameters is composed. This MDO problem can then be solved using different solution strategies,
where in this case study the solution strategy demonstrated is the MDF architecture with a Jacobi iteration
scheme (as was also used in the Sellar case illustration in Section 2.2.2).
The CMDOWS-compatible framework applications shown in Fig. 13 are used for different stages of the MDO
system in Fig. 1. The use of the applications with respect to the first four stages of the MDO system from
Fig. 1 is summarized in Fig. 14.
The tool repository in the first step is provided through the KE-chain integration. The executable blocks are
defined by specifying their CPACS input and output files. KE-chain then interprets these files and creates the

nSee: https://software.dlr.de/p/tixi/home
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list of unique parameters. Additional information on the executable blocks (e.g. owner, fidelity level, etc.) is
provided through the browser interface. The CMDOWS file of the tool repository exported by KE-chain can
be visualized with the VISTOMS application. The VISTOMS application can actually be used for any stage of
the MDO system in the formulation phase, as is shown in Fig. 14.
Next, KADMOS is used to formulate the MDO problem that needs to be solved. The tool repository CMDOWS
file is imported by the MDO system formulation platform and KADMOS operations are used to transform the
repository data graph into the MDO problem representation (more details on this can be found in Van Gent et
al. [33]). KADMOS then exports the CMDOWS file of the MDO problem and VISTOMS can be used again for
detailed inspection of the problem formulation. This visualization is generally used to communicate the setup
of the MDO problem with the design team.
KADMOS is used a second time for composing the MDO solution strategy. Based on the MDO problem
CMDOWS file containing the problemFormulation element, KADMOS can impose the solution strategy
and provide the full workflow description. KADMOS adds architecture elements to specify the MDO solution
strategy according to the selected architecture and stores in the CMDOWS file both the adjusted data graph
and the newly generated process graph. At this last formulation stage the VISTOMS package can be used to
check the MDO solution strategy with the whole design team, for example using the XDSM shown in Fig. 14.
The ultimate test of the full schema now comes when the gap with the executable phase has to be bridged.
Within AGILE, both Optimus and RCE have been extended to enable automatic generation of executable
workflows based on CMDOWS files and both have been able to parse executable workflows for the wing
design case, as shown in the bottom of Fig. 14. Any other PIDO tool able to do the same, could directly be
used interchangeably in the AGILE MDO framework, without any modification to the other applications. The
parsing of Optimus workflows is discussed in [38]. With the availability of the executable workflows the role
of the CMDOWS format in the formulation phase is concluded.

3.3. Discussion

Looking back at the functional requirements described in Section 2.1, it is important to note that the exe-
cutable workflows created are truly hybrid workflows. Different types of tools are integrated in one top-level
collaborative workflow, thanks to the support of the CMDOWS format.
The first type is used by the three ‘blue’ tools in the MDO solution strategy in Fig. 14. These are local tools that
have been integrated directly in Optimus and RCE. Then the ‘green’ disciplinary analyses are of another type,
as these are subworkflows that need to be executed remotely because of intellectual property restrictions
(these tools cannot be distributed to run them locally). Therefore, these disciplinary analysis are integrated
using a Brics [39] component to run the actual tool on another server domain. Finally, the ‘red’ tools are simple
mathematical functions describing the objective and constraint functions. These mathematical functions are
parsed as native scripts in the PIDO tool, since this will result in the most efficient execution. The native scripts
run the mathematical expressions directly, without the need to integrate any tool in the collaborative workflow.
This collaborative workflow clearly shows that the schema supports the tool heterogeneity requirement IX
(req-IX) specified in Section 2.1.
Concerning the other requirements in Section 2.1, the wing design case study has shown the level of com-
pliance of the current schema. The XML CMDOWS instances support both human-readability (req-II) and
machine-interpretability (req-I). This human-readability is also proven by the fact that many of the developers
of AGILE framework applications have been able to connect to CMDOWS in a short time. The neutrality
of the schema (req-III) has been maintained, even when adding new elements to support the links with the
AGILE framework applications. Hence, there are no traces of application-specific elements like KADMOS,
KE-Chain, Optimus, etc. Moreover, the core structure of CMDOWS still allows adjustments (req-V), as the
schema was extended step by step to link different applications and more adjustments can be made to meet
future developments.
A key future improvement that was found concerns the redundancy of the content of the schema (req-VI).
Throughout its development, initial CMDOWS versions were always very lean in the information stored in
a CMDOWS file. Some of the application links demanded that certain information is stored explicitly in
the schema, even though this information can be interpreted from the information already stored. In future
developments, the links with applications will be checked for this type of information and per case it will be
decided whether to explicitly add the information in the schema.
The wing design case has shown that three MDO system stages (req-VII) are supported and even the bridge
to the execution phase can be made successfully. At the moment, not all links are made with the MDO
framework applications (req-VIII). The links in Fig. 14 are mostly primary links between CMDOWS and the
applications, as explained in Fig. 5. In future work, all applications will be extended and the secondary links
will also be developed to enhance the capabilities of the AGILE MDO framework.
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Figure 14: Visualization of the AGILE MDO framework applications from Fig. 13 for the wing design case,
mapped on the first four stages of the MDO system in Fig. 1
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The implementation of the CMDOWS format in a heterogeneous MDO framework has enabled the coupling
of multiple MDO framework applications that would normally operate independently. The associated time
reduction that motivated this development has not been quantified yet, though it is estimated by MDO experts
to be significant. [10, 13] For example, the time reduction achieved through InFoRMA for creation of the
executable workflows for the same MDO problem, where also the same MDO solution strategy was imposed
automatically, were beyond 90% [26]; even without the use of a standardized format to benefit from other MDO
framework applications. The quantification of the time reduction impact of CMDOWS within a broader MDO
framework will be one of the results of the final year of AGILE, where the framework integration supported by
CMDOWS will be put to the test in six MDO studies of unconventional aircraft configurations (e.g. blended-
wing body, box-wing).

4. CONCLUSIONS AND FUTURE DEVELOPMENTS

The latest version (0.7) of the MDO system exchange format CMDOWS has been presented in this paper.
CMDOWS supports the storage of an MDO system of any size at three different stages of the formulation
phase: tool repository, MDO problem, and MDO solution strategy. The main goal of CMDOWS is to provide
a format that allows different MDO framework applications to exchange the definition of the MDO system.
CMDOWS was demonstrated by using an aerostructural wing design problem within the AGILE context.
Different AGILE MDO framework applications were linked to CMDOWS and it was shown that all stages
of the formulation phase are successfully supported by the schema. Moreover, the final formulation stage
results in a CMDOWS file for which a collaborative workflow can be instantiated directly in the workflow
softwares Optimus and RCE. This last functionality alone is already sufficient to demonstrate the key role a
standard format to store and exchange MDO systems can play in the reduction of the set-up time of an MDO
system. The enabled check and debugging operations supported by automatically generated visualizations,
together with the enabled automated generation of executable workflows alone, can reduce set-up time of
MDO systems even beyond 90%.
Future work will focus on extending the schema while still maintaining the nine main requirements stated in
Section 2.1. As the AGILE MDO framework will grow, so could the schema to support additional or enriched
links between CMDOWS and the MDO framework applications. An example of an enriched link would be the
future extensions that might be required to support the storage of multilevel optimization architectures, such
as BLISS [43], since so far the schema has only been tested for monolithic formulations.
In conclusion, the current version of CMDOWS already demonstrated its robustness and versatility. Hopefully,
the presented developments will gain enough momentum and convince the broader MDO community to adopt
it as the new standard to store and exchange MDO systems for a large range of MDO framework applications.
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