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ABSTRACT 

The paper presents Reynolds Averaged Navier Stokes numerical simulation of the premixed, 

detonation flow inside a valveless pulsed detonation chamber. The control of the admission of the 
fresh mixture is achieved through a shock wave system generated by the interaction of two 

supersonic jets impinging on a Hartmann oscillator. Several phases in the operation of the detonation 
chamber can be observed in the numerical simulation. The numerical simulation shows that self – 

ignition of the fuel – air mixture occurs at 0.150 ms after the flow starts to flow into the PDC, in two 

symmetrical positions inside the lateral resonators, in the straight channel at the middle of their 
vertical dimension and around the middle of the straight channels of the resonators, in the axial 

direction. After this, during the propagation phase, the temperature inside the supersonic nozzle 
remains high enough to continue to ignite the fresh mixture whenever the pressure in the divergent 

section of the nozzle is low enough to allow it to enter the computational domain. Once the inlets 

close, the temperature starts decreasing throughout the combustor, with high temperature regions 
being maintained towards the outlet, where the influence of the hot central jet core is still present, 

and near the PDC walls. The lateral resonators cool much faster, since their temperature was much 
lower at the beginning of the cycle. The numerical data is analyzed, and the shortcomings of the 

numerical simulation are discussed. Future solution for improving detonation modeling are proposed. 

KEYWORDS: RANS, detonation, supersonic combustion 

1 INTRODUCTION 

Pulsed detonation chambers (PDC) are not a novel research issue. The detonation and deflagration 
processes have been studied intensely in the last century. The detonation process was observed for 

the first time in gaseous fuels by Bertolet in 1881. Later on, Chapman [1] and Jouguet [2] discovered 
that the products resulted from the detonation propagate at sonic speed relative to the detonation 

wave. The studies showed a fast energy convergence rate that occurs during detonation, 

corroborated to much higher thermodynamic efficiencies compared to the deflagration process. 
While remaining an exotic phenomenon, of strictly academic interest, for quite a while, the study of 

detonation took an important step forward in the interest of combustion researchers in the mid-XX 
century, as supersonic flight appeared as an achievable possibility. A first approach was the definition 
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of various thermodynamic cycles aiming at modelling the detonation powered engine, improving on 
the Chapman - Jouguet theory. A first attempt was the development of the Humphrey cycle [3], 

based on constant volume heat addition with an isentropic expansion and an isobaric heat rejection. 
Another cycle used for shocks and detonation wave engines is the ZND (Zeldovich–von Neumann–

Doring) cycle [4]. The theory defines an intermediate state, the ZND point, defining the chemical 

reaction start point. Another cycle worth mentioning is the Fickett-Jacobs cycle [5]. 
Over the last decade, the application of the above mentioned cycles was studied in several analyses 

(e.g. [6] performed with various degrees of success. A detailed review of the work carried out in the 
field of PDC design, including theoretical and experimental approaches, can be found in [7]. 

The application of detonation waves in propulsion system dates back to the 1940s [8], but the 
complexity of the problem delayed the first successful demonstrator flight to as late as 2008 (DARPA's 

Blackswift [9]). The demonstration flight was, however, at low speed, and the project was soon 

cancelled. During this time, a significant number of PDC constructive solutions has been proposed, 
none completely successful: pure (e.g. [10] combined-cycle (e.g. [11]) and hybrid (e.g. [12]). The 

pure PDC is comprised of one or more detonation tubes an inlet and a nozzle. The main problem of 
the solution is the low inlet pressure at high altitudes. The combined-cycle PDC is typically used for 

ramjets or scram jets. However this type of engine only works efficiently until Mach 5 [13]. The 

hybrid PDC replaces the classical deflagration combustor with a PDC to enhance the engine 
performance, reduce flight time and, possibly, decrease pollutant emission. 

The optimal PDC operating frequency has been an important research objective. To approach the 
performances of a classical gas turbine engine, the PDC must operate at least at 75 Hz for a near 

stoechiometric fuel air mixture [14]. Increasing the frequency allows for a reduction in the combustor 
size, and engine weight and drag. One solution [15] for high frequencies proposes a series of out-of-

phase initiation chambers connected to a main PDC. Another frequency increasing solution, applicable 

for mechanical valves, is to reduce the deflagration phase time by enhancing the fuel-air mixing, 
either through increasing the turbulence [16], or through controlling the geometry [17]. 

Aerodynamic valve solutions have also been used in some PDC applications. The most important 
requirement related to this approach is to prevent the flashback. Proposed solutions were to place a 

detonation initiator equipped with an aerodynamic isolator at the chamber inlet [18], or to accelerate 

the flow to the supersonic regime upstream of the combustor inlet [19]. Other valveless high 
frequency solutions (e.g. [20]) propose the generation of high frequency oscillations at the combustor 

inlet, though the interaction of supersonic jets, or by using stationary or moving walls. A wedge-
shaped object detonation wave stabilization concept [21] initiates the detonation wave through the 

coupling of the reaction waves with the leading shock waves. The solutions present several important 

advantages related to better mixing, ease of initiation, flashback prevention, detonation control, 
reduced size, low emissions and stability [22]. Rotating, tangential exhaust PDCs has also been 

recently proposed (e.g. [23]), based on a quite old pioneering idea [24], but operating at low 
frequency and inlet pressure. An extensive review of the current state-of the art can be found in [25]. 

The paper presents Reynolds Averaged Navier Stokes (RANS) numerical simulation of the premixed, 
detonation flow inside a valveless PDC, which is part of a novel detonation engine [26]. The control of 

the admission of the fresh mixture is achieved through a shock wave system generated by the 

interaction of two supersonic jets impinging on a Hartmann oscillator [27]. 

2 SIMULATION SETUP 

The geometry of the PDC used for the numerical simulation is presented in Fig. 1. To diminish the 
computational load, the computational domain presented in Fig. 2 was simplified by removing the 

subsonic part upstream of the critical section of the Laval nozzles and was discretized by a three 

dimensional computational grid, to a total of 2,180,546 computational cells, on a structured, Cartesian 
grid, shown in Fig. 1. The cell size varied between 0.1 mm and 0.52 mm, with the smaller values near 

the walls. The estimated Kolmogorov scale is of 1.6 μm, placing the resolution within RANS scope. 
The boundary conditions imposed on the computational domain were of the following types: 

 Solid, no-slip, adiabatic wall boundary conditions; 

 Sonic inflow boundary conditions (p* = 6 bar, T* = 500 K; M = 1, Gas composition: 

Hydrogen / air stoechiometric mixture); 
 Extrapolation supersonic outflow.  
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The numerical simulation used the ANSFYS CFX commercial solver, using the pressure based with the 
SIMPLE (semi-implicit methods for pressure linked equations) numerical method. The turbulence 

model was the k - ε model [28], widely used in combustion research, with reasonable results for high 
Reynolds number cases [29]. Finite rate chemistry described by a one – step simplified reaction 

mechanism [30] and the EDM combustion model [31], was used to describe the chemistry. The 

model was selected as the best CFX available compromise between computational load and accuracy. 

 
Figure 1 – Computational domain (left) and discretization grid (right) 

3 RESULTS AND DISCUSSION 

The numerical simulation allowed the observation of four phases in the operation of the studied PDC: 
the ignition phase, the propagation phase, and cooling phase, and the readmission phase. 

3.1 The ignition phase: 0.000 - 0.250 ms 

The first important aspect that was verified through the reactive flow numerical simulation was the 

self ignition of the fuel / air mixture and the initiation of the detonation wave inside the PDC. Fig. 2 
presents the temporal evolution of the flow temperature between 0 ms and 0.25 ms. 

The numerical simulation shows that self – ignition of the stoechiometric fuel – air mixture occurs at 

0.150 ms after the flow starts into the PDC, in two symmetrical positions in the LR, shown in Fig. 1. 

 
Figure 2 – Temperature scalar field evolution during the ignition phase 

To better understand the flow through the PDC, the temporal evolution of the velocity vector field, 

and the scalar fields of pressure, and Hydrogen and water mass fractions are presented in Figs. 3 - 6. 
The flow enters the PDC with a slightly higher temperature (500 K) than the atmospheric air, visible 

in light blue in Fig. 2. A bow expansion wave appears at the SN exit. The air streams issuing from the 
two SN first enter the two LR (Fig. 3), where they create pressure waves propagating axially along 

the flow direction both in the LR, and into the CDC (Fig. 4). As the Supersonic Jets (SJ) flow into the 

LR, the flow is entrained from the stagnant CDC into the LR (Fig. 3), increasing the pressure levels 
there, and the intensity of the pressure waves propagating inside the LR. The entrained air interferes 

with the incoming jets composed of premixed Hydrogen and air and creates, around t = 0.050 ms, 
vortices that pushed the combustible mixture into the CDC (Fig. 5). 

The mixture in this region is then slowly convected in both axial and transversal directions by the low 

velocity flow existing here, and will play a critical role in the transition from deflagration to 
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detonation. The pressure waves mentioned earlier reach the back wall of the LR between t = 0.110 - 
120 ms (Fig. 4), and the pressure near the closed ends of the LR starts raising sharply. The pressure 

waves are reflected back by the back wall of the LR and start moving towards the incoming SJ (Fig. 
4), which are still flowing towards the LR closed ends (Fig. 3). The flow behind the pressure waves 

reverses direction entrained by the pressure gradient. When the pressure waves returning from the 

back wall meet the incoming jets, the local pressure increases even higher and forces the flow in the 
SJ to break suddenly, triggering the formation of a shock wave around the middle of the LR. 

 
Figure 3 – Velocity vector field evolution during the ignition phase 

 

Figure 4 – Pressure scalar field evolution during the ignition phase 

At this point, the temperature rises sharply through the shock wave (Fig. 2) due to the meeting of the 
two suddenly breaking air streams, and the fuel – air mixture starts propagating upstream, as a 

deflagration wave, through the fresh mixture in the SJ. A secondary couple of ignition points appears 

on the LR walls at t = 160 ms, possibly due to wall friction (Figs. 2 and 6), helping to propagate the 
combustion wave into the fresh mixture. However, these secondary ignition points may be an artifact 

of the numerical simulation, due to an insufficient resolution of the computational grid. The limited 
available computational power prevented the use of a higher resolution grid to further test the issue. 

In any case, the two combustion region merge at t = 0.170 ms, reducing the importance of the 
secondary ignition points, since they are enveloped in the burned region in any case. 

The combustion process spreads through the LR, which are almost completely filled with combustion 

products at t = 0.180 ms. It is important to note that regions near the LR closed ends remain 
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untouched by the combustion process, as the combustible mixture was never convected by the 
incoming SJ jets this region in the initial stages of the process. This may be one of the optimization 

issues to be solved in the future, but the complete elimination of this region may prove impossible, 
since a volume of increasingly higher pressure must exist at the LR closed ends. 

 
Figure 5 – Hydrogen mass fraction scalar field evolution during the ignition phase 

 
Figure 6 – Water mass fraction scalar field evolution during the ignition phase 

Meanwhile, this shock wave propagates upstream through the LR increasing the local pressure. 
Typical shock cell structures can be observed in Fig. 4 at t = 0.180 ms. While the SN flow is still 

under-expanded, it tends to further expand downstream of the SN through an expansion fan [32]. 

These expansion waves reflect on both the fluid boundary of the jet, and on the solid surface of the 
wall, but the effect of the reflection is different in the two cases. On the fluid surface, constant 

pressure at the boundary must be preserved, therefore the reflection on the fluid boundary creates 
shock waves returning into the jet. On the contrary, to ensure the no-slip wall condition, the waves 

reflected back into the jet remain expansion waves. Thus, these alternating expansion and 
compression regions create a stationary structure of so-called shock cells [33]. Similar behavior of SJ 

in the close neighborhood of solid walls is frequently reported in the literature (e.g. [33]). 

The increasing pressure starts flattening the bow expansion wave formed at the exhaust of the two 
SN, while also pushing it back, inside the SN, staring at t = 0.190 ms (Fig. 4). 

The local pressure in the LR regions close to the outer walls increases, and the direction of the 
incoming SJ is deflected towards the central region of the PDC (Fig. 3). The flow in the LR reverses 

direction and is directed now towards the SN. At this time (t = 0.190 ms), the flame reaches the 

central region of the PDC (Figs. 2 and 6), and starts propagating mainly transversally through the 
combustible mixture brought here by the entrainment vortices mentioned earlier, at t = 0.200 ms 

(Fig. 5). The sudden increase in temperature in the CDC inlet triggers a sudden increase in pressure 
in the central region of the PDC at t = 225 ms (Fig. 4). The pressure gradient occurring between this 

region and the neighbouring zones, both upstream and downstream, creates a strong axial 
acceleration, up to supersonic values (Fig. 3). The incoming SJ suffer a sharp turn immediately after 

exiting the SN, and the flow pattern at t = 0.250 ms becomes similar to the non – reactive case flow 
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[34] (Fig. 3). A central SJ jet oriented towards the PDC outlet is formed, delimited by a strong shock 
wave also propagating outwards (Fig. 4). The combustion front is coupled and rides right behind this 

travelling shock wave, in a typical detonation front pattern (Figs. 2 and 6). The pressure in the SN is 
higher now than the inlet pressure (Fig. 4), and the flow of fresh mixture into the PDC is blocked. 

In the CDC, pressure waves are propagating from the central region towards the closed end starting 

with the inception of the flow, driven tangentially by the incoming SJ. These waves travel slower in 
the CDC than in the LR, due to the larger volume available in the central region. The initial pressure 

wave reaches the back wall of the CDC only at t = 0.140 ms, and the pressure in the pocket created 
between the reflected pressure wave and the back wall is much lower than in the similar pockets 

created in the LR. The combustible mixture does not have sufficient time to reach the CDC (Fig. 5), 
so no ignition occurs here. Once the detonation wave is created in the central PDC region, the strong 

pressure gradient it creates also propagates into the CDC and overcomes the reflected pressure 

wave, driving a high speed flow towards the back wall. The CDC plays no active role in this phase. 

3.2 The detonation propagation phase: 0.250 - 0.600 ms 

 
Figure 7 – Temperature scalar field evolution during the detonation propagation phase 

 
Figure 8 – Velocity vector field evolution during the detonation propagation phase 

 
Figure 9 – Pressure scalar field evolution during the detonation propagation phase 

 
Figure 10 – Water mass fraction scalar field evolution during the detonation propagation 

phase 

Once the detonation is initiated in the central region around t = 0.225, the detonation wave starts 

propagating towards the PDC exit. Figs. 7 – 10 present the evolution of, respectively, temperature, 
velocity vector, pressure, and water mass fraction between 0.300 ms and 0.600 ms. The Hydrogen 

mass fraction field is omitted, as the Hydrogen amounts in the PDC in this phase are negligible. 
The velocity in the central jet core increases up to t = 0.400 ms (Fig. 8), as long as it is supported by 

combustion (Figs. 7 and 10). The acceleration is mainly axial (Fig. 8). The direction of the SJ remains 
largely unchanged (Fig. 8), with a sharp turning of the jets immediately downstream of the SN exits, 

due to the large pressure in the region between the SN exits and the entrance in the LRs (Fig. 9). 

In the central jet region, the pressure gradually decreases as the combustion process stops due to 
fuel depletion. The pressure wave propagating towards the CDC back wall reaches it between t = 

0.300 ms and t = 0.400 ms and is reflected back, while the pressure behind decreases due to the 
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increasing available volume. Due to the combined effect of disappearing combustion and expansion 
behind the reflected wave, the pressure in the CDC tends towards a uniform value at t = 0.500 ms. 

No significant amounts of Hydrogen were observed in the computational domain in this phase. In the 
LR and at the exit of the two SN, the pressure levels remain high enough to stop the admission of the 

fresh mixture into the PDC. However, the temperature inside the SN remains high enough (Fig. 7) to 

continue to ignite the fresh mixture whenever the pressure in the divergent section of the SN 
decreases enough to allow it to enter the computational domain. This situation can be observed at t 

= 0.600 ms, when the pressure in the SN tends to drop (Fig. 9), due to the entrainment effect 
created by the high speed turning jets (Fig. 8). However, the ignition of the fresh mixture 

immediately as it enters the PDC raises back the pressure and stops again the admission. 
This effect is an artefact of the numerical simulation, in contradiction with the experimental 

observations [35]. Several reasons may be responsible for the numerical simulation not capturing the 

actual behavior of the flow inside the PDC. First, the used combustion model (EDM) is known to 
overpredict the flame thickness in reactive flow simulations [36]. As a result, the flame is less 

responsive to flow gradients, particular velocity gradients creating stresses and strains, and is much 
harder to quench [37]. Also, the boundary condition imposed on the PDC solid walls were specific to 

adiabatic walls, preventing the normal loss of heat through the wall to the environment and artificially 

supporting a high temperature. Finally, the computational domain is limited to the critical section of 
the SN, thus preventing pressure waves to travel upstream into the subsonic region of the SN, and to 

create full flow reversal through the SN. This way, the fresh mixture is always ready to enter the 
diverging part of the SN supporting combustion and not allowing the proper cooling of the flow inside 

the SN. To circumvent this shortcoming of the numerical simulation, the flow through the two SN was 
artificially stopped by closing the computational domain inlets placed in the critical sections of the SN. 

3.3 The flow cooling phase: 0.600 - 0.900 ms 

As mentioned before, the numerical simulation in this phase used a zero velocity boundary condition 
at the inlet. The results are presented in Figs. 11 – 13, showing, respectively, the scalar temperature 

field, the velocity vector field, and the scalar fields of pressure and water mass fractions. Figures also 
include the fields at 1.0 ms, in the readmission phase. Since the admission of fresh mixture in the 

computational domain is blocked, the Hydrogen mass fraction field is omitted. Also, the water mass 

fraction field closely follows the temperature field, and is omitted as well. 

 
Figure 11 – Temperature scalar field evolution during the flow cooling phase 

 
Figure 12 – Velocity vector field evolution during the flow cooling phase 

 
Figure 13 – Pressure scalar field evolution during the flow cooling phase 

The effect of closing the inlet SN is immediately visible in the velocity field. The tangential velocity 
decreases suddenly (Fig. 12) once the incoming SJ disappear, and remain at very low values 

throughout the current phase. The axial velocity approaches zero almost immediately after the inlets 
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are closed, at t = 0.700 ms (Fig. 12). The central jet velocity decreases much slower, supersonic 
velocities being maintained up to 0.800 ms. The CDC velocity also decreases, at about the same 

pace. As the jets disappear, the flow angle in the central region decreases gradually (Fig. 12), the 
influence of the removed SJ being still felt at t = 0.900 ms, albeit weakly. 

The temperature starts also decreasing throughout the PDC (Fig. 11), with high temperature regions 

being maintained towards the outlet, where the influence of the hot central jet core is still present, 
and near the walls, particularly in the CDC and in the divergent parts of the two SN. The LR cool 

much faster, since their temperature was much lower at the beginning of the phase anyway. 
The water mass fraction field evolves in a pattern very similar to the temperature. Since, in the 

absence of combustion, no more water is produced, the water accumulated in the CDC and, partially, 
in the divergent section of the two SN is convected away, towards the exhaust of the PDC. It is 

noteworthy that the central detonation region remains filled by combustion products even at t = 

0.900 ms. It is, therefore, very unlikely that this region will be washed during the next detonation 
cycle, and the combustion products replaced by fresh mixture. Hence, the participation of the CDC in 

the actual detonation process is reduced in this PDC design. This will have to be addressed, and the 
shape and size of the CDC represents an obvious target for further optimization studies. One possible 

approach is to increase the angle of the SJ to direct a larger part of the fresh mixture into the CDC. 

The pressure starts decreasing first in the middle of the region between the central jet core and the 
back wall, both in the CDC and in the LR, as seen at t = 0.700 ms (Fig. 13). The pressure waves are 

reaching the back wall and are reflected back towards the outlet (t = 0.800 ms), while the general 
pressure level inside the PDC continues to decrease towards the atmospheric level, at t = 0.900 ms. 

3.4 The flow cooling phase: 0.900 - 1.000 ms 

Once the temperature downstream of the critical sections of the two SN dropped below the self – 

ignition point for Hydrogen, the initial simulation boundary conditions were reinstated, allowing fresh 

mixture to be admitted. The results are presented in the rightmost position in Figs. 11 – 13. 
Obviously, fresh mixture enters the divergent region of the two SN and is convected into the PDC. 

The colder fresh mixture decreases the temperature in the SN below the ignition point of the fuel 
(Fig. 11), and no combustion products are formed in the SN. The pressure rises into the SN again 

(Fig. 13), and creates pressure waves that start propagating mainly into the two LR, restarting the 

detonation cycle. As before, the direction of the SJ exiting the SN is towards the LR (Fig. 12). From 
this point, the flow patterns inside the PDC are repeating the previous cycle, with a new ignition 

phase, followed by the detonation propagation phase, and the cooling phase. 

4 FUTURE DEVELOPMENT DIRECTIONS 

The numerical simulation of pulsed detonation flows is one of the most challenging problems in CFD 

and the results currently presented in the literature have only met with limited success (e.g. [38]. 
Significant numerical issues have been also encountered during the study presented herein. The 

reasons for the shortcomings are numerous, and they are directly resulting from the complex physics 
underlying the detonation process. To achieve reasonable accuracy, the intricate structure of the 

detonation wave needs to be captured. Generally, e.g. [39], a detonation wave is described as a 
shock wave that performs an adiabatic compression of the fuel mixture gas, followed by a thermally 

neutral induction zone, where the temperature and pressure remain close to their post-shock values 

while the reactants undergo chain initiation reactions producing free radicals. When a sufficient 
amount of free radicals is produced, a reaction zone develops downstream of the initiation zone, and 

the temperature increases substantially, due to the effect of highly exothermal chain branching 
reactions. The pressure decreases via expansion waves that create a forward thrust that supports the 

shock front. The discretization grid employed by the simulation must be fine enough to capture this 

wave, down to microns resolution [40], close to a Direct Numerical Simulation (DNS) size grid. 
The resolution of the numerical grid employed in this study was harshly limited by the available 

computational resources, even though it is below 350 η. The results show that this was not sufficient 
to accurately represent the near wall regions under the very high velocity conditions typical for 

detonation, possibly leading to the secondary ignition points in Fig. 2. A Large Eddy Simulation (LES) 
of the flow is necessary, and is planned for the near future. 

Furthermore, the complexity of the chemical reaction mechanism used to model the Hydrogen 

oxidation needs to be sufficient to include realistic chemical reaction steps able to capture the key 
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dynamics of pulsed detonation [41]. Complex mechanisms for Hydrogen combustion are available, 
but the computational workload resulting from applying a them on a near-DNS computational grid 

renders the simulation almost unfeasible due to the huge computational resources required. To 
alleviate this, a combustion model able to model the effects of finite rate multi-step combustion at a 

sub-grid level, and thus permitting the use of a lower resolution needs to be developed. 

5 CONCLUSIONS 

The reactive numerical simulations presented in the paper confirm the self – ignition of the fuel inside 

the PDC and capture very well the ignition phase of the detonation process. The SJ entering the PDC 
through the two SN are first directed towards the two LR, where they trigger pressure waves that 

propagate towards the closed ends of the resonators, where they are reflected back towards the SN. 
When the reflected pressure waves meet the incoming jets, a couple of shock waves is formed. The 

temperature rise through these shock waves raises the temperature above the self – ignition point of 

Hydrogen and initiates combustion inside the PDC. The combustion wave propagates, as deflagration, 
through the LR and escapes into the central region of the PDC, igniting the fresh mixture convected 

here by jet entrainment created eddies. In the mean time, the pressure increases in the LR due to 
combustion, and the high pressure zone approaches the SN, forcing the two SJ to detach from the 

wall and turn towards the central region of the demonstrator, forming a central SJ core delimited by a 

shock wave. Here, the combustion wave accelerates and turns into a detonation wave formed by the 
coupling of the combustion wave with the shock wave delimiting the central jet core. The detonation 

wave subsequently propagates towards the PDC outlet. The numerical simulation fails to properly 
capture the next phase of the cycle due to combustion model limitations and wall boundary conditions 

issues. To simulate the cooling phase, the two inlets were artificially closed until the temperature 
immediately downstream of the two SJ dropped below the self – ignition value. After this, the initial 

boundary conditions were reinstated, and a new detonation cycle begun. Possible approaches to 

address the issue are presented. In the current design, the CDC does not play a significant role in the 
operation of the PDC, as it remains filled with burned products at the end of the detonation cycle and 

is never fully filled with fresh mixture. Further design optimization is required in the future. 
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