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Abstract

This paper focuses on the preliminary implemen-
tation and performances assessment of an un-
manned aerial vehicles (U.A.V.) controller. Al-
though not showing any innovative technical as-
pect of the automatic flight control, it underlines
the simplicity of building a complete low cost un-
manned aerial vehicle starting from a commer-
cially available Ardupilot Mega board, telemetry
modules and a G.P.S. sensor. In order to assess
the reliability of this product some experimen-
tal flights have been performed and the relevant
measured and processed data show an acceptable
behaviour.
The open source nature of this product repre-
sents a revolutionary aspect of this technology
allowing an impressively fast understanding and
developing of these autonomous systems. This
approach is especially applicable to research and
academic environments.

1 Introduction

A growing area in aerospace engineering is the
use and development of U.A.V.s for military and
civilian applications. Currently there is a huge
demand for U.A.V.s for real-time remote sens-
ing missions. In particular U.A.V.s are very ef-
ficient in natural disasters monitoring and man-
agement. For instance in the occurrence of a

forest fire, it is very difficult to have a precise
situation awareness. In similar cases the de-
ployment of U.A.V.s capable of flying at low al-
titudes and able to follow pre-assigned G.P.S.
waypoints, equipped with suitable remote sens-
ing devices, can drastically improve human sit-
uation awareness.

2 The Ardupilot Mega board

This paper concentrates on the performances
assessment of an U.A.V. controller based on
an Ardupilot Mega board (A.M.b.). A.M.b. is
a printed circuit board (P.C.B.) provided with
an embedded processor and combined with cir-
cuitry to switch between the radio control (R.C.)
and the autopilot control - see Fig. 1 -.
It is based on a 16 MHz Atmega 2560 processor

and provided with a built-in hardware failsafe
that uses a separate circuit (multiplexer chip
and Atmega 328 processor) to transfer control
from the R.C. system to the autopilot and back
again.
The A.M.b. dual processor design allows 32 mil-
lion instructions per second (MIPS) and sup-
ports up to 700 waypoints memorization, thanks
to the 4 Kb EEPROM. Other memory embed-
ded devices are a 128 Kb Flash Program Mem-
ory and a 8 Kb SRAM. The board is equipped
with a 6-pin G.P.S. connector, 16 spare analog
inputs - each one provided with an analog to
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Figure 1: The Ardupilot Mega board

digital converter (A.D.C.) - and 40 digital in-
puts/outputs for additional sensors. Four ded-
icated serial ports for two-way telemetry (us-
ing XBee modules) are available. Finally 8
R.C. channels, including the autopilot on/off
one, can be processed by the autopilot. Sen-
sors are mounted on a different P.C.B., the In-
ertial Measurement Unit (I.M.U.) board, com-
mercially known as OilPan I.M.U. - see Fig. 2 -.
This P.C.B. is equipped with

• a dual 3.3 volts voltage regulator,

• 3-axis accelerometers,

• 3-axis gyros,

• 12-bit A.D.C. for gyros,

• a built-in 16 MB data logger (”the black
box”),

• a temperature sensor,

• a barometric pressure sensor for altitude
sensing,

• a voltage sensor for battery status.

3 Telemetry and Ground Station

Wireless telemetry has been added using two
900 MHz XBee modules, the airborne and the
ground transceiver. This solution has been cho-
sen to avoid interferences with the 2.4 GHz R.C.

Figure 2: The OilPan Inertial Measurement
Unit

gear and because of its guaranteed outdoor line-
of-sight range of 10 Km.
The Ground Station (G.S.) is composed of a per-
sonal computer that, through the usage of a spe-
cific software, allows visualizing and recording
several telemetry information like

• the U.A.V. attitude in terms of roll, pitch
and yaw angles,

• the current three dimensional G.P.S. posi-
tioning and heading,

• the throttle level,

• the airborne lithium-polymer battery level,

• the airspeed (if airspeed sensors are con-
nected),

• an aerial image of the overflown area, down-
loaded in real-time from the Google servers,
through an on site web connection.

This is possible thanks to an open source
available software, namely QGroundControl.
QGroundControl is based on the open source
conceived MAVLink Micro Aerial Vehicle Com-
munication Protocol. The main features of
this software are linked to the possibility to
change real-time, in-flight parameters (previ-
ously stored in the EEPROM).
Several data can be modified from the G.S., for
instance the controller gains. This allows for in-
flight tuning of the automatic control law.
Another characteristic that needs to be pointed
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out is the ability of changing and assigning way-
points directly from the G.S. while the U.A.V.
is operating and flying.
Moreover the MAVLink Protocol supports up
to 255 vehicles simultaneously, opening the
panorama of autonomous formation flying ve-
hicles.

4 The airframe

The chosen airframe is a Multiplex Easystar
three channels powered glider. The three chan-
nels correspond to the motor, the rudder and
the elevator servo; the aeromodel is not provided
with ailerons and it is characterized by

• 1.37 m wingspan,

• 0.24 m2 wing area,

• 3.28 Kg/m2 wing loading,

• 0.86 m fuselage length,

• 0.68 Kg dry mass.

5 The controller code

The controller code can be loaded into the
A.M.b. using the Arduino integrated develop-
ment environment. This application is cross-
platform, it is written in Java and based on
Processing, avr-gcc and other freely available li-
braries. Being Arduino an open source platform
it is fully programmable, allowing the users to
prototype different control approaches.
The initial experimental flights have been con-
ducted using a basic Proportional Integral
Derivative (P.I.D.) control law. The autopilot
handles both stabilization and navigation, elim-
inating the need for a separate stabilization sys-
tem. In the tested configuration Ardupilot had
a range of built-in flight modes, ranging from
a simple flight stabilization system to a full au-
topilot able to follow pre-assigned G.P.S. way-
points.

6 Experimental flight tests

The following sections show the main experi-
mental flight tests measurements, this in order

to assess the controlled airplane flight perfor-
mances.

6.1 Altitude control

Figure 3 shows the airplane behaviour in terms
of a reference altitude tracking. The two verti-
cal straight lines delimit the time interval during
which the airplane was autonomously piloted.
The controller objective was to track a certain
given reference altitude.
The experimental measurements show an oscil-
lating behaviour bounded in a range of ± 9 m
around the objective altitude.
The nervous graph trend is symptom of a large
control activity, this gives margin to further im-
provements.

6.2 Pitch, roll and yaw control

Figures 4, 5 and 6 show the aircraft attitude
angles with respect to the starting position of
the inertial platform. Of course, before taking
off, the platform needs to be zeroed, i.e. aligned
with the horizon.
In order to avoid stall conditions the airplane
is constrained to not exceed the 15◦ pitch an-
gle. As visible in Fig. 4, during the whole au-
tonomously controlled time interval the airplane
respects this condition. Some spikes are visi-
ble, probably due to strong ascensional currents;
they are anyway well managed by the autopilot
system that demonstrates its stability.
Roll angle, shown in Fig. 5, is successfully con-
strained by the autopilot to belong to the inter-
val [−45◦, +45◦].
Concerning the yaw angle no constraints are to
be applied. In Fig. 6 some discontinuities can
be observed, which are due to the way the yaw
angle is measured. Essentially the yaw angle be-
longs to the interval [0◦, +180◦[ for rotations to
the right and to the interval ]0◦,−180◦] for ro-
tations to the left.
For completeness the ground speed, measured
by means of a 10 Hz G.P.S. sensor, is shown in
Fig. 7. This parameter is not constrained to
track any reference.
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6.3 Flight path through waypoints

The tested controller algorithm allows declaring
a distance, from the waypoints, at which the
target can be considered acquired. During the
above described flight test, this parameter was
set to 30 m.
Figure 8 shows the navigational behaviour of the
controlled system. Crossed points represent the
pre-assigned waypoints and the ellipses repre-
sent, on earth, circles of radius 30 m around
them. As it can be observed in the figure, all
the 4 targets are acquired by the test U.A.V. .

7 Competitiveness aspects

Two are the main competitiveness aspects linked
to the described autopilot system.
The first one is the overall price of about 400 $
comprising the A.M.b, the OilPan I.M.U., the
sensors and the telemetry modules. This price
is far away from the other C.O.T.S. platforms.
The main factor is, of course, the open source
nature of this autopilot system, since it is
made of both open source software and hard-
ware. This means that the hardware schematics,
P.C.B. files, parts list are all freely available on
the web, published under a Creative Commons
license that allows free use and modifications as
long as the resulting products retains the pro-
ducer credit.
The software, both for the autopilot and the
G.S., are also open source, published under a
Lesser General Public License (L.G.P.L.) that
allows free use and modification, as long as the
resulting product is also open source and the
producer attribution is retained.

8 Conclusions

This paper summarizes some experimental re-
sults obtained in order to test the basic perfor-
mances of a complete open source autopilot.
In order to assess its behaviour a suitable data
acquisition and elaboration system has been re-
alized. This system, also partially based on an
open source platform, allows recording and pro-
cessing several flight parameters in order to un-
derstand the real behaviour of the flying plat-

form.
Being the controller software completely open
source, the future intention is to further modify
it in order to prototype different control laws to
be assessed with the developed data acquisition
and elaboration system.

References

[1] Bin H. and Justice A., ”The design of an un-
manned aerial vehicle based on the Ardupi-
lot”, Indian Journal of Science and Technol-
ogy, Vol. 2, No. 4, 2009, pp. 12-15.

[2] http://code.google.com/p/ardupilot-mega/

10

http://code.google.com/p/ardupilot-mega/


UAV Guidance Law for Trajectory Tracking of a

Normalised Lemniscate

Niki Regina and Matteo Zanzi

University of Bologna, DEIS-ARCES,Italy

Keywords: UAV,Trajectory Tracking,Guidance law,Lyapunov.

Abstract

This paper derives a UAV guidance law to track

a Lemniscate-like curve. A normalized Lemnis-

cate is presented in order to create a constant

speed reference path centered around a ground

target position suitable to be overflown by an un-

manned air vehicle. Tracking is achieved by in-

troducing a virtual target that is moving along

the Lemniscate according to the UAV actual po-

sition and velocity. The the guidance law to-

gether with its local stability is derived using

Lyapunov theory.

1 Introduction

One of the main problems in unmanned aerial
vehicle (UAV) research involves the determina-
tion of suitable autonomous guidance strategies
that achieve specific tasks. For example, the
ability to perform UAV surveillance operations
or to track a specific target or to follow specific
trajectories have been previously demonstrated
importance in military context [3]. Similar types
of surveillance and tracking tasks are also impor-
tant in civil and commercial applications, such
as: surveillance [17], maritime and rural search
and rescue [15]. In these problems the ability of
the UAV to track a pre-planned trajectory with
high precision can be critical (especially in diffi-
cult urban contexts where the UAV flight path
may be surrounded by buildings).

Different approaches have been proposed for
UAV trajectory tracking applications. Among
the different approaches existing in literature,
two of the most important techniques are 1)
path following and 2) virtual waypoint tech-
niques. Path following technique states the
objective of following onto a pre-defined path
(freely in time) rather than following a sequence
of trajectory points which must be reached at
specific time instants. The most well known
path following approach is the vector fields tech-
nique in which a field of vectors describe the
heading angles required to guide the UAV onto
the desired path (see[1] and [11]). An important
practical property of these methods is that they
exhibit some ability to reject disturbances, such
as wind.

Alternatively, in a virtual waypoint trajec-
tory tracking technique the UAV is directed to-
wards a particular position on the desired path
at a particular time instant. This point is
termed ”virtual” because the location of this ref-
erence point varies along the desired trajectory
in time and in a manner that ensures it cannot
be reached by the UAV. This virtual waypoint
tracking approach has previously been used for
tight tracking of curved and straight line track-
ing by UAVs [12], robotic [16] and marine vehicle
[14] applications. The limits of the performances
between path following and reference trajectory
tracking is studied in [2] and [13].

Recently, we have investigated the design
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of alternative trajectory tracking technique in
which a non linear guidance law is able to track
a moving or a fixed target (avoiding the need
for either virtual waypoint or vector field frame-
work) [9]. However, one clear disadvantage of
this guidance approach is the inability of the
UAV to overpass a fixed target more than once.

In this paper, a similar strategy is pursued
but with some upgrades: the use of a Lyapunov
technique in order to directly design a controller
that is able to track a Lemniscate-like trajectory
(which allows continuous surveillance and over-
fligth of a fixed point). One key aspect of this
development is that it assures the fulfillments
of almost constant air speed and the maximum
turn rate constraints required by the air vehicle
during the flight. The development of this non-
linear guidance law is accomplished by introduc-
ing a special sort of Frenet frame whose origin is
defined in the closest point on the reference tra-
jectory from the UAV actual position. Stability
results are presented with establish that the con-
troller will reduce both the distance and heading
error to zero. The particular choice of the Lem-
niscate, called normalized Lemniscate, ensures
a continuous overflight on a target placed at its
origin. Consequently it seems to be perfect for
surveillance or monitoring purposes.

This paper is organized as follows. Section 2
describes the tracking reference trajectory, i.e.
the normalized Lemniscate and the kinematic
model of the UAV. Section 3 derives a trans-
formed kinematic model of the UAV necessary
for the development of the guidance law. Section
4 provides a special reference system linked to
the position of the ”target” is presented. Section
5 develops the guidance law through the Lya-
punov technique. Finally, section 6 gives some
simulation results and comments are expressed
in section 7.

2 Problem Mathematical Model

2.1 Tracking Reference System

A normalized Lemniscate has been chosen as the
candidate reference trajectory for tracking. The
Lemniscate is a plane curve with the following
time description [8]:

{

xL (p) = a cos(p)

1+sin2(p)

yL (p) = a sin(p)cos(p)

1+sin2(p)

(1)

where a is the maximum abscissa value, as
depicted in Fig. 1, and p ∈ R is the time varying
curve parameter.

Figure 1: Geometry of the Lemniscate (with a =
2000[m])

2.2 Kinematic Model of the UAV

The magnitude of the velocity (or speed) of the
UAV is assumed constant to simplify presen-
tation. Wind is assumed to be not present.
This assumption is made also in other papers [1]
and [9]. We highlight that the constant aircraft
speed assumption is consistent with the usual
tracking requirements because aircraft velocity
changes are generally considered undesirable if
altitude changes are to be avoided. A Cartesian
frame description of UAV kinematic 2D motion
is (see Fig. 2):







ẋ = V cos(ψ)
ẏ = V sin(ψ)

ψ̇ = an
V

(2)

Here, vector z = [x, y]T denotes the position
of the UAV in a fixed reference frame. The UAV
is assumed to be equipped with an autopilot
that implements the heading angle ψ hold mode.
V represents the constant airspeed of the UAV

12



UAV Guidance Law for Trajectory Tracking of a Normalised Lemniscate

Figure 2: Velocity and angle definition

while an is the commanded lateral acceleration
from an outer guidance loop that controls the
turn-rate.

A similar mathematical model holds for a ref-
erence point moving along the Lemniscate; in
this case the addition of subscript R is made on
the state variables.

Define the current reference tracking error as:

φ = ψ − ψR (3)

The objective of the guidance law an is to
drive reference tracking errors to zero.

3 Transformed Mathematical Model of

Tracking

In the previous section a fixed reference frame,
that now we indicate with I, is considered. In or-
der to track the Lemniscate trajectory, shown in
Fig. 2.1, we introduce a second reference frame
that is defined along the curve.

In fact, at any point on the Lemniscate a new
reference system can be added with origin on
this point with the x axis tangent to the curve
(in forward heading direction) and y-axis at 90
degrees to the x-axis. The new reference system
(which will be termed a Frenet - Serret frame F )
is shown in Fig. 3.

Considering the vector zr as the closest point
between the position of the UAV and the Lem-

Figure 3: Ferret-Serret Reference Frame

niscate, it is also possible to define the vector
z̄r as the position of the UAV with respect to
the F frame and note that z = zr + z̄r. Figure
4 describes the geometry of the vectors and the
two different frames I and F.

Figure 4: Lemniscate Vectors

Working with multiple frames, we will use
d(·)
dt

∣

∣

∣

I
to denote the time derivative respect to

the fixed frame and d(·)
dt

∣

∣

∣

F
respect to the new

frame {F}.
In the following, [xr, yr]

T indicates the coordi-
nates of vector zr in the {I}; moreover [x̄r, ȳr]

T
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are the coordinates of z̄r with respect to {F}.

Lemma

The velocity of the UAV in the {I} frame can
be described by:

dz

dt

∣

∣

∣

∣

I

=
dzR

dt

∣

∣

∣

∣

I

+
dz̄R

dt

∣

∣

∣

∣

F

+ḡR (4)

where ḡR=
[

−ψ̇RȳR ψ̇Rx̄R

]T

Proof

The Coriolis rule for a vector in a rotating
frame is [10]:

dz̄R

dt

∣

∣

∣

∣

I

=
dz̄R

dt

∣

∣

∣

∣

F

+ ḡR

but

dz̄R

dt

∣

∣

∣

∣

I

=
dz

dt

∣

∣

∣

∣

I

−
dzR

dt

∣

∣

∣

∣

I

The substitution of last equation into the first
one gives (4).
We now derive some important relationships

between information in the {I} and {F} frames.
By indicating with RF

I the rotation matrix be-
tween the two reference frames, it holds

RF
I =

[

cos (ψR) sin (ψR)
− sin (ψR) cos (ψR)

]

(see [10]).

Moreover the following equation holds:

z̄R= RF
I (z − zr) (5)

Hence, in order to express the velocity of the
UAV in the {F} frame we can write:

RF
I

dz

dt

∣

∣

∣

∣

I

= RF
I

dzR

dt

∣

∣

∣

∣

I

+
dz̄R

dt

∣

∣

∣

∣

F

+ ḡR (6)

We also note that the first term on the right
side of Eq. (6) can be also defined through the
curvilinear abscissa s of the curve, which leads
to the following expression:

dzR

dt

∣

∣

∣

∣

F

= [ṡ 0]T (7)

Recalling that dz
dt

∣

∣

I
= [ẋ ẏ]T and

dz̄R
dt

|F= [ ˙̄xR ˙̄yR]
T

and substituting these
expressions and Eq. (7) into Eq. (6) it results:

{

ẋcos (ψR) + ẏsin (ψR) = ṡ + ˙̄xR− ψ̇RȳR

− ẋsin (ψR) + ẏcos (ψR) = ˙̄yR+ ψ̇Rx̄R
(8)

Define
ψ̇r = kṡ (9)

where k is the curvature of the Lemniscate equa-
tions; Eq. (8) becomes:

ẋcos (ψR) + ẏsin (ψR) = ˙̄xR+ ṡ (1 − kȳR)
(10)

By substituting the first two equations of (2)
in the above equations gives:

{

˙̄xR = Vcos (φ) − ṡ (1 − kȳR)
˙̄yR = V sin (φ) − ṡkx̄R

(11)

4 Uav Motion in a special {FS} Frame

We will now consider a special frame {FS} in
which our Frenet - Serret frame is defined by the
closest point on the Lemniscate to the current
UAV location as shown in Fig. 5.

Figure 5: Special Frame

In this {FS} frame we will have that x̄sR and
˙̄xsR are always equal to zero and consequently
the system of Eq. (11) reduces to:
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{

˙̄xsR = 0
˙̄ysR= V sin (φs)

(12)

where φs = ψ − ψs
R.

Hence from Eq. (11) the variable ṡ is given
by

ṡ =
V cos (φs)

1− kȳR
(13)

By multiplying both sides of Eq. (13) by cur-
vature k and considering Eq. (9), it is possible
to rewrite Eq. (12) as:

{

˙̄ψs
R = kV cos(φs)

1−kȳr
˙̄ysR= V sin (φs)

(14)

The first equation of 14 has a singularity in
ȳR=

1
k
.

The curvature can be expressed as:

k =

∣

∣

∣

∣

∣

∣

ẋLÿL−ẍLẏL
(

ẋ2L+ẏ
2
L

)
3

2

∣

∣

∣

∣

∣

∣

(15)

Considering the particular geometric shape of
the Lemniscate we can substitute Eq. (1) into
Eq. (15). Figure 4 shows the curvature on the
Lemniscate as a function of its parameter and,
considering a Lemniscate with an abscissa axis a
equal to 2000[m], the maximum value of the cur-
vature is on the most distant point on abscissa
axis and its value is equal to kmax = 0.0015
[1/m]. Consequently, a tube around the Lemnis-
cate, where ȳR = 666.66[m], can be considered
as shown in Fig. 4. The two lines (inner and
outer) to the Lemniscate represent the bounds
within which Eq. (13) is always defined.

The initial position of the unmanned aerial
vehicle must be inside this bound.

5 Guidance Law

The aim of this paper is to develop a guidance
law which stabilizes an UAV onto the normalized
Lemniscate curve. In this section we derive a
guidance law which ensures the tracking of the
Lemniscate.

A suitable guidance law is provided by the
following theorem.

Figure 6: Curvature of the Lemniscate

Figure 7: Bounds around the Lemniscate
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Theorem:

Consider the intermediate control variable:

dφs

dt
=

df(ȳsR)
dt

−

−
K1V ȳs

R(sin(φ
s)− sin(f(ȳsR)))

(φs
−(f(ȳsR)))

−

− K2 (φ
s−f (ȳsR))

(16)

where K1 and K2 are positive gains and

f (ysR) = −
π

4
tanh (K3ȳ

s
R) (17)

with K3 positive constant.
The guidance law:

an= V
(

ψ̇s
R+ φ̇s

)

(18)

is locally asymptotic stable to ȳR= 0 and
ψ = ψR.

Proof:

We will establish the result until Theorem 25
page 168 of [4]. Consider the candidate Lya-
punov function:

VL = 1
2

[

(ȳsR)
2+ 1

K1
(φs − f (ȳsR))

2
]

and the equilibrium point ȳsR = 0, φs = 0. We
first note that the function VL is C1 continuous
and, from Eq. (3), (12), (17), positive definite.
Let us introduce variable zs = (φs−f (ysR)).
We now check if −V̇L is locally positive defi-

nite.
By differentiating VL we obtain:

V̇L= V ȳsRsin (φ)+
1
K1

(φs−f (ȳsR))

(

dφs

dt
−

df(ȳsR)
dt

)

.

Let us add and subtract the same value
V ȳsRsin (f (ȳ

s
R)) on the right hand side of this

expression to give:

V̇L= V ȳsRsin (φ)+
1
K1

(φs−f (ȳsR))

(

dφs

dt
−

df(ȳsR)
dt

)

+

V ȳsRsin (f (ȳ
s
R))−V ȳ

s
Rsin (f (ȳ

s
R)) .

Rearranging the equation we obtain:

V̇L= V ȳsRsin (f (ȳR))+

1
K1

(φs−f (ȳsR))

(

dφs

dt
−

df(ȳsR)
dt

)

+

V ȳsR (sin (φs)− sin (f (ȳsR)))

Multiplying the last right term by:

K1

K1

(φs
−f(ȳsR))

(φs
−f(ȳsR))

gives:

V̇L= V ȳsRsin (f (ȳ
s
R))+

1
K1

(φs−f (ȳsR))

(

dφs

dt
−

df(ȳsR)
dt

)

+

K1

K1

(φs
−f(ȳsR))

(φs
−f(ȳsR))

V ȳsR (sin (φs)− sin (f (ȳsR)))

Using Eq. (16) we obtain:
V̇L = VȳsRsin (f (ȳ

s
R)) − K2

K1
(φ− f (ȳsR))

2.

Our definition of f (ȳR) in Eq. (17) can be
used to show that V̇L is locally definite negative
except at the equilibrium point ȳsR = 0, φs = 0.
From Eq. (17) we see that ψ = ψs

R.

All the required conditions have now been es-
tablished and hence Theorem 4.1 page 114 [5]
can now be applied to prove the theorem state-
ment.

Theorem 6.1. shows that the provided guid-
ance law drives the aircraft to the Lemniscate
with the correct heading ψs

R.

One key difficulty that occurs in implement-
ing the guidance law presented in the Theorem
relates to how the special frame and hence ψs

R

are determined. Due to the fact that these ques-
tions relate to the determination of the closest
point on the Lemniscate, the solution can be de-
termined numerically from the UAV actual posi-
tion and heading and given the size of the Lem-
niscate.

6 Simulation Results

In this section we illustrate the performance of
the non linear guidance law presented in Eq.
(16) - (18) using simulation tests. In both the
simulations the aircraft speed V = 15 [m/s]
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and the parameter that gives the size of the Lem-
niscate a = 2000 [m]. It is important to high-
light that in the guidance law give by Eq. (16)
- (18) we consider the closest point on the Lem-
niscate according with the sign of the heading
angle of the UAV. The initial heading angle of
the UAV is directed towards the Lemniscate.

In the simulations the gains are K1 = 0.2 and
K2 = 0.002.

Figure 8: Trajectory of the UAV with the closest
point technique

6 shows the trajectory of the UAV. The fail-
ure to track the Lemniscate is due to the tuning
issue described at the end of section 6. Figure
6 shows that the maximum value of the lateral
crossing error is less than 40 [m].

Figure 9: Lateral crossing error with algorithm
technique

7 Conclusion

This paper presents an autonomous aerial ve-
hicle non-linear guidance law for tracking a
ground target located at the center of a Lemnis-
cate. The basic idea is that of a virtual target
which moves along the Lemniscate in a man-
ner depending on the actual UAV position. The
derivation of the guidance law, together with the
proof of closed loop stability, is obtained by us-
ing the Lyapunov stability technique. Simula-
tion results have shown good tracking perfor-
mances that make possible the target continuous
over-flight according flight constraints.
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Abstract  

This paper describes the design and validation 

process of an innovative Autonomous Take Off 

system, developed by the Italian Aerospace 

Research Center (CIRA) in the framework of the 

Italian national funded project TECVOL 

(Technologies for the Autonomous Flight). The 

autonomous take-off module is part of the 

autonomous Guidance, Navigation and Control 

prototype worked out by CIRA in the same 

project, where significant research effort has 

been devoted to achievement of high automation 

during all the flight phases, from take off to 

landing. The developed automated system 

allows take off, navigation through three-

dimensional waypoints and landing of an 

aircraft without human intervention, also in 

presence of environmental disturbances and/or 

subsystem failures. In aerospace research and 

development activities not only functional 

requirements play an important role in the 

project, also process requirements and system 

engineering methods are fundamental for 

project success. In particular, the autonomous 

take off system development and validation 

process has been designed in order to be highly 

reliable but with a substantial reduction of 

needed time and costs. In the paper the process 

of design and validation applied to the proposed 

system development is examined in details, 

while providing also a description of the 

automatic take off system. 

1 Introduction 

In the aerospace industry, the research and 

development activities concerning the design of 

new automation logics and control algorithms 

and their integration in the avionic architecture 

typically requires a huge effort in terms of 

HW/SW design, implementation and testing. 

This is mainly due to current SW engineering 

process, which needs a tight monitoring of the 

SW development process for final product 

qualification. Moreover, a huge amount of 

validation tests have to be performed to obtain 

the final product acceptance for flight execution. 

This leads to the identification of two main 

requirements for Giudance, Navigation and 

Control (GNC) systems development: to 

perform a reliable development and validation 

process and to reduce development time and 

costs. 

The achievement of the previous objectives 

may be too stringent or very time-consuming if 

the design process is approached using a 

traditional development cycle. Actually, this 

kind of approach allows validation and testing 

only during the final stages of the development 

process. If a design issue is detected during this 

phase, therefore, a revision of the project may 

be required, resulting in additional development 

time and costs. 

The achievement of the previously indicated 

requirements, indeed, can be obtained by using 

techniques such as Control System Rapid 

Prototyping and real-time Hardware In the Loop 

Autonomous Take Off System: 
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(HIL) simulation, together with Automatic 

Program Building. This approach allows the 

validation of the developed algorithms and 

systems by using real time laboratory tests 

instead of real world tests, so involving a 

significant reduction of both time and costs. 

These techniques, therefore, have been used in 

the TECVOL project, with particular reference 

to development of advanced guidance and 

control systems, from design to flight 

demonstration. 

This paper shows the design and validation 

process applied to the development, in the 

TECVOL project framework, of an autonomous 

take off system. The paper is organized as 

follows. After a general description of the 

TECVOL project framework (section 1), the 

adopted design and test process is examined in 

section 2. The description of the proposed 

autonomous take off system is then reported in 

section 3, while section 4 focuses on the 

description of the validation facilities. Some 

relevant results obtained by the laboratory and 

real world validations, finally, are reported in 

sections 5 and 6, respectively. 

2 The TECVOL project 

Several research activities have been carried 

out in recent years in order to increase the 

autonomy features in UAVs [1], to expand the 

flight envelope [2] and to improve security 

levels of modern aircrafts, both manned and 

unmanned. In particular, a significant research 

effort has been devoted to achievement of high 

automation in the landing phase, so as to allow 

the landing of an aircraft without human 

intervention, also in presence of environmental 

disturbances and/or subsystems failures. 

In the framework of the national-founded 

project TECVOL (Technologies for the 

Autonomous Flight), which continues and 

extends the previous CIRA project ATOL 

(Automatic Take-Off and Landing), 

successfully completed in 2004 [3], CIRA 

developed a complete autonomous mid-air 

flight, collision avoidance and landing system 

for fixed wing aircrafts. 

In the ATOL project, CIRA developed 

algorithms for fixed path autonomous landing 

and successfully demonstrated their 

effectiveness by means of several in-flight 

experimentations, based on the use of a small 

scale fixed wing UAV. These algorithms still 

had some limitations, such as the ability to 

perform the autolanding manoeuvre only 

starting from a limited 3D region (fixed path 

autolanding), the use of GPS in RTK mode, the 

trajectory generation without considering the 

vehicle dynamic constraints (their satisfaction 

was demanded to the tracking algorithms) and 

the use of only basic recovery modes. 

TECVOL project, therefore, aims to 

complete and extend the ATOL results, fully 

overcoming all the above mentioned limitations. 

This has been obtained by developing an 

autonomous mid-air flight system able to 

perform 3D waypoint following and an 

autonomous landing algorithm able to overcome 

the limitations of the autolanding system 

developed in the previous ATOL project. 

In particular, the autonomous landing system 

designed in the TECVOL project is able to real 

time generate a trajectory compliant with the 

dynamic constraints acting on the vehicle, 

performing a fully autonomous landing of a 

fixed wing aircraft starting from any point of the 

three dimensional space and using the 

DGPS/AHRS technology. This algorithm has 

been successfully tested by means of both real 

time with hardware in the loop simulations [4] 

and flight tests [5]. 

For what concerns the take off 

functionalities, finally, in the ATOL project the 

Autonomous Take Off algorithm was developed 

only in a preliminary stage, while in the 

TECVOL project it has been completed and 

fully validated, as it will be shown in detail in 

the following. 

3 Design and Test Process 

The design and test process adopted in the 

TECVOL project is described here in the 

following. The development phases have been 

performed by using a top-down process, usually 

well known as V-cycle (Fig. 1). 
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Fig. 1- V Cycle 

Actually the whole design process can be 

divided into three main phases: requirement 

definition & system design, implementation & 

testing and integration & startup. 

3.1 Requirement definition and system 

design 

During this phase, system and user 

requirements are defined, system architecture is 

delineated and the design of the control system 

is carried out through the use of simulation 

models. The simulation models are developed in 

Matlab/Simulink/Stateflow environment. Each 

subsystem is validated through robustness and 

performance off-line analysis. 

3.2 Implementation & testing 

The developed control system is imported to 

an environment that allows the Automatic 

Program Building for a specific target machine. 

This approach has two main advantages: 

• automation logics and control algorithms can 

be developed using a high level programming 

language; 

• debugging can be easily done during both 

preliminary simulations, while defining the 

control strategy, and validation of the control 

system using HIL simulations. 

During this phase the high level code is 

integrated with C/C++ code and downloaded to 

the target machine, which manages the resulting 

application according to its micro-kernel’s 

primitives. 

During this phase, HIL simulations are 

performed, allowing validation and testing of 

the control system, interacting with both the 

simulated environment and the real 

instrumentation (feedback sensors, real Human 

Machine Interfaces, Airborne Virtual Cockpits, 

Ground Control Stations). 

An interesting feature of this technique is the 

capability to monitor and/or to modify (using 

SW tools) the system parameters and the control 

strategy. In this way, the validation process and 

the control system fine tuning become easy and 

quick. 

3.3 Integration & startup 

This is the final development phase. The 

GNC HW equipment is going to be integrated 

and GNC SW is going to be targeted and 

deployed in the host flight control computer. 

The GNC HW/SW equipment, finally, is going 

to be integrated in the aircraft and the system 

accepted after successful acceptance test 

sessions. 

This development cycle has remarkable 

advantages, especially on the quality of the final 

product, including: 

• close correlation between control system 

specifications, SW implementation and 

related documentation; 

• reduction of the code generation time; 

• “strong” control over implementation and/or 

specification errors. 

4 Autonomous Take Off Algorithm 

Description 

The Autonomous Take Off procedure is 

divided into four phases, each one 

corresponding to a specific automation logic 

state. 
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Fig. 2 Autonomous Take Off phases 

Fig. 2 shows the indicated phases and the 

main variables generating the transition events 

between them. 

The first take off phase is the ground 

acceleration. During this segment, the aircraft 

accelerates up to the specified rotation speed 

(VR). The control action implemented by the 

automated system during this phase aims 

increasing the aircraft velocity, while at the 

same time maintaining the vehicle on the 

runway centerline. 

The second take off phase (rotation) starts 

when the aircraft reaches the suitable rotation 

speed VR (about SV⋅2.1 , where VS the stall speed 

of the aircraft). During this phase, the control 

system commands a pull up, in order to increase 

the angle of attack so allowing the aircraft lift 

off. 

When the aircraft reaches an height of 0.5 m 

(hT), the rotation phase ends and the transition 

segment starts. In this take off segment, the 

control system action on the latero-directional 

channel changes from ground control to yaw 

damper control. Furthermore, during both the 

rotation and the transition phases, the control 

system manages to maintain the wings leveled, 

in order to prevent accidental impact of the 

wings with the ground. 

When the aircraft reaches the safety altitude 

of 3 m (hC), the last phase (climb) starts. During 

this phase, both the aircraft speed and altitude 

are increased. 

The autonomous take off manoeuvre, finally, 

ends when the aircraft reaches the altitude of 35 

m (hM) above the ground level. At this point, the 

autonomous mission management system 

switches from take off macro-state to the mid 

air flight macro-state. Correspondingly, the 

aircraft control is passed from the autonomous 

take off system to the autonomous mid air flight 

system, which automatically generates the 

trajectory up to the first way point [6]. 

5 Validation Facilities Description 

The TECVOL experimental set-up is mainly 

constituted by a flying demonstrator, named 

FLARE (Flying Laboratory for Aerospace 

Researches), and a Ground Control Station 

(GCS). The flying platform is shown in Fig. 3. 

It is an experimental ultra light aircraft with 

designed empty weight of 281 Kg, max take-off 

weight of 450 Kg, max speed s/l about 218 

km/h, cruising speed about 190 km/h, wing area 

of 13.2 m
2
, wing span of 9.6 m and maximum 

engine power of 100 hp. 

 

 

Fig. 3Aircraft 3-view 

The FLARE vehicle is equipped with the 

avionic system used to implement the developed 

algorithms, whereas the ground control station 

is devoted, and suitably equipped, to allow the 

supervision and on-line setting of the in-flight 

experiments. 

Both the on-board and the on-ground 

segments architectures will be described in the 
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next sections, in order to show how the 

laboratory validation test-rig is built starting by 

the real-set-up. As evident from the descriptions 

reported in the following paragraphs, the 

proposed architectural solution is suitably open 

and flexible to allow any update that may 

improve the system development. 

All the critical components of the set-up are 

Commercial-Off-The-Shelf (COTS) elements. 

They have been previously selected and 

successfully validated on the platform FSSD 

(Flight Small Scale Demonstrator), used for the 

in-flight demonstrations in the ATOL [9 TBD] 

project framework. 

The high level functional description of both 

the on board and ground segments is shown in 

Fig. 4. 

 

Fig. 4- High level system architecture 

5.1 On board segment architecture 

The FLARE high-level on board segment 

architecture is shown in Fig. 5. 

 

 

Fig. 5- FLARE on board segment architecture 

The avionic architecture is based on the 

interconnection of the elements here listed: 

• Flight Control Computer (FCC), 

• GPS1, configured in DGPS mode, 

• GPS2, configured in RTK mode, 

• laser-altimeter, 

• radar-altimeter, 

• Air Data Computer (ADC), 

• Attitude and Heading Reference System 

(AHRS), 

• alpha and beta sensors, 

• surface position sensors, 

• actuators with own internal position sensors, 

• downlink radio-modem, 

• uplink radio-modem, 

• GPS differential correction radio-modem, 

• GPS1 avionic antenna, 

• GPS2 avionic antenna. 

Two GPS units are installed on board. They 

are differently configured, in order to have a 

meter comparison between the aircraft position 

and velocity obtained by the sensors fusion 

algorithm implemented in the FCC and the ones 

obtained by the RTK configured GPS. The GPS 

radio-modem output is connected to both the 

GPS units, in such a way each sensor receives 

and selects the RTCM messages required by the 

RTK and DGPS algorithms. 

5.2 Ground segment architecture 

The ground segment architecture is described 

in Fig. 6. 

 

Fig. 6 - Ground segment architecture 

This architecture is based on the 

interconnection of the elements listed in the 

next: 

• Ground Control Computer (GCC), 

• downlink radio-modem, 

• uplink radio-modem, 

• engineering workstation computer, 

• virtual cockpit computer, 

• Autonomous Mid-Air Flight Management 

Computer, 

• GPS base station, 

23



Autonomous Take Off System: Development and Experimental Validation 

 

CEAS 2011 The International Conference of the European Aerospace Societies 

 

• GPS differential correction radio-modem. 

The GCC is based on PC104 form-factor and 

is the core of the whole ground segment. It is 

connected, by an Ethernet field bus, with all the 

computers in the ground segment and, by 

dedicated point-to-point RS232 connection, 

with the uplink and downlink radio-modem. 

The GCC also is equipped with a hard real 

time operating system. 

5.3 Laboratory set-up architecture 

The aim of this section is the description of 

the laboratory set-up where the on board 

software algorithms have been tested before the 

flight validation. The laboratory set-up is made 

up by the following components: 

• a copy of the FCC installed on the vehicle, 

• a functional realization of the GCS, 

• a functional realization of pilot’s cockpit and 

commands, 

• simulator computer. 

To execute real time pilot-in-the-loop 

simulations of the real mission, an important 

requirement is that the laboratory test-rig has to 

be able to acquire the pilot direct link 

commands. To achieve this purpose the 

laboratory test rig has also to replicate the 

particular front-end placed on the real pilot 

cockpit of the flight demonstrator. 

In other words, all the aspects related to the 

management of real mission must necessarily be 

emulated in the laboratory set-up for all mission 

phases. The laboratory set-up functional 

architecture, designed based on the previous 

considerations, is shown in Fig. 7. 

As shown in Fig. 7, the aircraft and sensors 

simulator is interconnected with both the FCC 

and the GCC. This choice has made because in 

the laboratory set-up the GCC manages also the 

communications with the pilot's cockpit 

simulation computer. This connection, indeed, 

is not present in the real experimental set-up, 

but it is necessary to simulate the direct 

connection between the pilot’s cockpit and the 

aircraft. 

 

Fig. 7 - Laboratory set-up architecture 

In particular, the ground control computer is 

used for the acquisition of pilot direct-link 

commands, for the management of the pilot 

cockpit emulator and for the management of 

data communications between aircraft simulator 

and ground segment.  

The core of the laboratory set-up is the 

simulator computer. The main functionalities 

implemented in the simulator computer are: 

• Interactive atmosphere model, which allows 

selecting wind direction, intensity, 

turbulence. 

It is used to build the predicted scenarios for 

testing on board algorithms robustness. 

• Sensors model, like inertial unit, radar and 

laser altimeter, air data boom, surfaces 

position sensors, etc. 

During the run time test, the operator can 

modify the sensors behavior and insert sensor 

failures, with the aim of testing on board 

diagnostic algorithms and flight control law 

robustness. 
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• Actuators model, based on the open loop 

electrical actuators used in the experimental 

on-board set-up. 

It allows selecting different types of actuators 

and inserting the related failures. 

• Vehicle dynamic model, a very high fidelity 

model of FLARE. 

It implements non-linear six degrees of 

freedom dynamic of a rigid body and accurate 

aerodynamic forces model. 

For what concerns in particular the vehicle 

dynamic model architecture, it is shown in Fig. 

8. The vehicle dynamic model validation has 

been carried out by means of several 

identification techniques [7]-[8]). 

The model outputs have been compared with 

the results of proper identification flight tests 

and provided excellent matching. As output of 

the identification phase a trim procedure and a 

linearized model have been developed for 

offline test, needed as preliminary validation 

before implementing the real-time non linear 

model. 

 

Fig. 8 – Vehicle Dynamic Model 

Moreover, it has been modeled also a tricycle 

nose wheel steering landing gear. The landing 

gear model has been used both for the design 

and tuning of the autonomous take off algorithm 

and for its validation. The main assumptions 

adopted for the landing gear model design are: 

• the wheel mass has been neglected; 

• the dynamics of friction coefficient have been 

ignored. 

The first assumption implies that the 

suspension has one degree of freedom. The 

second assumption, then, implies that the 

friction coefficients are constant. 

The landing gear model inputs are: runway 

elevation; aircraft inertial state variables 

(position, velocity, attitude); nose gear steering 

angle; brake command; forces and moments in 

body axes. The outputs are: gear forces and 

moments in body axes; a Boolean signal 

simulating the Weight on Wheels (WoW) 

sensors. 

6 Autonomous Take Off Validation 

The validation process is composed of two 

kinds of test: 

• laboratory tests; 

• experimental tests. 

These tests aim to verify the compliance of 

the developed system with the assigned 

requirements. 

In the following paragraphs, the results are 

reported of the laboratory and experimental 

tests. 

6.1 Autonomous Take Off Laboratory 

Validation 

The laboratory tests are performed using two 

different simulation environments: a fast-time 

simulator and a real-time simulator. 

The use of the fast time simulator allows 

evaluating: 

• the performances of the autonomous take off 

system; 

• the robustness of the autonomous take off 

system in presence environmental 

disturbances and uncertainties on the vehicle 

model parameters. 

The full synthetic environment, including the 

landing gear model, has been used to perform 

several Monte Carlo simulation campaigns. 

They allowed testing the performances and the 

robustness of the whole autonomous GNC 

software in all flight phases, including on-

ground segments. In the Monte Carlo 

simulations about thirty parameters have been 

considered as uncertain, so they have been 

characterized through suitable distributions. 

These uncertain parameters involved 

aerodynamics, propulsion, landing gear and 

inertial characteristics. Furthermore, in the 
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Monte Carlo simulations suitable variations 

have been considered of turbulence intensity, 

wind intensity and direction, discrete gust 

intensity and position. 

The runway used for the test has the 

following characteristics and dimension: 

• dry grass field, 

• 433 m length, 

• 20 m width. 

The runway reference system is shown in Fig. 9. 

 

Fig. 9 Runway reference system 

Summary results of one considered Monte 

Carlo simulation campaign are reported in Table 

1. The reported data refer to the end of the 

rotation phase and have been obtained through a 

Monte Carlo simulation involving 1000 

simulation trials. These results show that only 5 

take-off are performed outside the runway. 

The analysis of the worst cases showed that 

the take-off distance increase is due to the very 

particular simulation scenarios considered. 

Indeed, these cases refer to extreme conditions, 

namely: 

• maximum rear wind; 

• maximum longitudinal friction coefficient; 

• maximum take off weight; 

• maximum aerodynamic drag coefficient; 

• minimum lift coefficient. 

At the beginning of the rotation phase, 

moreover, the aircraft was swept by a rear gust. 

These results show the good performances of 

the autonomous take off system and its 

robustness with respect to parameters 

uncertainties and external disturbances. 

Before the execution of the in flight 

validation, then, the autonomous GNC system 

has been tested using real-time laboratory setup 

architecture. 

Table 1 Take-off performances at the end of the 

rotation phase 

Main longitudinal Statistics  

VAR Mean Std Max Min 

X 235.98 68.77 476.02 95.88 

VZ 1.14 0.16 1.67 0.55 

VX 21.70 3.46 28.98 12.89 

PITCH 9.44 0.52 11.13 8.02 

ALPHA 7.04 0.75 9.69 4.83 

Main Lateral Statistics 

Y -3.12 1.71 1.37 -9.16 

VY -0.85 0.87 1.55 -3.23 

This real-time hardware in the loop testing 

phase aimed to: 

• verify the correct integration between the 

autonomous GNC system and the GCC; 

• confirm the GNC system performances 

evaluation in a relevant laboratory 

environment using the same hardware used 

on board the vehicle FLARE (more precisely, 

using a copy of the FCC installed onboard); 

• verify the correct real-time operation of the 

autonomous GNC system. 

Fig. 10 shows the response of the control 

system to a step of 2 m in the Y direction. The 

test was performed to evaluate the on ground 

control system dynamics. The analysis of this 

test shows that the aircraft is able to perform the 

variation of lateral position with a small rudder 

input and with a very small overshoot. The step 

response shows the following features: 

• raise time of about 5 s, 

• steady-state error close to zero, 

• overshoot of about 10%. 

Fig. 11 shows a test performed to evaluate 

the aircraft trajectory during the first three 

phases of the autonomous take-off maneuver. 

The test was performed in presence of lateral 

wind and gust during the acceleration phase. 

The figure shows that the aircraft performs the 

take-off while almost remaining on the runway 

centerline. Only during the rotation and 

transition phases the aircraft puts the nose in the 

wind and gets away from the centerline of about 

2 m. 

Z 

X Y 

X 

O 
O 
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Fig. 10 - Step response in the Y direction (real-time 

simulation) 
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Fig. 11 – Aircraft trajectory during ground 

acceleration, rotation and transition phases (real-time 

simulation) 

6.2 Autonomous Take Off Experimental 

Validation 

The real world tests are necessary to verify 

the reliability of the adopted development 

process and of the implemented simulation 

environment. 

Fig. 12 shows the same kind of test 

performed in the real-time simulation above 

cited: the response of the control system to a 

step of 2 m in the Y direction. The objective of 

this test was to confirm in the real environment 

the design characteristics of the control system. 

The step response shows the following features: 

• raise time of about 6 s, 

• steady-state error close to zero, 

• overshoot of about 5% 
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Fig. 12 - Step response in the Y direction (real 

environment) 

Fig. 13 shows the first phase of the 

autonomous take off experimentation in a real 

environment. In particular the figure shows the 

performances of the aircraft during the 

acceleration phase. 
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Fig. 13 - Aircraft trajectory during acceleration phase 

(real environment) 

These results show the good performances of 

the autonomous take off system also in a real 

environment. 

7 Conclusions 

The paper described the development process 

and experimental validation of the autonomous 

take-off system recently developed by the 

Italian Aerospace Research center (CIRA) in the 

framework of the TECVOL project. It reported 

an insight about all the design phases, with 

particular emphasis on the validation by means 

of both laboratory on ground-validation test rig 

and real world experimentations. 

The laboratory test rig has been described in 

details, with particular emphasis on its relevant 

peculiarity of including in the real-time with 

hardware-in-the-loop simulation also the 

human-machine interfaces, in addition to the 

aircraft, the external world simulator and the 

Flight Control Computer. 

In the paper, furthermore, some laboratory 

real-time with hardware in the loop simulations 

have been reported, showing the flexibility of 

the proposed test rig and its usefulness in testing 

the algorithm in different operational 

conditions. Also results from real world 

validation have been described, showing the 

good performances of the autonomous take off 

system in a real operative environment and the 

consistency of the real world results with the 

ones obtained by using the laboratory 

simulation environment. 
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Abstract: 
With the development of Strapdown Inertial 
Navigation System (SINS)with rotating structure, 
the error output forms of inertial measurement 
unit(IMU) is changed, the system error is 
modulated, and the system performance is better 
than general SINS. For the error unsolved by 
rotating SINS, the impact of scale factors and 
installation errors on SINS is analyzed, and the 
corresponding error models are built. Based on 
the in-out IMU error characteristics, a method 
called environment function is proposed to 
identify and separate the IMU error coefficients. 
Besides, the positive-negative asymmetry of scale 
factor and singularity of environment function 
matrix have impact on system accuracy. In order 
to resolve the problem, a bias-estimation and 
segmented calibration are proposed to further 
improve the performance of rotating SINS. The 
experiment results indicate that the methods of 
environment function, bias-estimation and 
segmented calibration are effective, and the 
system property is improved. 
1 Introduction 

As an autonomous navigation method, 
SINS has been paid much attention and studied 

widely. Fiber-SINS(FSINS) is a kind of SINS, 
and has become the research focus of the world. 
The characteristics of FSINS show that when 
FSINS works for a long time, the navigation 
error accumulates over time, which limits 
long-time application of the FSINS system. 
Rotating modulation method is a valuable 
modulation means. It changes traditional FSINS 
structure, adds controllable rotating equipment, 
and sets IMU on the rotating equipment. The 
breakout on FSINS navigation performance 
testifies that the rotating modulation method 
plays an important role on the improvement of 
FSINS, and can provide a valuable orientation 
for autonomous navigation technique. 

However, due to complex rotating 
movement, the present IMU error models of 
FSINS can not meet the accuracy demand of 
RFSINS. Take scale factor for example, due to 
the periodical changes of direction, scale factor 
errors include asymmetrical and symmetrical 
scale factor, where the symmetrical scale factor 
and some installation error are not modulated. As 
the impact of un-modulated error is relevant to 
velocity, the error may be complicated and 
calculated in light of the disturbed rotating 
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velocity. 
In order to resolve the problem, an IMU 

error identification method based on 
environment function is modified .The method is 
used to identify and separate the IMU error of 
RFSINS. Besides, the advanced calculation 
methods are proposed such as bias-estimation 
and segmented calibration, for further 
enhancement of the error coefficients separation 
and improvement of the rotating SINS 
performance. 
2 Principle of rotation modulation 

According to traditional SINS, IMU is 
associated with vehicle, and susceptible to 
vehicle movement, environment and its own 
characteristics. In the rotation modulation design, 
IMU is fixed on the rotating structure of the 
vehicle, by which it can rotate relatively to the 
vehicle at a constant speed.  

IMU with rotating structure is shown in Fig 
1. The gyros and accelerometers are orthogonally 
installed. As the bridge of IMU and vehicle, the 
rotating structure drives IMU and does the 
synchronous movement with the vehicle. 
Meanwhile, the structure rotates regularly and 
modulates with IMU error. The rotation mode is 
shown in Fig 2[1]. 

 

Fig 1. IMU with rotating structure 
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Fig 2. two-dimension rotation 
Assume that the constant drift of the gyro 

is , after a t period, the angle error is calculated 
as 

 

t    (1)

With the help of rotating technology, when 
the structure rotates at a speed of   in a T 
period, the gyro drift is modulated and the angle 
error is calculated as 

 

( cos( ))
t0 T

t0

t tdt 0 


     
(2)

When the structure continually rotates, 
angle error caused by constant drift can not 
accumulate over time, which improves the 
system performance in a certain extent.  

The principle of rotating SINS is elaborated 
as follows. At the beginning, the rotating 
coordinate(s) is coincident with the body 
coordinate(b), and sox represents the real x axis 

of gyro and accelerometer; soy  represents the 

real y axis of gyro and accelerometer; soz is 

coincident with z axis of b coordinate, and 
vertical with sox 、 soy . The effective IMU 

outputs are received from the real IMU outputs 
in the process of coordinate conversion. The 
rotating angle is  

 

t    (3)

The coordinate transformation matrix from 
s to b is  

 

cos sin 0

sin cos 0

0 0 1

cos( ) sin( ) 0

sin( ) cos( ) 0

0 0 1

b
sC

t t

t t

 
 

 
   
  

   
    
  

 
(4)

Then, the gyro and accelerometer error are 
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(6)

                                                                                            

Where, b represents body coordinate, s represents 

rotating coordinate, b
aC represents coordinate 

transformation matrix from a to b,   represents 

gyro error in s coordinate, f represents accelerometer 

error in s coordinate,   represents rotating speed. 
In Eq.(5) and (6) of error modulation, IMU 

errors vertical to rotating coordinate(x axis and y 
axis) are modulated by rotation, and error forms 
are changed to regular cosine forms. 
3 Analysis of rotating SINS 
3.1  error model 

The impact of random errors are ignored in 
SINS, constant error, scale factor error and 
installation error are considered as the 
composition of the IMU error. Ignore more than 
one- order small amount, and  build the 
three-axis accelerometer model[2]: 

 

2 a = (I + K )(I +θ )a + a

(I + K +θ )a + a
m a a

a a


 

 
(7)

Then, the accelerometer error model is 
 

a a    a a K a θ a  
(8)

Similarly, the gyro error model is  
 

     ω ω K ω θ ω  
(9)

Where, ω  and a  are IMU constant 
drift, K and aK are the scale factor error 

matrix, θ and aθ are the alignment matrix. 

According to the error model, the 
compensated accelerometer value is  

 

1 a a m a (I - K -θ )(a - a)  
(10)

Likewise, the compensated gyro value is 
 

1 m  ω (I - K -θ )(ω - ω)  
(11)

3.2  Analysis of scale factor asymmetry 
Due to processing technique and in-out 

relationship, the scale factor asymmetry is 
inevitable[3]. The input angle speed is set as 1 、

2 、 3 ， 

Define that 
 

1 ( 0)
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1 ( 0)

if
sign

if





 

  
 

(12)

The gyro scale factor error matrix is 
 

1 1 1

2 2 2

3 3 3

( ) 0 0

0 ( ) 0
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g g

g g g
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k k sign
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(13)
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Where, gik  is the gyro-i scale factor error (i=1,2,3); 

gik  is gyro-i asymmetric scale factor error. The 

navigation coordinate is set as east-north-up coordinate, 

and rotates along the vertical direction at , so the 

input angular velocity is  

 

1

2

3

sin( )

cos( )
ieN
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ieU

t

t

  
  
  


 
  

 
(14)

Where, ieN is northward component of 

earth’s rotation rate, and ieU is the upward 

component. 
At t moment, the angular velocity error 

caused by gyro scale factor is  
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(15)

Accordingly, the error model in n 
coordinate is  
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The integrated angle error over the T period is  

 

1 2

0
3 3 3

0

0.5( )

( )( ( ))

T
n

g g ieN

ieU g g

dt k k T

k k sign T

 
  

 

 

 
 

   
    


 

(17)

In Eq. (17), the impact of symmetrical scale 
factor error is not modulated. 
3.3 Analysis of installation error influence 

The installation error reflects the 
transformation relationship between s coordinate 

and non-orthogonal installation coordinate (g 
coordinate), and the matrix is[4] 

 

1

1

1

yz zy
s
g xz zx

xy yx

C

 
 
 

 
   
  

 
(18)

Take the gyroscope for example, the 
angular velocity error of rotating SINS caused by 
installation error can be expressed as: 

 

sin cos cos sin

cos sin sin cos

0

xz yz zy zx x
b
ib xz yz zy zx y

xy yx z

t t t t

t t t t

    
     

  

         
             
      

(19)

Where, x y z

T
     is the actual output of the 

gyro, b
ib is error expression. Due to the greater 

value of the turntable speed, bigger error may occur 
in cos sin sin coszy zx zy zxt t t t        、 . 

4 Analysis of Environment function 
 Error separation 

Part of IMU error can not be modulated, 
and the system performance is impacted greatly. 
So, an error separation method is proposed for 
identification and compensation[ 5 ]. The IMU 
error of SINS is set as observations, the 
projection of IMU error coefficients to IMU 
error are set as environment function matrix, and 
the IMU error coefficients are dependent 
variable. The corresponding vector-matrix 
equation is  

 

12 1S D    
(20)

Where,

1 1 2 2 3 3[ , , , , , , , , , , , , , , ]Tyx zx x zy xy y xz yz zD g g g g g g                

, ig (i-1,2,3) represents scale factor, ab (a=x,y,z; 

b=x,y,z) is alignment coefficient,  is constant 
drift,  is IMU error, S is environment function 
matrix establishing the relation between IMU 
error and error coefficients. 

Random error and kinds of outliers exist in 
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the measurement, which lead to some large error. 
Instead of system error, IMU error is used as 
observations for identification. Better than 
general identification method, it can avoid the 
discordance between theoretic navigation 
performance and real IMU accuracy.  

The theoretic angular velocity 
output b

ib means the projection of the angular 

velocity on the body coordinate and the velocity 
is that of the body coordinate relative to the 
inertial coordinate. According to the navigation 
principle, b

ib can be inverse solved by attitude 

information: 
 

cos 0 sin cos

0 1 sin

sin 0 cos cos

( )

b
nb

b b b b
ib nb ie en

  
  

   

   

  
   
             
  
   






 

(21)

Where, b
ib represents theoretic gyro value, 

b
nb is body-coordinate projection of body 

coordinate relative to navigation coordinate, 
b
en is body-coordinate projection of navigation 

coordinate relative to earth coordinate, b
ie is 

body-coordinate projection of earth coordinate 
relative to inertial coordinate, and calculated by 
vehicle velocity, latitude, height and earth’s 

rotation rate, 
T

   
  

  
are attitude rate 

received by attitude. 
 Matrix solution 

Generally, parameters are estimated by least 
square estimation: 

 

1( )T TD S S S      (22)

Parameters have dependence, s matrix is 
singular, and the regression model is sick. In 
order to solve the problem, biased estimation is 
introduced into the regression analysis. On the 
condition of keeping the ( )TS S invariant, 

kI matrix is used to modify the Eigen values and 
the sickness of ( )TS S matrix, and then D is  

 

1( )T TD S S kI S       (23)

Where k is set as a small quantity according 
to gyro precision. 

The flow chart of error separation is shown 
as Fig 3: 

 
Fig 3 Flow chart of error separation 

 Segmented calibration 
The IMU error characteristics of non-linear 

and asymmetric are analyzed, segmented 
calibration is studied to truly reflect the IMU 
error coefficients. Meanwhile, the too large 
number of segmentation is not suitable because 
too many velocity dots may lead to larger 
amount of calculation. 

For m sections, (m-1) dots are required, the 
issue is to be resolved: how to choose the 
segmented point to the best effect. 

In this paper, m is set 4. 
Considering that scale factor has 

positive-negative asymmetric features, zero point 
is selected as one dot to calibrate the positive and 
negative factor respectively. 

According to negative gyro coefficients, 
negative velocity point is ( )in j , and gyro output 

is ( )on j ,(j=1,2,…m), then the four polynomial 

of in-out put relationship is fit as: 
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By least square solution, 1( )T T
n in in in onk     . 

Than the fit gyro polynomial is  
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2 3 4
0 1 2 3 4on n n in n in n in n ink k k k k        

 
(25)

The gyro constant drift can be equal to 0nk . 

In calibration process, sub-point of great-change 
factor may have best effect, so the fast-changing 
first derivative sub-point is selected as one point, 
which is equal to the point that second derivative 
is extreme point, and the third derivative is zero. 
Then, the optimal negative sub-point is  

 

3

44
n

inp
n

k
k    

(26)

5 Simulation 
5.1 Experiment of error separation and 
compensation 

Based on error separation theory, IMU error 
coefficients are separated into constant drift, 
positive-negative scale factor, and installation 
error coefficients by environment function 
method. The real gyro outputs are compensated, 
and the position performance after compensation 
is compared with that before compensation. Here, 
gyro is VG951, and accelerometer is JN-06A. 
Through 180-seconds separation, the samples are 
calculated, and the corresponding error 
coefficients are received by least square 
algorithm in table 1. 

Table 1. Gyro error coefficients 

gyro x y z 
Constant drift -3.69*10-5 -0.074 -2.56*10-5

gk  1.60*10-9 -0.076 -5.78*10-8

scale factor 
gk   -3.19*10-9 -0.024 -4.34*10-8

xy  -2.46*10-4   

xz  4.17*10-8   
yx   -8.42*10-7  
yz   -8.42*10-5  
zx    1.73*10-9

Alignment 

factor 

zy    7.67*10-4

The contrast curve of the position error 
before and after compensation is shown in Fig 4, 
which is navigated after 600 seconds.  
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Fig 4. Position error comparison 

In Fig 4, the blue line represents the results 
by compensation. The plot indicates that the 
position error is improved by compensation. 
5.2  Experiment of error fractionation and 
Calibration 

Based on the error separation results, 
segmented points are computed, the error 
coefficients in different segments are received 
and compensated. Through 600-seconds 
navigation, the results show that, the attitude 
accuracy is improved in Fig. 5 and Fig. 6. As 
IMU precision is high, and the vehicle is static, 
the improvement of position performance is not 
clear.  
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Fig5. Comparison of roll error 
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Fig 6. Comparison of pitch error 
Fig. 5 represents roll error results, and Fig. 

6 represents pitch error comparison. IMU rotates 
round the up-axis at the speed of 10deg/s. At 
588.3 second, the value in blue line is -1.651, 
and that in red line is -3.407. From these pictures, 
they indicate that segmentation is effective, and 
the improvement after segmentation is better 
than that without segmentation. 

From the above simulation analysis, it 
shows that: 
(1) Through bias-estimation treatment, the 

environment function matrix is improved, 
and the singularity of TS S  matrix is greatly 
improved; 

(2) When the bias-estimation value increases, the 
condition for TS S matrix is reduced; 

(3) The error separation effect is getting better 
when K is increasing; if k is bigger to a 
certain degree, the effect is worse. When k is 
small, the calculate error is dominant; when k 
is further bigger, the departure between 
bias-estimation and the real parameters is 
dominant. 

(4) Through segmented calibration, the error 
message in each section is adequately 
reflected in the separation process, the error 
coefficients are more close to the real error 
situation, and the compensation effect is 
better than that without segmentation. 

(5) If the segments are more, the information and 
the navigation is more complex. According 
to high-precision system, the effect is not 
clear with much more segments. 

6 Conclusion 
With the help of rotating structure, part of 

IMU error vertical to rotating axis is modulated, 
and the impact on SINS is partly reduced. 
However, the un-modulated IMU error is 
impacted by rotating velocity error, which brings 
about worse system performance. So, the 
positive-negative scale factor error and 
installation error are studied, the system impact 
is analyzed and the error modals are built in 
detail. Accordingly, a method called environment 
function is proposed to separate IMU error 
coefficients, the bias-estimation is put forward to 
deal with environment function matrix as well as 
improve its nonsingularity, and the segmented 
calibration is raised to discretely calibrate and 
compensate error coefficients. Experiments show 
that the proposed methods such as environment 
function based on rotating SINS, bias-estimation 
and segmented calibration are effective for IMU 
error coefficients identification, separation and 
compensation, which is of great theoretic and 
application value. 
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Abstract  

In this paper, the ecological impacts of the use 

phase of passenger aircrafts are assessed. The 

three modules aircraft operation, aircraft 

maintenance and infrastructure operation are 

analysed through an LCA.  

Based on the data collection, an inventory 

model was created using the GaBi software. The 

functional unit of this study is the transport of 

one passenger over the entire flight distance, 

here for the case study of a medium haul flight 

over a distance of 2,500 km.   

It was found that aircraft operation is 

responsible for the greatest share of impacts, 

causing more than 90 % of total impacts in each 

of the analysed impact categories. Impacts of 

infrastructure operation and aircraft 

maintenance are each responsible for 1 to 4 % 

of all impacts in the respective impact 

categories.  

1 Background 

Due to globalization and the related growth 

of international interconnectedness of people 

and businesses, transportation of persons and 

cargo is gaining more and more importance. 

The aerospace industry is an important element 

of transportation and a driving force for 

economic growth due to its abilities to cover 

long distances in short time. The importance of 

the sector can also be seen in its expected 

growth: In 2020, 300 million passengers are 

expected in Germany, corresponding to a 

growth of 60 % compared to 2009 [25]. Other 

forms of transportation are expected to grow 

slower, with an expected increase of 20 % for 

road and 22.5 % for rail transportation [1]. 

Subsequently, air transport will be more 

significant in comparison to other means of 

transportation than it is already today.  

Apart from the economic relevance of the 

sector, aviation impacts the environment and 

therefore is subject to criticism [3]. Due to the 

expected above-average growth, those impacts 

will also increase. At the same time, public 

concern about the environmental impacts of 

products and processes increases. Impacts and 

their objective documentation are well-

established nowadays as differentiation factors 

for products or services and sales arguments for 

consumers [23], also in the aerospace industry. 

This can be seen by the increasing popularity of 

emission calculators, as well as in the growing 

efforts of airlines to document and improve their 

environmental impacts (see e.g. [22]). Those 

impacts are also dealt with in politics, with air 

travel being subject to the European Union 

Emission Trading System (EU ETS) starting in 

2012 [9]. As a result, emissions will become a 

cost factor and thereby a non-negligible element 

for planning of involved companies. Therefore, 

the assessment of environmental impacts will 

gain more importance, on the one hand to 

quantify the emissions and thereby resulting 

Environmental impact assessment of aircraft operation: A key 

for greening the aviation sector 

 
 

Hannes Krieg and Robert Ilg 

Dept. Life Cycle Engineering, Chair for Building Physics, University of Stuttgart, Germany 

 

Keywords: LCA, aircraft operation, environmental impacts, GWP 

37



Environmental impact assessment of aircraft operation: A key for greening the aviation sector 

costs for emission certificates, on the other hand 

to satisfy the public demand for information 

concerning the environmental impacts of air 

traffic. Detailed knowledge of environmental 

impacts will be of great strategic relevance. 

To provide necessary information on 

environmental impacts, a Life Cycle 

Assessment (LCA) according to ISO 14040[18] 

and ISO 14044 [19] of the use phase of a 

passenger aircraft is conducted. This study 

covers operation of the aircraft, aircraft 

maintenance and infrastructure operation.  

2 Methodology 

2.1 Goal and Scope 

The goal of this study is to assess the 

environmental impacts of the use phase of an 

aircraft system. An LCA is conducted for the 

exemplary case study of a medium haul flight. 

A complete flight cycle, including operation and 

maintenance of the aircraft as well as 

infrastructure operation, is analyzed. 

Aircraft operation covers the flight cycle of 

the aircraft and provision of fuel. Aircraft 

maintenance includes service and overhaul. 

Infrastructure operation covers operation of the 

airport, maintenance of buildings, runways and 

taxiways, disposal of waste as well as the fuel 

consumption of airport service vehicles. 

Production and end of life of aircraft and 

infrastructure are not subjects of this study. 

2.2 System Boundary and Data Origin 

2.2.1 Functional Unit 

This study focuses on passenger 

transportation; impacts are related to passenger 

kilometers. The functional unit is a full flight 

cycle, consisting of the transportation of one 

passenger over the entire flight distance as well 

as the impacts of aircraft maintenance and 

infrastructure use per passenger.  

2.2.2 System Boundary  

As mentioned, only the use phase of air 

travel is assessed. The system boundary for this 

study is shown in Fig. 1.  

U se phase

A ircraft
operation

M ain-
tenance

Infra -
structure

E nergy O perating/ R aw
m ateria ls

E m issions W aste S ewage
w ater

System boundary

E nd of lifeP roduc tion

 

Fig. 1 System Boundaries for the use phase of an 

aircraft [20] 

 

For this study, a medium range aircraft with a 

capacity of 150 passengers and a maximum 

range of 6.150 km is used [2]. For such an 

aircraft, an average 97 % of payload is due to 

passengers and their luggage, while the 

remaining 3 % is from cargo. Consequently, 

97 % of the impacts during aircraft operation 

are allocated to passenger transportation, as well 

as 97 % of maintenance impacts [5]. 

The seat load factor is of great importance, as 

it determines the number of passengers in the 

aircraft, among which the environmental 

impacts are allocated. The average seat load 

factor was 68.1 % for European flights in 2008 

[22]. Flight distance is assumed to be 2,500 km, 

which is about the distance from Oslo, Norway 

to Madrid, Spain. Also, it is assumed that 

kerosene is used as fuel. 

Depending on flight distance, the flight 

pattern varies strongly, as shown schematically 

in Fig. 2. Here a medium haul flight (shown in 

black) was assessed. In general, the flight is 

separated into two main phases, the landing and 

take-off cycle (LTO), which includes all 

operations below an attitude of 1,000 m, and the 

cruise phase, which describes all operations 

above this limit. Engine performance differs 

drastically between the flight phases: while it is 

low during taxi or descent, it increases up to 

80 % during climb-out and up to 100 % during 

take-off [7]. The calculation of fuel 

consumption is based on information taken from 

the Emission Inventory Guidebook (EIG) of the 

European Environment Agency [10].  
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Fig. 2 Schematical flight patterns for the use phase of 

an aircraft [20] 

 

The take-off phase and the following climb 

consume much fuel, however, while cruising at 

a constant altitude the fuel consumption is 

relatively low. There is no correlation between 

fuel consumption during LTO and the flight 

distance; however its proportion of the total 

consumption decreases as the flight distance 

increases. As the share of fuel consumption 

during LTO decreases, the total fuel 

consumption per km decreases. Furthermore, 

the fuel consumption in high altitudes is lower 

due to the reduced air resistance. This is the 

reason why the flight altitude at long-haul 

flights is gradually increased along with 

decreasing weight, as the step climb in Fig. 2 

indicates [16]. 

The fuel consumption of the assessed aircraft 

is shown in Fig. 3. The triangles describe the 

fuel consumption during landing and take-off 

(LTO), which is constant regardless of distance 

travelled [10]. The squares show the fuel 

consumption for cruise operation in relation to 

distance travelled. The diamonds show the sum 

of consumption during LTO and cruise. Fuel 

consumption per km is higher for short 

distances, as LTO has a larger share of total 

consumption. This share decreases when the 

distances increase, thereby reducing the 

consumption per km travelled.  

Emission factors are partly based on the 

values measured in the EIG. Further data is 

based on statements provided by the German 

Federal Environment Agency on the emissions 

for the combustion of kerosene [4].   
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Fig. 3 Fuel consumption in relation to distance 

travelled 

 

While the Radiative Forcing Index (RFI) is 

used by some emission calculators [3], the 

Intergovernmental Panel on Climate Change 

(IPCC) stated in 2007 that it “should not be used 

as an emission metric since it does not account 

for the different residence times of different 

forcing agents” [14]. Therefore, this study does 

not use the RFI, but the Global Warming 

Potential for the assessment of climate impacts.  

It is assumed that impacts caused by airport 

operations, like the use of terminals or car 

parking and the respective maintenance, are 

exclusively caused by passenger services. For 

maintenance of runways and taxiways, the share 

of cargo flights and non-commercial flights has 

to be excluded. To analyse the impacts of the 

infrastructure operation, Hamburg Airport is 

used as the reference airport. In 2007, it had a 

passenger volume of about 12.7 million, which 

is close to the average value of international 

airports in Germany of 10.7 million passengers 

[24]. In the first half of 2008 there were 102,148 

flight operations, 88,860 of those being 

passenger flights, corresponding to a share of 

86.8 %
1
. Since all aircraft use runways and 

taxiways, 86.8 % of the maintenance is assigned 

to passenger transportation, assuming that every 

flight operation has the same impact on the 

infrastructure. Energy consumption of Terminal 

buildings and fuel consumption of service 

                                                 

 

 

 
1
 Ulbrich (Hamburg Airport) 2009, personal 

communication. 
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vehicles are fully allocated to passenger 

transport. 

Data concerning the airport operation is 

based on the environmental reports of Hamburg 

Airport [11],[12],[13] and data provided on 

demand
2
. There was no possibility to obtain 

data on airport maintenance. Based on 

information on construction materials and life 

expectancy, an annual infrastructure 

maintenance effort of 5 % of construction 

efforts was assumed as suggested by Chester 

[5]. For each flight cycle, two airport operations 

are assessed, one for take-off, and one for 

landing.  

Due to the nondisclosure of aircraft 

manufacturers and operators and the complexity 

of systems, no data are available concerning the 

maintenance of aircraft, neither for life 

expectancy of parts, nor for the production of 

spare parts. Due to this lack of reliable data, 

results from a previous study conducted by 

Chester [5] are used. 

The structure of the underlying model in the 

GaBi software [17] is shown in Fig. 4.  
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Fig. 4 Life Cycle Model structure of the aircraft use 

phase 

 

While environmental impacts of aircraft and 

infrastructure operation are calculated with a 

process based LCA, information on aircraft 

maintenance is taken from an economic input-

output LCA due to the lack of sufficient data for 

a process-based LCA. This hybrid approach was 

                                                 

 

 

 
2
 Ulbrich (Hamburg Airport), 2009.  

chosen in order to estimate the respective 

impact share of aircraft operation, infrastructure 

operation and maintenance, in order to 

determine further need for research. 

An exemplary overview over a process 

modelled in the GaBi software is given in Fig. 

5. It shows the parameters that define the 

aircraft model. 

1

2

3

4

 

Fig. 5 Parameters of the aircraft model 

The figure is subdivided in four parts: field 1 

shows the free parameters which can be 

adjusted by the user according to the subject of 

the study, such as capacity of the aircraft, seat 

load factor, flight distance and the sulfur content 

of the fuel. Field 2 contains the formulas that 

calculate the fuel consumption for the aircraft 

and per passenger kilometer, based on the flight 

distance, seat load factor, and capacity as well 

as background information on measured fuel 

consumption. In field 3, emission factors for the 

combustion of kerosene in aircraft engines are 

given. These factors are used in field 4 to 

calculate the total emissions per flight.  

Processes are defined by parameters as shown 

above. Processes are then combined on plans in 

the GaBi software in order to construct a 

product model, as shown in Fig. 6. 
Passenger transport, medium haul
GaBi 4 process plan:Reference quantities

The names of the basic processes are shown.

0,0094958 pcs.

1,5647E-007 pcs.

24,474 pcs.

Maintenance, medium

haul aircraft

Infrastructure Operation

Operation, medium haul XpDE: Aircraft use

phase

 

Fig. 6 GaBi plan of the transport model 

Plans can again be sorted hierarchically to 

model complex product systems.  
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2.3 LCIA 

The CML2001 indicators have been chosen 

as they are based on the most scientific and fully 

developed calculation methods of the several 

indicators. The study focuses on the following 

environmental indicators and impacts: 

- Primary energy use – (PE) in [MJ],  

- Global warming potential – (GWP) in 

[kg CO2 equivalents], 

- Ozone depletion potential – (ODP) in 

[kg R11 equivalents], 

- Acidification potential – (AP) in  

 [kg SO2 equivalents], 

- Eutrophication Potential – (EP) in  

 [kg PO4
3-

 – equivalents], 

- Photochemical ozone creation potential 

 (POCP) in [kg C2H4-equivalents].  

3 Results 

An overview on the environmental impacts 

of the assessed medium haul flight with a travel 

distance of 2,500 km is given in Fig. 7. For the 

sake of a better overview, the bars of the aircraft 

use phase are broken. As it is shown, the flight 

phase clearly dominates all impact categories. 

This is due to the relatively long distance 

covered and the correspondingly high fuel 

consumption of 7,640 kg of kerosene. With an 

assumed seat load factor of 68.1 % and an 

aircraft capacity of 150 passengers, an average 

102 passengers are aboard the aircraft, resulting 

in an average fuel consumption of 74.8 kg per 

passenger. Total emissions are shown on top of 

the bars. The flight phase causes between 92 % 

and 98 % of all impacts in the respective impact 

categories. Infrastructure operation is 

responsible for over 4 % of PE, also causing 4 

% of all greenhouse gas emissions. For the other 

impact categories, the contributions of 

infrastructure operation are around 2 %. Aircraft 

maintenance contributes around 2 % to PE, 

GWP and POCP, while the contributions to AP 

and EP are both around 1.5 %. Infrastructure 

operation contributes 2‒3 % to all impact 

categories apart from EP, where the contribution 

is below 1 %.  
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Fig. 7 Environmental indicators and impacts of a 

medium haul flight 

 

It is apparent that the emissions of the flight 

phase dominate all impact categories, causing at 

least 92 % of the total impact in the analyzed 

impact categories. Nevertheless, both aircraft 

maintenance and infrastructure operation are 

still relevant contributors to the total impacts.  

4 Conclusion 

It becomes apparent that the flight phase 

dominates the environmental impact in all 

impact categories. Fuel consumption per 

passenger kilometer is comparable to other 

modes of transport, but distances are typically 

much greater for air travel than for ground 

travel. Air travel infrastructure is only used 

during landing and take-off, while ground travel 

infrastructure is used continuously during the 

entire journey. Due to this large share, the best 

leverage to reduce total environmental impacts 

is the flight phase. Currently, several projects 

and efforts aimed at reducing this impact are 

being conducted. Within the CleanSky project 

of the EU, engines with lower fuel consumption 

and lower emissions are investigated, as well as 

lightweight materials [6]. Another European 

project, Single European Sky, aims to improve 

cooperation of air traffic controllers in Europe. 

It is expected that by reducing holding patterns 

and improving flight routes, fuel consumption 

can be reduced [8]. 

Furthermore, an increased seat load factor 

would reduce the fuel consumption per 

passenger, allowing to decrease the total number 

of flights necessary to satisfy the demand for 
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transportation. For example, an increase of the 

seat load factor to 80 % would reduce the total 

use phase impacts per passenger by about 15 %.   

Another approach to reduce PE and 

contributions to GWP is the use of biofuels. 

First tests of airlines are already being 

conducted. The fuels used are so called drop-in 

fuels that can be combusted in regular aircraft 

engines [15],[26]. While this can help in 

reducing PE and GWP, there is a number of 

other issues connected with the use of biofuels 

(see e.g. [21]).  

The hybrid approach in this study was chosen 

due to the lack of data for a process-based LCA 

of aircraft maintenance. It provides an estimate 

for the environmental relevance of aircraft 

maintenance relative to the other modules. 

Given that the identified impact of aircraft 

maintenance is rather small, it seems justified to 

not elaborate further on the matter. Due to the 

small share of aircraft maintenance from total 

environmental impacts, the huge effort of data 

collection and process-based modeling does not 

seem to be justified for the expected gain of 

information at this time. The hybrid approach 

offers the possibility to fill this data gap and 

analyze overall use phase impacts on a sound 

basis. 

It is obvious that the awareness for the 

importance of reducing environmental impacts 

and at the same time reducing cost and fuel 

consumption in the aerospace industry has been 

growing during the last years. Further studies 

should aim at quantifying the environmental 

impact of aircraft production, maintenance and 

end of life, as well as the impacts of the use of 

biofuels in aerospace applications. This paper 

provides an overview on the environmental 

impacts of the use phase and aims at providing a 

basis for further research in this sector. 
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Abstract  

The technical readiness of the aircraft for flying 
is measured with the probability of its staying, 
at any time t, in the sub-set of states that offer 
capabilities of being used and accomplishing 
the intended task. The technical readiness is a 
conditional rate of the aircraft’s availability to 
perform the task in time t, on condition that 
other requirements decisive of aircraft’s 
capabilities to perform its actions are satisfied. 
The rate of the object’s readiness found with the 
method described in the paper expresses the 
potential to effectively perform its functions. The 
comparison between this rate and the aircraft 
fill rate (the degree of having available seats 
filled with passengers) will give a general rate 
of effectiveness that describes the aircraft 
availability and market-defined demand for a 
passenger aircraft. 

1 Introduction 

Any aircraft operated within some logistics 
system shows, as any engineered object, the 
following general features: 
- it serves a particular purpose (a set of tasks to 

be accomplished); 

- it shows some limited usability (some limited 
potential for operation); 

- it needs maintenance, materials, power 
supplies, information, etc.; 

- it is defined with some limited lifetime. 
The process of aircraft operation consists in 

using its functioning capability created in the 
course of manufacture, and in the periodically 
performed restoration of this capability to keep 
the aircraft capable of further operational use.  

Among features most essential to the process 
of aircraft operation one should mention safety 
of operational use and effectiveness. The 
complexity of the safety and effectiveness 
dedicated issues and a great variety of 
definitions in use need any individual type of a 
system to be approached separately, and 
objectives for which the effectiveness measures 
are determined – to be well defined.  

The aircraft safety depends, among other 
things, on the intensity of destruction processes 
that affect particular structural components, 
functional systems and systems that generate 
failures/damages, including the frequency with 
which a system/component fails, i.e. the failure 
rate. 

Factors that prove decisive of the aircraft 
operational effectiveness within some logistics 
system may be as follows: 
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- readiness to perform air tasks, 
- cost of maintenance and repairs, 
- degree of the aircraft systems’ engagement 

while performing the tasks. 

2 Effectiveness of the Process of Aircraft 
Operational Use 

2.1 Analysis of Aircraft Readiness 

The technical readiness of the aircraft for 
flying is measured with the probability of its 
staying, at any time t, in the sub-set of states 
that offer capabilities of being used and 
accomplishing the intended task. It may also be 
measured with the expected value of time of the 
aircraft’s staying in some selected states, and 
with other measures, depending on the objective 
of the analysis of the process of aircraft 
operation. The technical readiness is a 
conditional rate of the aircraft’s availability to 
perform the task in time t, on condition that 
other requirements decisive of aircraft’s 
capabilities to perform its actions are satisfied 
(e.g. those regarding fuel and gases supplies, 
furnishing the aircraft with actuators/start units, 
etc.). 
 Determination of the probability of an 
aircraft dwell in the availability state for a                  
4-state operation process model can serve as an 
example how the analysis method can be useful:   
H1 – the operation status (flight), 
H2 – the stand-by status (maintaining a steady 

readiness), 
H3  – the status of prophylactic and scheduled 

repairs, 
H4  – the status of random repairs. 
Time periods of aircraft dwelling at individual 
operational statuses are random variables 

iHT of 

known distributions:  
- the cumulative distribution function of the 

duration time of the k-th flight k = 1,2,3,...; 
 

{ }tTPtF kHkH <=
11

)(  (1) 

 
 

- the cumulative distribution function of the 
time of the k-th stand-by k = 1,2,3,...; 

 

{ }tTPtF kHkH <=
22

)(  (2) 

 
- the cumulative distribution function of the 
time of scheduled services and repairs; 
 

{ }tTPtF kHkH <=
33

)(  (3) 

 
- the cumulative distribution function of random 
repairs.

  

{ }tTPtF kHkH <=
44

)(  (4) 

 
For an object realizing a multiple process of 

operation the readiness to take on and carry out 
tasks can be determined by the method of the 
semi-Markov’s analysis of a finished number of 
phase conditions progressing within a 
continuous time 0≥t .  

In order to be able to use the semi-Markovs 
model reflecting the process of using an object 
the conditions as follows must be met: 
- all transitions of an object from an 

operational status Ei ∈  to an operational 
status Ej ∈ occur in a sudden form. 

- the dwell time of an objest in an „i” state 
prior to transition into an „j” state is a 
random variable Tij taking on values 
independent of the calender time.  

- random variables Tij are independent for 
every  i, j = 1, 2, 3, ... , r. 
Lets discuss an aircraft operation process 

composed of a finished set of operational 
statuses E = { 1,2,...,r} represented by a random 
process {Zt:t ≥ 0}determined in a following 
way: Zt = i,  if at a time t the process is at the i 
state. Zt = j,  if the process at a time t is in the j 
state.  

The dwell time of the process in the i state 
prior to transition to the j state is a random 
variable of a probability distribution function  
Fij(t), i.e. that probability function determines 
the said process dwell time in the i state prior to 
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transition to the j state etc.   Probabilities of a 
transition from the state i to the subsequent state 
j is given by a matrix rr ⋅ P = [Pij], which 
determines a so-called chain put into the 
Markov’s process. For any ij∈E there exists a 
determined function Qij(t), which determines a 
joint probability of an event consisting in that, 
that the dwell time of the process in the i state is 
smaller than t and that from the i state the 
process will go into the j state.  

This function satisfies the following 
conditions: 

 

Qij(0) = 0;    i, j∈E,  

∑ ∑
∈ ∈

==∞
Ej Ej

ijij PQ ,1)(     i∈E (5) 

 
The set of functions Qij(t) creates the Q(t) 
matrix of the process transition distribution               
{ Zt:t≥0} . An unconditional probability 
distribution of the dwell time of the process of 
operation in the i state is given by the Fi(t) 
function: 
 

∑
∈

=
Ej

iji tQtF )()(  

(6) 

 
An r-dimensional vector of initial probabilities 
determines the initial status of a process: 
 

P = [P 1, P2, ...,Pr]  

 
where:  
 

∑
∈

=
Ei

iP 1 (7) 

 
A thus determined random process Zt: t≥0 is a 
semi-Markov's one given by a ternary: (r, p, Q).  
 For a so determined process of operation we 
can create algorithms to determine many 
indicators of the aircraft availability with regard 
to a given subset of tasks or its general 
availability. 
 Since in the example under discussion the H1 
and H2 operational statuses compose a subset 

H12 of technical readiness states the semi-
Markov’s model of the process of operation 

}0,{ ≥tZt can be reduced to three states: H12, 

H3, H4 of the incidence matrix:  
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and the matrix of the process transition 
distribution:  
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The Qij(t) function depends on the distributions: 

)(),(),(),(
43

tFtFtFtG HHR τ  

 Having determined the Qij(t) function and the 
initial distribution P = {Pi, i = 1,2,3}, we can 
define the indicators of the aircraft technical 
readiness, assuming, that the H12 state is a subset 
of readiness states. 

The transition from the H12 state into the H3
 

state occurs when the following conditions are 
satisfied: 
- the correct operation time RR T∈τ is greater 

than the expired overhaul life 

τττ τττ >∈ RT ,  

- the operation life till the ττ  time is not greater 

than t, ).( tS ≤τ  

A joint event ( ) ( ){ }ττ τττ >∧≤ Rt occurs 

according to a probability function: 
 

[ ]∫ −=
t

R ydFyGtQ
0

12 )()(1)( τ
 

(10) 

 
A transition from the H12 into the H4 state 

occurs when events as follows occur: 
- the time of proper operation is not greater 

than );(, tR ≤ττ  
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- the overhaul time ττ is longer than the time of 

correct operation ).( RR τττ τ >  

The joint event )}(){( RR t τττ τ >∧< has a 

probability function: 
  

∫ −=
t

R ydGyFtQ
0

13 )()](1[)( τ
 

(11) 

 
 A transition from the H3 state into the H12 

state occurs when ),(
3

tTH <  therefore: 
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)(21
 

(12) 

 
and from the  H4

 into the H12 when ),(
4

tTH <
 

then: 
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(13) 

 
Assuming that the initial state of a process is the 
H12

 we obtain the determined initial vector of 
the process p = [1,0,0]. The probability of an 
aircraft dwell time in the H12 technical readiness 
state over the t time is 1 – F12(t). From the 
formula (14) the following value was 
determined: 
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(14) 

 
 The asymptotic probability of P12(t) of an 
aircraft dwelling in the technical readiness for  
t = τ  (flight time) is a product of: 
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where )(
12

∞P is a limit probability of the aircraft 

dwell in the H12 state, when the process time is 

very long, ∞→t . The )(
12

∞P value represents 

the aircraft functional readiness (momentary 

readiness). The )(
12

∞P value is determined from 

the equation in [6]. 
If the semi-Markov’s process {Zt, t ≥ 0} of a 

finite set E is irreducible and non-periodical and 
random variables THj have finite positive 
expected values E[THj], then limiting transition 
probabilities exist [2]: 
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where jπ  - denotes a limiting transition 

probabilities of a Markov’s chain inserted into 
the process. This is the frequency of dwelling of 
an aircraft in the j-th operational state (a subset 
of states).   

The probability jπ , j = 1,2,3,... can be 

calculated by a method given in [1]: 
 

∑
∈

=

Ei
i

j
j D

D
π

 
(18) 

 
where: Di - the principal minor of the matrix P 
obtained by deleting the i-th column and the j-th 
line denotes the matrix of transition 
probabilities of the Markov’s chain put into the 
process. 
 Individual values of the pij  in the model under 
discussion are: 
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The matrix P has the following form: 
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 The matrix D is expressed as: 
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The expected values of random variables 

4312
,, HHH TTT , which are average dwell times 

of an aircraft in individual operational states can 
be determined from the following formulas: 
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The expected value of the 

12HT random 

variable is also an indicator of the aircraft 
technical readiness, which characterises an 
average dwell time in a required subset of states.  
 A probability of an aircraft dwell time in the 
technical readiness state determined from the 
formula (14) is true if a condition that the initial 
state of the operation process is a state from the 
set {H1, H2} is satisfied.  
 If the operation process initial state differs 
from the state  of readiness, one shall determine 
the cumulative distribution function of the TiA 

random variable of the first transition from the 
initial state Ei ∈ , which is not a readiness state, 
to the A subset – the readiness states set A∈E. 
The cumulative distribution function TiA can be 
determined from the equation given in [3]. 
 If the A is a subset of states achievable from 
every state i∈E Ai ∉∧  of the semi-Markov’s 
process the set E of finite states and the Qij(t) 
functions are continuous, then there are 
cumulative distribution functions FiA(t) of the 
random variable TiA, which satisfy the system of 
equations [5]: 
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 For the discussed model of aircraft operation: 
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 The probability )()(
2,1,3 τtP of an aircraft dwell 

in a state of technical readiness H12 for the time 
τ  after the operation duration time t, when the 
initial time was the state H3, can be calculated 
from the following formula: 
 

∫ −+−=
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H
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where the value )(1 12 xtF −+− τ  is determined 

from the relation (14). The )()(
2,1,3 τtP probability 

characterises the aircraft technical readiness for 
action within the time τ  after the time t from the 
beginning of the process starting at the state H3. 
 For a process starting at the moment 0 in the 
state H4 we have correspondingly: 
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 A more exact analysis of the aircraft 
technical readiness can be carried out using a 
more complex model [4]. 

2.2 Maintenance Time 

In the course of preventive maintenance the 
condition of aircraft assemblies is carefully 
examined. Probability that during the 
maintenance a failure/damage to any assembly 
is found is Q = 1 – R.  Probability that during 
the maintenance no failure/damage to any 
assembly is found is R. This means that the 
maintenance time is described with a function 
with independent variables [6]: 

 

( ) nos TRTRT −+= 1  (37) 

 
where: 
Tos – time for maintenance of a serviceable (fit-

for-use) aircraft, 
Tn – time for correction of a failure/repair of an 

assembly.  
It is assumed that the maintenance of a 

serviceable (fit-for-use) aircraft consists in the 
sequentially performed checks and servicing of 
particular assemblies [1].  
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where: 
τi – a random variable of time of maintenance of 
the i-th assembly of the aircraft. 

It is also assumed that in the course of 
maintenance of the aircraft assembly a failure 
may occur at the rate λkj. Reliability of the 
aircraft in the course of maintenance is [1]:  
 









−= ∑

=
jkj

N

j
oR τλ

1

exp  (39) 

 
Hence, if any symptoms of unserviceability (of 
becoming unfit-for-use) appear, the aircraft may 
be re-maintained. Such being the case, the 
maintenance time is to be found from the 
following formula [5]: 
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(40) 

2.3 Repair Time and Costs 

The process of repair of any engineered 
object is very complicated. It consists of some 
fundamental actions such as [6]: 
T1 = Ton - waiting for the repair (mobilization 

of specific specialists, preparation of 
equipment); 
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T2 = Toc - waiting for spares; 
T3 = Tde - part/component disassembly; 
T4 = Tme - part/component assembly; 
T5 = Tkz - serviceability check. 

The wait for the spares occurs with 
probability P12, whereas we have the spares at 
our command with probability 1 - P12 = P13. 
Time of repair of the i-th assembly of the 
aircraft is given with the following formula [3]: 

 

iiiiiini TTTTPTT 5432,121 ++++=  
(41) 

 
With the following notation introduced: 
r i - probability that the i-th assembly of the 

aircraf is serviceable (fit-for-use), 
qi - probability that the i-th assembly of the 

aircraf is unserviceable (unfit-for-use), 
probabilities R and Q are found.  

Probability that all the aircraft assemblies are 
serviceable (fit-for-use) is [3]: 
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Probability that the i-th aircraft assembly is 

unserviceable (unfit-for-use) is [3]: 
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Probability that the i-th and the a-th aircraft 

assemblies are unserviceable (unfit-for-use) is: 
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Time of repair is given with the formula [3]: 
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The cost of repair in n maintenance cycles of 

the interval under consideration is then [5]: 
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where: Sj – expenditures for the restoration of 
the j-th aircraft assembly.  

The occurrence of more than one 
failure/damage at a time is in practice only 
slightly probable.  

Time of accomplishing the preventive 
treatment is given with the following formula: 
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The total cost Cl of executed flights will be: 
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where: Li – expenditures for particular i-th 
flights, i = 1, 2, 3,…N. 

The operational and maintenance cost 
estimate Co is given with the formula: 

 

( )( ) lCCCR1TRCnC snok R
O ++−+=  (49) 

 
where:  
Ck  - expenditures for the preventive 
maintenance of the aircraft; 
Cs - other expenditures throughout the total 

period of aircraft operation and 
maintenance, related to the ground 
handling. 
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Revenue Cd from the accomplished flights is: 
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where: 
ki - the number of passenger seats occupied in 

the i-th flight (I = 1, 2, 3, …u), 
di -  revenues gained from particular flights. 

The degree of aircraft utilization can be 
measured with the flying time, in the case of 
a passenger aircraft – also with the degree of the 
filling-up of available passenger seats. The total 
time of aircraft utilization within the sub-set of 
states H12 up to the time instant t is a random 
variable St of distribution defined with the 
following relationship [1]: 
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where n denotes the multiple convolution of 
distributions of the random variable.  

The process of time of aircraft operational 
use increasing against the calendar time shows 
the asymptotically normal distribution for 
t → ∞. The expected value of the distribution is: 
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whereas the variance is: 
 

t
TETE

TETDTETD
SD

HH

HHHH
t 3

2222
2

])[][(

])[)((])[)((
][

21

1221

+
+

=

 

(53) 

 
The utilization factor of an aircraft in the state 
of readiness is: 
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where: 

][],[
21 HH TETE – expected values of flight and 

duty times. 
The factor of the filling-up of available 

passenger seats γ is: 
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where: 
N - the number of available passenger seats in 
the aircraft. 

General coefficients of aircraft service effect 
are as follows: 
- economic  
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- operational 
 

γρ ⋅=wE  (56) 

3 Conclusions 

The in the service data bank stored fractions 
of time in the existence of particular objects and 
assemblies and parts thereof, ones between 
some selected events or classes of events, build 
up suitable sets of random variables of times of 
the probabilistic model of the process of aircraft 
service. Distributions of these random variables 
can be described with analytical models, 
parameters of which characterize particular 
qualitative features of the process of aircraft 
service and properties of objects. 

The measure of aircraft readiness describes 
the object itself and the logistics system, within 
which the object is embedded. The probability 
value that expresses the readiness translates into 
the percentage share of time the aircraft remains 
at the disposal of the transportation system 
manager. This value depends on the 
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maintenance program pre-set by the aircraft 
manufacturer. The program includes: 
- the schedule of maintenance activities and 

diagnostic checks throughout the operational 
use of the aircraft, 

- maintenance procedures and procedures of 
other service-oriented ventures. 
The above-determined rates of the aircraft 

readiness within the logistics system express the 
potential to effectively perform its functions. 
The aircraft fill-up rate (the degree of having 
available seats filled with passengers) describes 
the degree to which those capabilities can be 
utilized. The general rate of effectiveness that 
describes the aircraft availability and market-
defined demand for a passenger aircraft can be 
expressed with the product of the above-
mentioned rates of readiness and fill-up.   
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Abstract  

The objective of this document is to establish a 

common understanding of current strengths and 

weaknesses of existing seaplane/amphibian 

transport system as well as future opportunities 

for a new seaplane/amphibian transport system. 

In this report a market analysis is discussed to 

show the actual point in which seaplanes stand 

in today’s European market. Starting from this 

point of view, strengths and weaknesses of 

existing seaplane market/operation/design are 

taken in account in order to understand which 

aspects need more attention, and, on the other 

hand, what are the areas where existing 

seaplanes are already superior to other means 

of transportation. The European Vision 2020 for 

aeronautics, and the concept of sustainable 

aviation stated within, is here considered as 

guideline in the strength/weakness assessment. 

On the base of this analysis some suggestions 

are then made to obtain a better, more reliable 

and least expensive seaplane operation for the 

market today, in a near future and long term 

period.   

1 Introduction 

Seaplanes have been in the market for over 

80 years. However, advance modifications or 

new designs have not been created since the 

1950’s [1]. Why is it that seaplane design had 

not been developed over the years? The answer 

is that seaplanes do not have a wide market as 

land planes do. The main use of seaplanes is in 

the private sector, and most of these designs are 

modified small landplanes, such as the Cessna 

185, which is simply adapted with floats, to 

become a seaplane. The creation of new 

concepts is expensive and industry is not 

interested because the market is not very 

reliable. However, with the increase of tourism 

around the world, a new opportunity for 

seaplanes had arisen. Therefore, some natural 

tourist places are inaccessible to arrive by other 

means of transportation such as cars, buses, 

trains and even landplanes. So the solution to 

this problem is seaplanes. Not only tourism 

benefits from seaplanes. In North America, 

especially in Canada (e.g. Figure 1), the large 

number of bodies of water and the remoteness 

of many important locations has produced a 

healthy seaplanes culture [2]. Another important 

use for seaplanes is to combat fires. Seaplanes 

are adapted as water bombers to carry up to 

12,000 liters of fluid, such as the Beriev Be-200, 

and combat forest fires [3]. United States, 

Canada, Greece, Portugal, and Russia are some 

countries that rely on water bombers for fire-

fighting. In Europe, however, the seaplane 

market is not as well developed as in North 

America. Most seaplanes are owned privately, 

and some are used as water bombers. Seaplane 
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Airlines are scarce, and they have to compete 

against other types of transportations, such as 

ferries and trains.  

 

Figure 1 Seaport in Vancouver Harbour, Canada 

2 Seaplane Operations 

To get an overview about the current 

application of seaplanes and amphibians an 

online survey has been created and made 

accessible to operators worldwide during the 

Fusetra (Future Seaplane Traffic) project [4,5].  

The following topics have been identified as 

subject of interest:  

• General Information about Seaplane 

Operators 

• Operational Issues 

• Pilots, Regulations and Certification 

• Infrastructure and Aircraft 

• General issues and comments on the future 

development of the seaplane transport 

system. 

3 General Information about Seaplane 

Operators 

3.1 Participants’ origin 

The distribution of survey participants, given 

in Figure 2, shows that around one half them 

was European, more than one third North 

American and the rest from India and Australia. 

The European participants are equally 

distributed over the continent with slightly more 

participation in France and the United Kingdom,  

Figure 3. Surprisingly operators from countries 

with long coast lines, for example from the 

Iberian Peninsula, the Spanish Isles or 

Scandinavia (except Norway) did not 

participate. There are no participants from 

Russia, which is home to a very active seaplane 

industry and has a lot of inland waterways.  
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Figure 2: Origin of survey participants 

10%

20%

20%
10%

10%

10%

10%

10%
Italy

United Kingdom

France

The Netherlands

Norway

Germany

Malta

Greece

 

 Figure 3: Origin of European survey participants 

3.2 Participants’ field of service  

The participants’ companies or clubs were 

found from 1930 to now. Almost two thirds of 

them were found in the current decade. This 

result strengthens the assumption that a long-

lasting seaplane business is very difficult to 

establish and maintained, but without proven 

information of former operators it only stays an 

assumption. 

Concerning the services offered by the 

participants, a general statement has to be made, 

that most of them offer more than one. The 

activities are divided into those given in the 

following list: 
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-  Commercial airline, Commercial airline 

aspirant (or former commercial airline) 

- Flight training, flying club 

- Manufacturer 

- Charter, Tourist 

- Consultant 

Popular combinations of services are flying 

schools that offer charter flights, generally the 

combination of charter and scenic flights and 

former commercial airline or aspirants that offer 

their services as consultants. Commercial airline 

aspirants are either working on obtaining their 

Air Operator Certificate (AOC) or already 

abandoned this plan.  

4 Seaplane operations  

4.1 Aircraft in operation  

Figure 4 shows the types and amount of 

aircraft in operation 2010. The large portion of 

the deHavilland models is due to the fleet of the 

world’s largest seaplane operator that almost 

only consists of DHC-2 and DHC-3. Its fleet 

marks almost half of all the aircraft considered 

for this study. The Cessna models 172, 206 and 

208 are also widely used. The 172, that is also 

very popular with a conventional landing gear is 

the widest spread one of them. 
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Figure 4: Aircraft in Operation 2010 

When regarding the passengers that the 

above aircraft types are certified for, the 

distribution is given in Figure 5. The portion of 

aircraft with more than 15 passengers results 

from one Grumman HU-16 operated by a US 

based company. While models with one to three 

passengers are obviously mainly used for flight 

training, scenic and charter flights, the aircraft 

used for passenger transportation offer seven to 

fifteen seats. 

The results on the undercarriage used are 

again mainly influenced by the fleet of the 

world’s biggest seaplane airline that uses only 

straight floats. On the rest of the aircraft, more 

amphibian systems are mounted. 
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Figure 5: Size of aircraft in operation 2010 

5 Certification  

5.1 Pilots 

The general situation, when summarizing all 

results about the comments on the availability of 

pilots, is not alarming. Almost three quarter of 

the participants do not characterize the situation 

as critical. Dividing up the continents shows 

that in North America the availability of pilots 

is unproblematic for over 85%, while for two-

thirds of the European participants it is critical 

and challenging for the remaining one-third. In 

Asia and Australia the situation is generally 

characterized as challenging. 

It was further asked where the pilots 

employed with an operator received their 

original flying license. Without exception it was 

issued in the country the operator is based in.  

5.2 Operators 

All of the participants considered in this 

section own the aircraft operator certificate 

(AOC), except for the US based flying schools 

and the commercial airline aspirants. In all cases 

it was issued by the national aviation authorities 
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(NAA) of the country the operator is based in. 

When looking at the participants’ description of 

the certification process, it is clearly to be seen 

that only in a minor number of cases it was 

considered unproblematic. All these cases are 

North American companies. The Canadian 

Department of Transport is explicitly mentioned 

for an uncomplicated working relationship. In 

Europe the process is mostly seen as critical. In 

one case, a participant describes his impression 

that his NAA seemed to be complicating the 

process willingly. Several statements from 

participants worldwide say that there is a lack of 

understanding and sensibility for seaplane 

operations in the NAA. 

When asked if they were assisted with the 

licensing process by their NAA, North 

American participants generally answered that 

they were not, but the process was feasible and 

known. A Canadian operator was assisted when 

looking for a new aerodrome. European 

participants complain about the unclear 

regulations and a missing point of contact 

within EASA. Expanding the question to the 

expectations they have for a central certification 

process governed by EASA or a central 

institution, and which points should be included, 

various points were mentioned. A specific 

European concern is to modify EU-OPS, so that 

for international business, it is not necessary to 

study the varying national laws. Furthermore a 

seaplane licence rating and standardisation in 

issuing landing sites was prompted. One 

European operator wished for a distinction 

between commercial and private operations with 

respect to the level of experience. 

More than half of the operators are affected 

by special regional regulations concerning the 

use of waterways. Besides the mentioned 

national parks, they face generally restricted 

areas, excessive diffusion of water plants or are 

restricted to coastal regions, as reported from 

Norway or the United Kingdom. When asked if 

the compliance with both, maritime and aviation 

regulations leads to a conflict, one-third thought 

that they do. It was stated that maritime 

regulations do not consider the lack of 

manoeuvrability and ability to come to a sudden 

stop when compared to a boat. 

6 Infrastructure and aircraft 

6.1 Configuration of seaside landing site 

The following table gives an overview about 

installations currently used by seaplane 

operators. The use of moorings, pontoons and 

respective foot bridges is commonly part of a 

seaport. Amphibian operators need not rely on 

seaside infrastructure and can used land bound 

landing strips, of course. The use of own 

maintenance hangars, offices and fuel stations is 

also not related to business size (or aircraft 

operated). Additionally, the use of emergency 

equipment seems not to be regulated differently 

from country to country.   

Table 1 Landing site installations 

Installation item Operators using  

installation [%] 

Moorings / PontoonsMoorings / PontoonsMoorings / PontoonsMoorings / Pontoons    50% 

Foot bridgesFoot bridgesFoot bridgesFoot bridges    41% 

Navigation lightsNavigation lightsNavigation lightsNavigation lights    5% 

Maintenance site/ HangarMaintenance site/ HangarMaintenance site/ HangarMaintenance site/ Hangar    18% 

OfficeOfficeOfficeOffice    36% 

Fuel StationFuel StationFuel StationFuel Station    32% 

Emergency / Fire ServicesEmergency / Fire ServicesEmergency / Fire ServicesEmergency / Fire Services    14% 

Other items mentioned apart from the above 

list were safety boats, fuel barges and 

navigation marks.  

6.2 Future aircraft requirements 

Main requirements towards future aircraft 

were aim of the survey too. The requested 

payload lies between 250kg and 1500kg, while 

speed is ranging from 140-180 knots. Additional 

comments on features which should be 

considered in aircraft development in future:  

• Capable of operating in open / rough water 

(good sea state capability) 

• High wing  

• Amphibian 

• IFR capable (Instrument Flight Rules) 

• Engine designed to cope with very short 

cycles 5/hr 
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• Hot salt water tolerant corrosion  

• Good visibility for passengers  

• Suitable for use in confined areas  

• Suitable for working with boats 

• Low operating costs 

6.3 Main Problems in Seaplane Aviation 

Table 2 shows the main problems indicated 

by seaplane operators. The table distinguishes 

between worldwide and European operators in 

order to identify problems specific to European 

operations. It can be seen that availability of 

pilots and suitable aircraft is a major problem in 

Europe. Other major problems are aviation 

authority regulations and their implementation. 

On a worldwide basis environmental issues of 

seaplane operations are posing difficulties to 

operators during the licensing process of 

seaplane bases.  

Table 2 Main problems of seaplane operators 

Main Problems of 

Operations 

Worldwide Europe 

Availability of licensed pilots 18% 50% 

Availability of suitable 

aircraft 

27% 50% 

Safety issues 14% 20% 

Passenger reservation about  

seaplanes 

0% 0% 

Opposition of environmental  

authorities 

41% 20% 

Aviation authorities 

regulations 

32% 40% 

Naval authorities regulations 18% 20% 

7 Strengths, Weaknesses, Opportunities, 

and Threats analysis of existing seaplane 

operations 

The aim of this SWOT (Strengths, 

Weaknesses, Opportunities, and Threats) 

analysis is to recognize the key internal and 

external factors that are important to seaplane 

operations. The swot analysis may be then split 

into two main categories as follow: 

• Internal factors: strengths and weaknesses 

internal to this particular type of 

transportation. 

• External factors: opportunities and threats 

presented by the external environment. 

Strengths and weaknesses of seaplane 

operations are here analyzed under the light of 

the “European Aeronautics: a vision for 2020” 

document [6], where the concept of 

sustainability is introduced and made the kernel 

of the aviation future. EU vision 2020 in not a 

deadline, but a sensible reflection on what 

should lie ahead for Europe in the near future in 

order to win global leadership in aeronautics. In 

vision 2020 aeronautics must satisfy constantly 

rising demands for lower costs, better service 

quality, the highest safety and environmental 

standards and an air transport system that is 

seamlessly integrated with other transport 

network.  

Skies have to be always safer and the most 

advance automated systems have to be 

integrated to eliminate accidents. Aircraft need 

to be cleaner and quieter and the environment 

sustainable with the contribution of the 

aeronautic sector. The definition of 

sustainability states that “sustainability is the 

concept to endure”. It depends on the wellbeing 

of the natural world as whole and the 

responsible use of natural resources. One EU 

(European Union) main objective, in this regard, 

is to halve, by 2020, carbon dioxide (CO2) 

emission, perceived noise pollution, and 

reduced nitrogen oxide (Nox) emission by 80% 

from 2000 levels. In conclusion it can be said 

that if a generation ago the imperatives were: 

higher, further and faster, then, according to the 

vision 2020 guidelines, these have become: 

more affordable, safer, cleaner and quieter.  

7.1 Strengths 

One of the major deterrents facing the 

seaplane market today is the opposition by 

environmental authorities on the perceived 

impact of seaplane. The main argument is based 

on the noise impact of seaplane landing, taxiing 

and taking off, which is known to exceed the 

ambient noise level. Additionally, there is a 

belief that noise, landing and take-off all impact 

on wildlife. A current example of this is the on-

going dispute between Loch Lomond Seaplanes 
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and Trossachs National Park. Moreover, as 

mentioned before, also worldwide the greatest 

obstacle facing seaplanes is considered to be the 

opposition of environmental authorities. In 

Europe this was also agreed by 20% of 

operators [5]. 

• air/water pollution:  

Only few studies have been completed to 

assess the seaplane environmental impact 

anywhere in the world and in many cases these 

are independent studies carried out by private 

seaplane operators [7,8]. The most inclusive and 

unbiased is probably an investigation conducted 

by US Army corps of Engineers (USACE) [9]. 

The outcomes were: 

• Air quality: no impact 

• Water quality: no impact 

• Soil quality: no impact 

• Wildlife: no impact 

• Fisheries: no impact 

• Hydrology: no impact 

It is true that carbon emission generated from 

seaplane exceed the emission produced by 

boats. However, consideration should be given 

to the fact that the number of boat movements 

within any given area greatly outweighs 

seaplane movements in this area. Additionally, 

it should be considered that the next propulsion 

generation (which is already tested) will have 

much lower noise and carbon emission levels. 

Attention should also be drawn to the fact that 

seaplanes do not discharge sewage or oily bilge 

water and are not treated with toxic anti-fouling 

paints unlike boats. Seaplane exhaust are 

emitted into the air, much above the water 

giving low water impact, and currently used 

seaplane fuel does not contain the flammable 

and volatile compound MBTE (Methyl Tertiary-

Butyl Ether), which is found in boats. 

Moreover, seaplane propellers are located away 

from the water, giving no disturbance on 

sediments or marine life, and they are near 

negligible polluters in regard of foul water and 

waste from chemical toilettes. Evidently, a 

further study validated that floatplanes generate 

no more than a three inch wake without any 

shoreline erosion effects [10]. 

Seaplanes have relatively low impact on 

noise pollution too. The majority of noise is 

generated during take off when high engine 

power is required to make the seaplane airborne. 

The following table lists typical noise levels for 

various operations at typical distances from the 

sound source and, once again, highlights the 

minimal impact seaplanes produce [11].  

Table 3 Noise levels for various operations 

Noise dBA Example 
Military jet 120+  

Jet ski 110 e.g. watersports on lake 

Chainsaw 100-104 
e.g. tree felling/ 

forestry/ logging 

Grass Cutting 88-100 Golf courses 

Tractors 95 e.g. general operations 

All terrain vehicles 85  

Speedboat 65-95 e.g. watersports on lake 

Seaplane 75 
on take-off only @ 

300m (20 sec) 

Inside car – 30 mph 68-73  

Normal 

conversation 
65  

Attention should be also paid to the fact that 

the figure quoted is representative of the 

seaplane taking off, a short period of daytime-

only occurrence which, compared to taxiing and 

landing, requires the highest throttle power.  

In conclusion it may be said that seaplane do 

not have negative effect on hydrodynamics, 

hydrology, water quality, air quality, wildlife 

fisheries and birds or noise pollution when 

compared to existing background activities on 

lakes and seaports. 

7.1.1 Society’s needs 

Air travel does not develop in a vacuum: its 

size, shape and success will be determined by 

society as a whole. Nowadays there are specific 

aspects of air transport that can be better or only 

satisfied by seaplane/amphibian operations. The 

most noticeable strengths in this regard are:  

• Very versatile type of transportation. 

• Point to point connections. 

• Connections to very difficult to reach places. 
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• Safe and efficient surveillance in otherwise 

inaccessible destinations. 

• Monitoring of wildlife and management of 

national parks. 

• Very good safety records with few incidents 

during takeoff, landing operations or related 

to collisions with boats. 

• Sightseeing tours/tourism.  

• Ability to conduct rescue operations over 

large bodies of water, water bombers. 

• Avoid the ever congested airfield, holding 

patterns and control sequences. 

• No need for runway infrastructures, 

“unprepared” landing strip, smaller landing 

fees than landplanes. 

• Access from 40% (flying boats) to 70% 

(amphibian plane) more of the earth’s 

surface area than a conventional land plane. 

7.2 Weaknesses 

Seaplanes today are “endangered species” 

and although they posses undoubted potential, 

the lack of ability to unlock this potential is due 

to numerous problems. These are of a various 

nature and involve different aspects of 

seaplane/amphibian’s environment.  Certainly, 

the design aspect is a major impediment on 

seaplane advancement and is linked to many 

other areas. In fact, as with the introduction of 

new efficient commercial aircraft designs, the 

use of the seaplane declined, no new advanced 

designs have been made, and most extant 

seaplanes existing these days are approaching 

the end of their operating life. This situation has 

resulted in a scarcity of modern and cost-

efficient seaplanes. The lack of innovative 

designs and use of today’s technology then 

force seaplanes to VFR (Visual Flight Rules) 

and make them not suitable in adverse weather 

conditions or rough waters. In addition, some 

environmental issues could, in the near future, 

change what is currently a strength factor into a 

weakness. As stated before, vision 2020 aims to 

reduce polluting emissions by 50% for CO2 

(Carbon dioxide) and by 80% regarding Nox 

(Nitrogen oxide). Alternative fuels and new 

generation engines, together with better 

aerodynamic performances, must be considered 

in order to keep these values as low as possible 

and match the suggested targets by the year 

2020.   

Finally, but equally important, the limited 

amount of seaplane bases and missing standard 

infrastructure equipment is surely a weak point 

that limits the seaplane market. It means that 

refueling and regular maintenance are factors 

which need serious consideration.  

7.3 Opportunities 

There is huge room for improvements in 

seaplane operations and many opportunities that 

can be exploited in such market. While demand 

is difficult to forecast without a detailed market 

research and an overview of current trends, 

something that is not available to fledgling 

industries, it can be presumed that demand 

should arise if the industry can offer a different 

service from large commercial airlines, either in 

terms of savings, convenience or novelty. 

Following is a list of the main features that may 

be considered as reliable new opportunities for 

seaplane:  

• Easy usability among places with lots of 

islands and area/s with (many) resource/s of 

water.  

• Faster service compared to ferries when 

connecting mainland-islands or island-island 

(e.g. Greece, UK, Ireland, etc) and the 

possibility to fly directly from major inland 

cities catering also specific groups of 

commuters in their daily journeys [12].  

• Unconventional experience from transport 

(especially for tourists). 

• Transport with quick dispatching. 

• To shorten travel times avoiding the use of a 

combination of other means of 

transportation (e.g. Malta-south coast of 

Sicily) or considerable time savings that can 

be made where travel by any land based 

means is significantly time consuming.  

• Avionics systems (lighten the burdens on 

the pilot, help making correct decisions and 
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reduce human error, night flight). In fact, 

seaplanes are limited to daytime VFR. Then 

the way to eliminate this disadvantage is by 

adding advance cockpit technology, or the 

used of advance gear such as GPS (Global 

Positioning System), radar, laser altimeters, 

gyros, advance sensors, among other gear. 

• Larger seaplanes with better range, more 

seats and less affected by weather/water 

conditions. 

• Efficient, safe, comfortable infrastructures 

[13] (seaports, docking facilities, 

accessibility…). 

• Air freight services: cargos travel by air 

because it is more competitive. 

• Modifications of existing planes with 

innovative new design. Based on the market 

research and the technological review, the 

creation of a new seaplane design will 

require time, manufacturing costs, 

regulation and certification, and social 

acceptance. 

• Investments in new technology, materials 

and new seaplanes/amphibians advance 

design. When new advance design is 

involved, it should be consulted with 

operators, due to future equipment plans, 

and maritime authority regulations should be 

considered in advance of the design process. 

However, it may be expected that new 

solutions that lower drag when airborne, 

maintenance times and costs, and enhance 

competitiveness in cost/seat/miles ratio will 

be always looked forward by operators. 

• Add value to the air transport market by 

opening up more locations to air travel and 

in doing so make it more convenient, while 

reducing the congestion on airfields and 

offering significant time savings to 

passengers. 

 

7.4 Threats 

For seaplanes to really take off there are a 

number of barriers that must first be overcome. 

This paragraph highlights the major threats that 

seaplane operation is facing today and the 

fundamental issues that need to be addressed 

[14]: 

• Possibly difficult accessibility of airport (to 

replace automobile and railway means of 

transport is very hard in this case because of 

difficult approach of airports). 

• Public perception of light aircraft safety may 

impact on the acceptability of seaplane 

transportation. However, it should be noted 

that in the UK there has not been a single 

reported accident according to their air 

accidents investigation branch (AAIB) [15], 

though this is in part due to the fact that 

there have been historically very few 

seaplane operated in the UK. [16]. 

• Acceptance from population and 

environmental activists.  

• Fly time limitations. Alleviation on this 

regulation is needed so as to better meet the 

requirements of seaplane operations thus 

making them more financially sustainable 

without any subsequent of flight safety 

standards.  

• Lack of a minimum level of training and 

acceptability of Dock Operating Crew so as 

to be multifunctional with regard to, 

assisting in the arrival and departure of 

aircraft on pontoons or piers, passenger 

handling, as well as manning the 

requirements of Rescue and Fire Fighting 

activities. 

• Certification process for new seaplanes.  

• General regulations: government regulation 

and control includes both aviation authority 

regulations and naval authority regulations. 

Nowadays there is not a set of unified 

regulations throughout Europe and these can 

also be sometimes in conflict. 

• Corrosion resistance.  

• Seaplanes are still too much depended on 

the weather conditions. 

8 A new aircraft Conceptual Design and 

Ideas 

In order to conduct an efficient seaplane 

design for the near future aiming to reduce costs 

and time on design, manufacturing and 
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regulations, existing certified aircrafts presented 

will be configured into a seaplane configuration 

by adding a floating device. These aircrafts have 

common similarities that are essential for the 

aircraft to be converted into a seaplane. They 

must have high wing configuration and have the 

capability of Short Takeoff and Landing 

(STOL). Some advanced ideas analyzed were 

the use of retractable floats, catamaran hull, 

navigation aids and hydrofoils, among others. 

Many proposed ideas were analyzed, but due to 

the complexity and high costs of some of these, 

it was decided to use retractable floats to reduce 

drag and the use of catamaran technology that 

will increase hydrodynamic performance of the 

seaplane.  

The use of retractable floats gave a decrease 

in drag of around 5% compared to the floats in 

an extended position shown in Table 4.  

Table 4 Drag Calculations for original design and 

seaplane configuration 

Flat Plate Drag Area Aircraft Seaplane Seaplane 

Breakdown [m
2
]   [Extended] [Retracted] 

Fuselage 0.205 0.205 0.205 

Wing 0.319 0.319 0.319 

Horizontal Tail 0.078 0.078 0.078 

Vertical Tail 0.055 0.055 0.055 

Subtotal 1.279 1.279 1.279 

Boat Hull 0 0.107 0.078 

Floats 0 0.071 0.049 

Strutting 0 0.037 0.012 

Total 1.279 1.494 1.419 

Cd 0.037 0.043 0.041 

Cd Increment 0 0.0062 0.0041 

Drag [N] 5724.63 6682.83 6346.82 

Drag Increase    14.34% 9.80% 

The seaplane in the retracted position 

improve the flight performance in which less 

thrust is generated, a greater turn radius for 

steady level turn was observed, higher absolute 

and service ceiling values were obtained, and 

better speed performance is given in each of the 

flight segments (takeoff, climb, descent, and 

landing). In general, retractable floats gave a 

great improvement in thrust and level turn, 

especially at high speeds. A final CAD model 

representation was elaborate to calculate the 

dimensions, observe the mechanism of the 

retractable floats, and show the location of the 

boat hull. In the near future, with the aid of this 

CAD model, it will be conducted CFD, 

structural and hydrodynamic analysis of the 

seaplane design. An example of how this 

seaplane will look adapting the catamaran 

technology and the use of retractable floats is 

shown in Figure 6. 

 

Figure 6 CAD Model of Seaplane with retractable 

floats 

9 Conclusion  

Throughout the paper, the reader has been 

presented with a wide variety of different 

aspects of the existing seaplane operation. This 

was achieved through the investigation of 

current regulations, novel seaplane design, 

strengths/weaknesses and opportunities/threats 

analysis for a complete overview of all the 

aspects that such a market is facing today, will 

have to deal with or take advantage of in the 

near future to become a feasible alternative to 

other means of transportations. The European 

market has slumped and now faces a real 

challenge of over coming to obtuse and 

sometimes opaque aviation regulatory 

requirements that are completely insensitive to 

particular seaplane operations. Certainly, this is 

the main challenge to be taken in account when 

considering a bright future for seaplane 

operation in Europe. European regulation is not 

in its current state universally applicable and is, 

therefore, a stumbling block against further 
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seaplane development. Of particular note are the 

regulations surrounding seaplane base/landing 

sites which can vary wildly on a local, national 

and international level. A second issue is its 

acceptability. There are currently many reasons 

that affect the acceptability of seaplane 

operations both from a commercial standpoint 

but also from the stand point of general public. 

It may be suggested that the two most important 

ones are concerns about safety and 

environmental impact. It is, however, shown in 

the paper how studies on sites demonstrate the 

low impact that they have on the environment. 

Furthermore, seaplanes exhibit very good safety 

records, with very few accidents in general. 

Other main points that look to be more urgent 

than others in today’s EU market, are the lack of 

qualified pilots, investment in new technologies, 

the need of larger seaplanes with more seats, 

better range and less dependent on 

weather/water conditions and the availability of 

safe, comfortable seaports or docking facilities. 

However, seaplanes are uniquely placed as 

point to point connections and should certainly 

be marketed as such for new routes.  They are 

very versatile and can cover very different type 

of missions that are peculiar of only this mode 

of transportation. They have access to more of 

the planet surface than landplanes, using 

unprepared landing strips, that makes them 

suitable for direct link between city centres (all 

major cities in Europe are situated near large 

enough bodies of water) and sightseeing, safe 

and efficient surveillance/monitoring of 

particular areas such as wildlife/national parks, 

ability to conduct rescue operations over large 

water bodies and fast and efficient way in fire 

fighting when used as water bombers. In 

conclusion it may be said that seaplane 

operations are, without doubt, a unique case in 

the whole transportation system, there is big 

room for improvements and a lot of new 

opportunities for existing seaplane operators and 

new emerging players. Only investing in the 

potentiality of this market can lead the way to a 

rapid and continuous expansion in the next 

decade. At the same time this will also make 

apparent to the competent organisms the 

necessity of new, common European standards, 

shaped on, and in line with the new market 

requirements and seaplane capabilities.     

References 

                                                

 

 

 
[1] Huda S., “Amphibian Aircraft Concept Design 

Study,” Dept of Aerospace Engineering, University 

of Glasgow,  UK, 2009. 

[2] MacGregor Garcia G. K., “Future Seaplane Traffic” 

Dept of Aerospace Engineering, University of 

Glasgow, UK, 2009. 

[3] ”Beriev BE-200” beriev.com, 2011, 

http://www.beriev.com/eng/Be-200_e/Be-200_e.html 

[Cited Jan 26, 2011] 

[4] http://www.fusetra.eu 

[5] http://www.fusetra.eu/documents/malta/Survey_ 

Results_Malta.pdf 

[6] Report of the group of personalities, “European 

aeronautics: a vision for 2020. Meeting society’ 

needs abd winning global leadership“, Luxembourg: 

Office for Official Publications of the European 

Communities, 2001. 

[7] http://www.seaplanes.org/advocacy/environment.pdf 

[8] http://www.seaplanes.org/advocacy/booklet.pdf 

[9] http://www.seaplanes.org.au/PDF/Seaplanes-

The_Facts.pdf 

[10] http://www.seaplanes.org.au/PDF/Seaplanes_and_ 

the_Environment.pdf 

[11] http://www.harbourair.ie/environmental-impact.pdf 

[12] Office for National Statistics, “An investigation into 

the location and commuting patterns of prt-time and 

full-time workers in the United Kingdom, using 

information from the 2001 Census1 Alistair Dent & 

Stephen Bond”, Executive Summary, UK, 2008. 

[13] Department of Transport, “Public experience of and 

attitudes towards air travel”, UK, 29th July 2010. 

[14] Lightening B., “Road Map for Fullfilling Market and 

Operator Needs in Seaplane Operation Within 

Europe“, Fusetra, 2011. 

[15] http://www.aaib.gov.uk/home/index.cfm 

[16] Transportation Safety Board of Canada, “A SAFETY 

STUDY OF SURVIVABILITY IN SEAPLANE 

ACCIDENTS“, Report Number SA9401, Canada, 

1994. 

62



 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

Abstract  
Airports of the future will have to meet 4 major 
challenges: capacity, environment, security and 
quality of service for passengers. 
The number of PKT (passenger x km) will be 
multiplied by 3.3 between 2010 and 2050, and 
the number of flights will double with main hubs 
growing the fastest.  
Most of the world’s 1600 existing commercial 
airports will need considerable investments 
(infrastructures, equipment and ground access) 
and approximately 200 new platforms will be 
built. With a few exceptions, they will meet the 
demand.  
The airports of 2050 will resemble our current 
airports, with long runways, given the fact that 
vertical and/or short take off and landing 
aircraft will remain scarce since they require 
too much energy per passenger and are 
therefore too expensive.  
The services provided (including baggage and 
personal information) should be considerably 
better than today. 
 

Introduction  
The Air and Space Academy (AAE) set up a 

Foresight Commission made up of Academy 
members and other aviation experts to look into 
the challenges facing civil air transport by 2050 
and to put forward some recommendations 
when this important task is completed in early 
2012. 

Marc Noyelle conducted the studies 
concerning operating structures (airlines and 
airports) and future air transport costs. The 
present paper is mainly the result of these 
reflections concerning airports as of summer 
2011. 
 

For at least the next 40 years, Airports of the 
future will resemble our current airports, with 
long runways: vertical and/or short take off and 
landing (V/STOL) aircraft will remain scarce 
since they require too much energy per 
passenger and are therefore too expensive. 

Airports will have to face 4 major challenges: 
capacity, environment, security and quality of 
service for passengers. In this paper, we will 
see: 
1- Future demand (2050) and airport 

capacities 
2- Environment and access to airport-cities 
3- Security 
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Marc Noyelle 
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4- Quality of service for the passengers (and 
their luggage) 

5- Conclusions: Airports in 2050 

1 DEMAND AND AIRPORT CAPACITY 

1.1 Evaluation of the traffic and the 
average fare in 2050 

A clear relationship was highlighted between 
traffic and GDP: in a given country, it was 
shown that expenditure on air transport is a 
constant part, 0.85%, of the GDP. 

The cost of the average ticket will increase 
by only 10 to 20%, while the cost of air fuel will 
triple: the share of spending on air fuel will 
grow from 25% in 2010 to almost 50% in 2050, 
while other components of the cost of a ticket 
(aircraft and maintenance, staff, ATM, ground 
handling and catering, airport, commercial and 
administrative expenses) will be reduced by 
20%. 

Altogether, we think that the average cost per 
kilometre of a plane ticket will remain under 
0.10 US $. 

According to our assessment of growth in 
GDP in the 6 main regions of the world, the 
number of PKT (passenger x km) will be 
multiplied by 3.3 between 2010 and 2050, and 
the number of flights will double (x1.4 in 
Europe/USA, and x3.1 elsewhere in the world) 
with main hubs growing the fastest.  

1.2 Airport Capacity  
The capacity of an airport depends on 4 

factors: 2 “air-side” (capacities of the runways 
and average aircraft passenger load) and 2 
“land-side” (capacity of terminals and capacity 
of the environment). The last factor contains 2 
components (access and acceptable noise for the 
surrounding area). 

The number of movements (landing or take 
off) depends on the number of runways (of 
proper dimensions) and on the possibility of 
exploiting them with adequate taxiways and 
sufficient parking place for the aircraft, and of 
course also on the ATM (Air Traffic 
Management) which will be more efficient than 
today. 

It depends also on local geography (and 
climate), aircraft opening hours, type of demand 
(hub or not, rush hours, etc.), defrosting 
equipment, etc. 

Paris-CDG (Roissy) for instance, with its 4 
parallel, well oriented runways today has a 
programming capacity (for establishing slots) 
fixed by air traffic control at almost 120 
movements per hour, which in clear weather 
makes it possible to fit in more actual 
movements (sometimes over 160 flights in a 
single hour).  

The highest “runway” capacity in the world 
is to be found in Dallas FW airport with 260 
movements per hour (7 runways)! 

With 500,000 movements per year, CDG is 
far from being technically saturated, although 
the pressure of demand at certain peak times is 
very high. London/Heathrow, for example, 
counts 450,000 movements per year on only 2 
runways, with less favourable weather 
conditions and significantly larger average 
aircraft size than at Paris/CDG.  

The larger the aircraft capacity, the greater 
the air-side capacity of the airport, measured in 
numbers of passengers.  

The average passenger load globally is of 90 
passengers per aircraft in 2010. This figure is 
heavily influenced by the very low passenger 
load in the USA due to the high number of low 
capacity domestic flights.  

The average aircraft passenger load varies 
from one region to another. It is 80 in 
Chicago/O’Hare, an airport in which the 

5 
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runways are not saturated, 118 passengers per 
aircraft at CDG but over 150 at Heathrow and 
220 on average in Tokyo/Haneda (world 
record). 

The world’s largest airport, Atlanta, sees 
over a million movements per year on 5 
runways, with an average carrying capacity of 
90 pax/plane. This hub has not yet reached 100 
million passengers per year, but could easily 
pass this threshold without building another 
runway. 

The number of passengers an airport can 
deal with depends on the number of terminals 
and their surface area. They must be arranged 
in an optimal way with enough doors, adequate 
gangways and constant efforts to iron out 
bottlenecks which can shift according to 
security and border control regulations, 
international or domestic flight destinations, the 
size of the aircraft, etc.  

This presupposes necessary investment in 
bigger aircraft and a constant search to meet 
passengers’ needs (with efficient luggage 
sorting systems and enough properly sized 
delivery belts, police booths and security posts, 
etc.) and sufficient personnel and public 
services (border and customs control) available 
at a given time. 

Optimal organisation of all ground-based 
(passenger) and air-based (aircraft maintenance, 
cleaning, refuelling, etc.) services clearly also 
contributes to airport capacity.  

Lastly, capacity depends on the political will 
to provide proper ground access to the airport 
and to set in place a noise management plan so 
as to stay within an environmentally acceptable 
limit. 

This “environmental acceptance” can be very 
constraining and catastrophic if it translates into 
inflexible regulations. Thus for instance, the 
fixing of a ceiling of 250,000 movements per 
year in 1994, with a ban on night flights, 
immediately put a stop to Orly’s development 
and the corresponding jobs. It would have been 
wiser to set a limit on the measured impact (a 
noise ceiling for instance), thus allowing a 
certain development, given the progress in noise 
levels of aircraft. 

1.3 How many commercial airports in 
2050? 

The number of flights (regular + charter + 
freight) should increase on average by nearly 
40% in Europe/USA by 2050 and elsewhere in 
the world by 3.1. According to a BCG study 
“Airports, Dawn of a new era”, hubs will grow 
noticeably more than other airports. The 
average number of passengers per plane would 
increase, from 90 in 2010 to 125 in 2050, for 
regular flights (which make up the large 
majority). 

Roughly 1,600 airports are currently open to 

commercial traffic in the world, 600 of which 
are in North America and 400 in Europe.  

In 2008, up to 500 airports dealt with more 
than 1 million passengers, 175 of which were in 
Europe, 120 in North America, 90 in 
Asia/Pacific, 65 in Latin America and 45 in 
Africa/Middle East. Nearly a third of world 
traffic is concentrated around the 30 largest 
airports.  

This list changes regularly: Beijing thus went 
from 8th largest in 2008 to 2nd in 2010 with 
nearly 20 million extra passengers in two years. 
Indeed a second airport is planned to the South 
of Beijing around 2017, with a capacity of 130 
Mpax.  

China had 4 airports in the list of the 30 
largest airports in 2010 as against only 2 in 
2008. Sydney and Jakarta also featured for the 
first time in 2009 whilst two American and two 
European airports disappeared.  

9 

Commercial 
airports in 

the WORLD 

Total 
 

Incl. France 

>1Mpax 
/ year 

>10Mpax 
/ year 

>33Mpax 
 / year 

Europe   400   85 175   16  47    3   6     1 
London,CDG, 
FRA,MAD 

North America    600 120  48 14 
ATL,Chicago,LA
NY 

Latin 
America 

  200   65    8   0 

Africa + Middle 
East 

  200   45    7   1  
Dubaï 

Asia + Pacific   200   90  40   9 
PEK,HND,HKG,
JAK 

Total in 2010 1600 495 150 30 
9 
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Dubai is now in 15th place with 42Mpax; 10 
years ago it had 4 times fewer passengers. The 
Dubai hub has a particularly high number of 
long-haul/long-haul connections, due to its 
favourable geographic situation. It is limited 
however in terms of its surface area (1400 
hectares, only 2 runways, hemmed in by the 
city), hence the 2nd airport currently being built 
in Djebel Ali, 40 km to the South. 

Paris CDG is in 6th place with close to 
60Mpax. It is a classic hub with a large 
available surface area (3300ha), greater than 
Heathrow and Fraport combined, which will not 
spare it from experiencing congestion problems 
by 2050. 

By analysing each of the 150 airports with 
over 10Mpax in the world, it emerges that most 
could deal with 2, 3 or even 4 times more flights 
by 2050, or else rely on nearby airports, existing 
or new.   

However no satisfactory solution exists for 
some major capitals: London, whose 5 airports 
(Heathrow, Gatwick, Stansted, Luton and City) 
are all too small. Los Angeles whose 4 airports, 
like New York (unless the former Floyd Bennett 
Field base next to JFK were given over to 
commercial traffic), are too small. Tokyo with a 
congested Haneda, although Narita could 
conceivably be extended. Istanbul and Mumbai 
have two airports close to saturation point and 
are looking for a third site (difficult in the case 
of Mumbai), as is Shanghai which could be 
saturated in 2025 despite the potential of 
Pudong. Hong-Kong is planning to build a third 
runway, but what then? Jakarta is looking for a 
site for a second airport around 2020, as is 
Sydney, for which the chosen site is no longer 
available… 

Few airports in the world will be able to deal 
with over 1 million movements a year, or 110 to 
160 million passengers in 2050. 

In practice, the number of airports will rise in 
certain parts of the world such as China which is 
currently building dozens of new airports to 
complement an exceptional construction 
programme underway of over 20 high-speed rail 
routes! 

But in Europe and America, the number of 
airports should not rise appreciably because of 
the difficulty of finding appropriate sites and 

residents’ frequent opposition (NIMBY “Not In 
My Back Yard” syndrome).  

In Europe and the USA, the number of 
airports is, with some notable exceptions, 
sufficient to meet the demand expected by 2050, 
but this requires major investments into and 
around many existing airports (extensions and 
access), as well as improved ground transport 
to enable network operations around certain 
saturated airports. 

Elsewhere in the world, we estimate that 
around 200 new airport platforms will be built 
as well as adapting existing airports in order to 
meet demand in 2050. 

2 ENVIRONMENT AND ACCESS TO 
AIRPORT CITIES 

2.1 Ground access 
An airport is often judged in terms of its 

ground access. 
The problem is that this aspect does not come 

under the responsibility of the airport manager, 
but of (sometimes numerous) public authorities. 
It is however essential to provide for excellent 
access: 
− Rail access to the airport city and 

surrounding region:  rapid metro system like 
Heathrow Express, and high-speed rail 
connection. There could also be high-speed 
freight rail connections between certain 
major airports and ports, at least in Europe, 
Japan and China. 

− Other public transport: good bus and taxi 
(both individual and collective) network. 

− Efficient car hire system (50% of the car 
rental market in France comes from 
airports).  

− Suitable road access and practical car 
parking facilities, with good links to 
terminals (automated people-mover if 
necessary). 

− Helicopter services in certain specific cases. 
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2.2 Controlling pollution around the 
airport. 

Aircraft have already made huge progress in 
terms of noise pollution and will continue to do 
so. 

The best compromise is and will continue to 
be sought so as to meet their insertion into the 
environment on a long-term basis: 
− Noise: promote less noisy air procedures 

(eg: CDA, Continuous Descent Approach, 
tested in Los Angeles and Orly in 2007, and 
from 2011 in Atlanta, San Diego, etc.) and 
limit noisy night movements. Research and 
experimentation must go into elaborating 
such procedures.  

− Urban planning: check that reasonable 
extension of the airport is provided for by 
preserving non-constructible areas and also 
offering sound-proofing grants to existing 
residents or even purchasing their properties 
in certain cases.  

− CO2, NOx and other gas emissions: 
o All airport buildings and vehicles must 

meet the stiffest requirements and be 
operated in a cost-effective sustainable 
way; 

o Aircraft management on the ground 
must be improved in order to reduce the 
lapse of time between authorisation to 
begin taxiing for take-off and effective 
take-off. More accurate forecasting of 
take-off times will help optimise use of 
en-route air space and destination airport 
capacities (CDM). 

o Energy provision of the aircraft 
(electricity, air conditioning) should 
come from the ground as soon as 
possible after the aircraft has landed.  

− Relations between residents and other 
airport stakeholders: encourage a 
relationship of mutual, enduring trust with 
the surrounding. 

2.3 Airport cities  
Major airports already are, and future airports 

will even more so be, a major entry gate to the 
world.  

Like all major transport intersections, 
airports generate commercial activities that go 
way beyond the simple transfer of passengers 
and goods. 

Airports do not only welcome the 
innumerable airlines, passengers and 
accompanying persons, taxis and other means of 
transport, but also service businesses for 
passengers and aircraft, freight and postal 
services, and countless offices, hotels, import-
export firms, congress centres, businesses, etc. 
attracted by this “frontier” location.  

These groupings of businesses are turning 
into highly dynamic airport cities. An airport is 
not only a place of transit, but a destination in 
its own right which gives it an important local 
profile. Thus the site of Roissy-Charles de 
Gaulle, with a surface area of some 8,000 acres 
belonging to Aéroports de Paris, already 
generates some 100,000 on-site jobs in 2010 (in 
over 1,000 companies), and many others in the 
surrounding area, where 40 years ago it was 
almost deserted. The number of jobs increases 
by several thousand per year, except during 
crises. 

Future airports will no longer be considered 
simply as a nuisance for residents with the only 
benefit going to “strangers”, but as generating 
wealth and employment locally. This will hugely 
facilitate their acceptance. 

3 SECURITY 
Security measures, aimed at protecting 

against hostile actions, evolve very rapidly and 
will undoubtedly make great progress by 2050. 

Demands on the part of security authorities 
have risen steeply since the terrorist attacks of 
11 September 2001. Nowadays it is the most 
constraining function and (along with baggage) 
the butt of the greatest number of complaints.  

National and European regulations are 
superimposed. Certain countries can enforce 
complementary formalities as a reaction to 
events, which can further complicate control 
procedures. Security not only has a cost (in 
France the security tax has been raised to 11.5€ 
per departing passenger), but is also and above 
all an obstacle to improved aircraft productivity, 
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as well as representing a loss of time and even 
dignity for passengers. 

Systems set up in airports for security - 
passenger flow separation, efficient 
security checkpoints, etc. - have necessitated in 
the terminals 15% extra space per passenger in 
the 10 years from 2001 to 2011, a steep rise 
which will undoubtedly continue.  

Security is a national activity. Its cost, 
however, is entirely shouldered by passengers in 
Europe, which is not the case for rail transport, 
nor is it the case in the USA. 

Security represents nearly 20% of airport 
turnover and more than a third of airport 
operational expenses. This is in danger of 
increasing with increased demands on the part 
of security authorities 

It is important both to put more efforts into 
making malicious acts more difficult in airports 
and into elaborating controls that are both 
highly reliable and acceptable to passengers. 

New technologies are becoming available: 
large scanners, for instance, to monitor 
passengers with their baggage as they walk 
along a corridor equipped with sophisticated 
sensors, without (ultimately) the person being 
monitored having to stop; in May 2011, the 
European Parliament authorised these body 
scanners which give the person being controlled 
the possibility, in exchange, of refusing a 
manual body search.  

Many experiments are underway globally 
giving passengers the choice between these 
rapid, efficient systems, and the slower, often 
badly tolerated frisking. 

It is vital that industry continues research 
into improving security control systems where 
possible. 

4 QUALITY OF SERVICE FOR 
PASSENGERS 

4.1 Passenger information 
Accurate information in due time is of 

primary importance to passengers, who are 
always under a certain amount of stress: it is 
never easy to find the right panel and/or an 
available information desk to obtain reliable, 

comprehensible (in one’s own language) 
information.  

This is particularly crucial during periods of 
disruption, which are frequent in such a 
complex, fragmented transport chain due to the 
number of players and the many meteorological, 
mechanical or social variables. 

In order to provide reliable information 
(aside from the rapid sharing of information 
between the different personnel present in the 
airport which is provided by CDM, 
Collaborative Decision Making), the classic 
display panels and signs, regularly updated, 
will more and more often be combined with 
small computer terminals in the hands of 
personnel in contact with passengers, and 
passengers’ mobile phones with GPS or other 
positioning means. Text messages for instance 
informing connecting passengers as they land of 
the path and distance to the boarding gate have 
already met with success. 

4.2 Baggage 
Baggage handling (for departures) includes 

check-in, security controls, sorting and 
dispatching of tens of thousands of cases per 
day in the major hubs. It is the responsibility of 
each airline, which usually makes use of 
facilities placed at its disposal by the airport.  

Because of increased security demands, these 
facilities are more and more sophisticated. The 
automated baggage sorting system in the East 
part of CDG2, for instance, deals with 50,000 
bags per day. 

For the same security reasons, the idea of 
taking charge of baggage before the airport and 
as far as the final destination has been put aside, 
despite its attractiveness. 

Baggage handling largely determines the 
efficiency of an airport, with an exorbitant 
overall cost (investment and operation). The 
thorniest problem is that of connections, given 
that roughly half of passengers and ¾  of hold 
baggage are in transit.  

The question of baggage has almost always 
been underestimated. Many existing airports are 
cruelly lacking in the space needed in order to 
improve the situation whilst meeting new 
security standards. 
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The aim is to increase the system’s flow and 
efficiency with a maximum baggage delivery 
time of 20 minutes for passengers arriving at 
their final destination, and 40 minutes transfer 
time from one hold to another, for connecting 
passengers, after the aircraft’s arrival at its 
block. Dependability must also be increased by 
cutting the number of badly routed bags by a 
half or two thirds, in order to reach an error rate 
of under 1% (this figure can be over 3% on 
occasion). IATA estimates that routing errors 
cost its members more than 3.3 billion$ each 
year and endorses the BIP Baggage 
Improvement Programme. 

Techniques employed successfully in one 
airport should ideally be transposed to all others 
(interoperability). Luggage losses could be 
drastically reduced for instance by using a 
single international system in all airports to 
identify each piece of luggage (as is the case for 
maritime transport containers); this would 
involve placing an RFID (Radio Frequency 
Identification Device) during manufacture in all 
suitcases and travel bags sold in the world (this 
does of course raise other problems). 

Unfortunately we are still far from this kind 
of interoperability and there is plenty of room 
for improvement.  

Another point: one day mechanical aides will 
probably have to be installed to handle baggage 
so as to make this job less physically 
demanding, as already tested at Nice airport and 
in Sweden. This will also take up room in the 
airport buildings…  

One could also radically change the process 
by encouraging passengers by means of 
financial incentives to carry their own baggage 
as close to the aircraft as possible, maybe even 
into the aircraft. This cheap solution would 
nonetheless require extra room in the cabin and 
also in the airports if passengers required help 
carrying their suitcases. This radical 
simplification went on one century ago for the 
railways; it should be examined, although it 
seems that it would never be able to be 
completely the rule for air transport… 

4.3 Other services 
The development of e-services for check-in 

is inevitable: over half of all check-ins, ¾ in the 
case of domestic flights, are “self-service" 
nowadays; further services are optional, with the 
passenger choosing to pay for them or not. 

As well as traditional services such as car 
parking (with several different options available 
according to length of stay, the possibility of 
booking a parking place, etc.), well-stocked 
shops, restaurants for all tastes, lounge areas, 
customised reception of persons or groups, etc., 
many other “premium” services are or will soon 
be available: 
− “fast track”: a special pass to enable the 

holder to skip security control queues, with 
the option of personal assistance, 

− reception of and assistance to PRM persons 
of reduced mobility, 

− relaxation area, even a hotel bedroom in a 
reserved zone in the case of a very long 
connection (an option that already exists in 
Dubai and shortly in CDG), 

− cyber-centres, Wi-Fi connection and other 
Internet services, 

− gaming and sports areas, libraries, children’s 
areas, … 

− valet parking, porter services, etc. 
Ensuring excellent service for every 

passenger will remain a real challenge in 
practice. It will always require organisation and 
determination and careful attention at all times 
on the part of those working in the airport.  

NB: we cannot talk here of airport 
management nor Collaborative Decision 
Making whose aim is to make operational 
decisions swifter and more efficient, nor safety 
aspects (runway incursion, etc.), nor border 
control and the contribution of biometrics in 
making identification of persons simpler and 
more reliable, etc. For such aspects the reader is 
referred to the Air and Space Academy’s 
Dossier 33 on “Airports and their Challenges” 
published in late 2010. 
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5 CONCLUSIONS: AIRPORTS IN 2050 

− The number of passengers will triple and 
that of flights will double. 

− Airports of the future will resemble our 
current airports with long runways given the 
fact that V/STOL (vertical/short take off and 
landing) aircraft will remain scarce since 
they require too much energy per passenger. 

− The size of the aircraft will remain in the 
“80 box: 80 meters long, 80 meters wide and 
80 feet high”. 

− Most of the 1600 commercial airports in the 
world will need to invest in order to meet 
demand and about 200 new platforms will 
be built essentially outside Europe and the 
US. 

− Huge difficulties are facing only a few 
major cities like London, New York, Los 
Angeles, Tokyo, Shanghai, Hong-Kong, 
Jakarta, Istanbul… 

− The main hubs will develop more rapidly 
than the point-to-point airports.  

− Airports will have to concentrate on 
environmental aspects (noise, urban 
planning) and build up relationships with the 
community based notably on trust by 
developing airport cities. 

− Need to improve CDM and ATM as well as: 
o Ground access: intermodality 
o Security: efficiency combined with 

respect for passengers’ dignity 
o Baggage: efficiency and interoperability 
o Good and Personalised information for 

each passenger 
− Build large, adaptable airports so as to offer 

the best services at acceptable prices. 

We are building today the airports of 
tomorrow. 

 Paris (France) September 2011,  

Marc Noyelle 
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Abstract  

An active flow control (AFC) experiment 

with a 2D two element high-lift airfoil equipped 

with vortex generator jets at Reynolds numbers 

of up to Re=12.2·10
6
 was performed in the 

cryogenic test facility DNW-KKK in Cologne, 

Germany. The measurements were conducted to 

study Reynolds number scaling effects. The 

results show that AFC with vortex generator jets 

at high Reynolds numbers is possible but for the 

given setup the benefits decreases the higher the 

Reynolds number. This effect is investigated via 

numerical simulations by the density, 

temperature, and velocity ratio between the free 

stream and the jet. 

1 Introduction 

An airfoil in high-lift configuration could be 

a complex system consisting of a main-wing 

with a slat, one or more flaps and the 

corresponding kinematics to position these parts 

relative to the main-element. Although all these 

parts are retracted in cruise flight the 

performance of an aircraft is influenced. A 

slatless wing will result in a seamless leading 

edge region and offers the ability to use laminar 

airfoils with less drag. There is no need for the 

corresponding kinematics of the slat which will 

reduce the weight of an aircraft. Both 

advantages will reduce the fuel consumption in 

cruise flight and lowers the costs as well as the 

impact to the environment. 

But the aerodynamic function of a slat must 

be replaced otherwise such an airfoil can stall at 

the leading edge. To suppress stall active flow 

control (AFC) is a promising technique. One 

method is the vortex generator jet (VGJ) [1] 

which enhances the momentum transport from 

the boundary layer edge close to the surface and 

suppresses stall [2]. Compared to the passive 

devices, the vane vortex generators (VG) [3] as 

well as the hidden vane vortex generators [4], 

the orifices of the VGJ's are only small 

disturbances in the surface of the airfoil but 

such a system needs compressed air. So, these 

devices must work efficient to generate strong 

vortices with a minimal mass flow. The VGJ's 

can be used statically as well as dynamically 

which is assumed to be more efficient [5, 6, 7]. 

So, there exist a large number of geometric and 

operational parameters to optimize. This 

includes the jet size, the jet angles, the distances 

between several jets arranged to an array as well 

as the mass flow, the frequency, and the duty 

cycle. 
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The actual study reports about VGJ's close to 

the leading edge on a two element 2D high-lift 

airfoil, the DLR-F15 airfoil model, consisting of 

a main-wing and a single flap with the focus on 

Reynolds. For this high-lift airfoil the sources of 

the scaling effects are [8]: the decrease of the 

boundary layer thickness with the Reynolds 

number, the disappearance of the laminar 

separation bubble with the Reynolds number, 

the movement of the transition with different 

Reynolds number, and the changes in the 

interaction between the wake of the main-wing 

and the flow over the flap. With respect to wind 

tunnel experiments it may be noticed that the 

increase of the Reynolds number has a 

favourable impact also on the side wall effects. 

The boundary layer thickness decreases with the 

Reynolds number. The wind tunnel experiments 

were performed in the cryogenic wind tunnel 

facility DNW-KKK in Cologne, Germany. The 

Reynolds number varied from Re=2.1·10
6
 to 

Re=12.2·10
6
 and the Mach number from 

M=0.15 to M=0.2. Numerical simulations with a 

single VGJ and a flat plate without pressure 

gradient will help to understand the measured 

effects.  

2 Experimental setup 

The experiments were conducted with the 

DLR-F15 model, which is part of several 

studies without and with AFC [9, 10, 11, 12, 

13]. It consists of four elements, the leading 

edge box, the main center-element, the shroud, 

and the flap as seen in Fig. 1. 

 

Fig. 1 The DLR-F15 airfoil model with the four 

segments (from left to right) leading edge box, main 

center-element, shroud, and flap; sketch is not to scale 

The flap is connected to the shroud by four 

flap tracks, which allow variable positions of 

the flap. The main-wing (leading edge box, 

main center-element, shroud) is made of 

Weldural (AlCu6.5Mn0.3), which is a high 

strength aluminium with low internal stresses. 

The flap is made of glass-fibre reinforced plastic 

(GFRP) with almost identical thermal expansion 

characteristics. Due to the fact that the wind 

tunnel is cooled down to 100K identical thermal 

expansion characteristics are important, 

otherwise stresses will deform the flap which 

influences the measurement results. The wing 

span of the airfoil is 2.4m and with retraced flap 

it has a reference chord length of 600mm. The 

model has approximately 85 static pressure tabs 

in the middle section to measure the pressure 

distribution of the high-lift airfoil. Sidewall 

effects are observed by 17 static pressure tabs 

close to the sidewall. The influence of the 

sidewalls is reduced by VG's close to the test 

section on the suction side of the airfoil. A five-

hole probe wake rake traverse allows to verify 

the extent of the two-dimensionality of the flow.  

The AFC system, the vortex generator jets, is 

positioned at 1% chord length on the pressure 

side and allows different actuator jet 

configurations. A previous work [14] shows that 

in case of a leading edge stall a actuator position 

on the pressure side should be preferred. The 

AFC system consists of the round actuator 

orifices, settling chambers, solenoid valves and 

fed lines as seen in Fig. 2.  

 

Fig. 2 Principle side and front view of the actuation 

system consisting of the solenoid valve, the settling 

chamber, and the actuator orifice with the jet 

The airfoil model is separated in the middle 

and has one fed line per side. One fed line is 

connected to 18 solenoid valves. One valve 

feeds one settling chamber and four actuator 

orifices with compressed, non cooled nitrogen. 

To realize the cryogenic measurements the wind 

tunnel model must be prepared. The solenoid 

valves have an allowed temperature range from 

-5°C to +40°C. With respect to the cryogenic 

conditions the valves must be heated and 

controlled. Therefore, heater foils (Minco), 

pt1000 temperature sensors, and thermal 

insulations are used. The controllers, industrial 

Settling  

Chamber 
Valve 

Jet 

Settling  

Chamber 

Side View Front View 
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thermostats (Jumo eTron T), are outside the 

cooled area and are not sensitive to 

electromagnetic distortions on the measurement 

line. As well as the wind tunnel model the fed 

lines must be prepared, too. The two fed lines 

are installed differently. One fed line is in a 

warm area and the other one is in a cooled area, 

the model process chamber, under the test 

section. This will cool down the gas in this fed 

line and will result in a non uniform blowing of 

the VGJ´s. To prevent this, the fed line in the 

cooled area is heated and controlled, too. 

Additional pt1000 temperature sensors inside 

the wind tunnel model are used to check this. 

An identical flow rate is realized by a mass flow 

rate sensor (Testo 6442) and a pressure 

regulating valve (Festo MPPE) for each supply 

line. The flow rate is used to calculate the 

moment coefficient as defined by [12] 
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The calculated values cµ of the experiments 

are in Tab. 1.  

Tab. 1 Momentum coefficients of AFC test rows 

M [-] Q [l/min] cµ [-] f [Hz] dc [%] 

0.15 1460 0.0014 100 50 

0.15 2400 0.0053 100 50 

0.15 3200 0.0112 100 50 

0.15 2400 0.0053 - 100 

0.2 1200 0.0005 100 50 

0.2 2400 0.003 100 50 

0.2 2400 0.003 - 100 

 

Previous experiments [12] in the DNW-KKK 

with this airfoil model were performed to test 

different flap settings and the actual AFC 

system for the ability to suppress stall. The most 

promising configuration with AFC, defined by a 

high cL,max and  ∆cL,max, is a flap gab of 2,7%, a 

flap overlap of 0.5% and a flap angle 45°. The 

AFC system in the previous and this experiment 

is a round orifice with a diameter of d=9mm, 

which points in spanwise direction βjet=90° and 

has angle of αjet=30° between the jet and the 

surface. The actuators are arranged to produce 

counter rotating vortex pairs. The distance 

between two orifices with common flow down 

is 9d and 24d for the common flow up 

configuration.  

The wind tunnel tests were performed in the 

cryogenic test facility DNW-KKK in cologne, 

Germany. It is a closed circuit, continuous, low-

speed wind tunnel with an ambient pressurized 

test section of 2.4m x 2.4m. The wind tunnel is 

cooled by injecting liquid nitrogen and 

temperatures down to 100K are possible. This 

allows variations of the Reynolds and Mach 

number independently. The available Reynolds 

and Mach number envelope with the DLR-F15 

airfoil model is presented in Figure 3 and the 

tests with AFC are marked with red circles. The 

Reynolds number varied from Re=2.1·10
6
 to 

Re=12.2·10
6
 and the Mach number from 

M=0.15 to M=0.2.  

 Fig. 3 Reynolds- and Mach number envelope of the 

DLR-F15 airfoil in the test section of the DNW-KKK 

3 Numerical setup 

In order to study the effect of VGJ in 

cryogenic conditions. Numerical studies have 

been carried out with AFC over the flat plate at 

lower Mach number using circular VGJ as used 

in [15]. Since the numerical AFC results show 

good agreement with the experiments [15,16] 

conducted in standard operating conditions. 

Therefore this test case was selected to study the 

influence of hot jet interacting with the cold 

free-stream in cryogenic conditions. The 

numerical flow solver used is the DLR TAU-

code [17] developed by the German Aerospace 

Centre. The TAU-code is flexible in solving 
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different types of grids like hybrid meshes 

having prism layers and tetrahedral mixed with 

hexahedral cells. In order to accelerate 

convergence low-Mach number preconditioning 

with multigrid is employed. The inviscid terms 

in the governing equations were descritized 

using the second-order Central scheme with 

scalar dissipation. 

 In order to simulate the effect of VGJ, grid 

generation has been carried out using the 

Chimera approach [18, 19]. This makes it easier 

to handle the large scaling differences between 

the flat plate and the VGJ [15]. The total mesh 

size is 3.8·10
6
 million grid points having fully 

structured meshes as shown in Fig. 4 generated 

with GRIDGEN V15.13 [23] package. Fig. 4 

shows the Chimera grid setup with local grid 

including the VGJ. The selected grid resulted in 

grid independent solution as explained in [15]. 

For the present study, Menter’s Shear Stress 

Transport turbulence model [20] is used as it 

performs well in the separated regions [15, 12]. 

Cryogenic nitrogen behaves as real-gas that is 

not thermally perfect. Such that the ratio of 

specific heats and viscosity are functions of 

pressure and temperature [21]. For this study it 

has been assumed that the cryogenic nitrogen 

gas behaves as an ideal-gas assumed to have 

negligible real-gas effects at very low Mach 

number. This means that the nitrogen gas was 

assumed to be thermally and calorically perfect. 

The test matrix studied is shown in Tab. 2. 

Where Tjet, ρjet and mjet defines the jet 

temperature, density and mass flow rate. M and 

Re defines the dimensionless flow parameters as 

Mach and Reynolds number. The DR defines 

the density ratio between the jet and free-stream 

density. Where PR, TR and VR defines the 

pressure, temperature and velocity ratio between 

the respective jet and free-stream conditions. 

The VGJ is located at 53/ =δx  behind the flat 

plate  and based on the different free-stream 

flow conditions the resulting Reynolds number 

at this location is shown in Tab. 2. Where δ is 

the boundary layer thickness determined in 

experiments at jet location. The experiments 

identified the efficient range of flow control 

parameters i.e. pitch angle, °−°= 4530jetα  and 

skew angle, °−°= 10590jetβ [21, 22]. The 

angle between the surface and the blowing 

direction is called the pitch angle. The skew 

angle is defined as the angle between the 

blowing axis and the free-stream direction. The 

flow control parameters used for the present 

simulations were among the best configuration 

of °= 45jetα  and °= 90jetβ . 

 

Fig. 4 Chimera grid setup of circular VGJ

Tab.2 Numerical test matrix 

VGJ flow conditions Free-stream conditions VGJ ratios 

description jetρ  

[kg/m
3
] 

jetm  

[kg/s] 

∞
ρ  

 [kg/m
3
] 

∞
T   

[K°] 

M 

[-] 

Re 

[-] 
∞

ρ

ρ jet
 

∞
p

p jet
 

∞
T

T jet
 

∞
U

U jet
 

1-warmjet 1.22 2.58·10
-3

 1.22 273 0.072 7.67·10
6
 1.0 1.032 1.0 2.5 

2-warmjet 1.22 2.40·10
-3

 3.45 100 0.072 33.0·10
6
 0.35 1.020 2.73 4.36 

3-warmjet 1.22 2.80·10
-3

 3.45 100 0.072 33.0·10
6
 0.35 1.065 2.73 7.38 

4-coldjet 3.45 4.0·10
-3

 3.45 100 0.072 33.0·10
6
 1.0 1.020 1.0 2.63 
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Fig.6 cp without (a) and with (b) AFC (Q=2400l/min, f=100Hz, dc=50%) at Re= 4.2·10
6
 and M=0.15 

4 Experimental results 

Lift and drag of the airfoil are estimated by 

the pressure distribution and are only corrected 

by the dynamic pressure in the test section. All 

presented result are measured without fixed 

transition otherwise, the test cases are specially 

marked (non filled symbols, TF).  

 

Fig. 5 Lift curves without and with AFC (Q=[1460, 

2400]l/min, f=100Hz, dc=50%) at Re=4.2·106 and 

M=0.15 

Fig. 5 shows lift curves without (black) and 

with (coloured) AFC.  The Reynolds number is 

Re=4.2·10
6
 and the Mach number is M=0.15. 

The airfoil, or rather the reference without 

AFC, stalls abrupt at an angle of attack (AoA) 

of αmax=10.8°. The measured maximum lift 

coefficient is cL,max=2.91. With AFC two     

different flow rates Q=[1460, 2400] are tested. 

The actuation frequency is f=100Hz and the 

duty cycle is dc=50%. The linear part of the lift 

curves is unchanged whereas the maximum lift 

coefficient cL,max and the corresponding AoA 

αmax changes. Depending on the flow rate both 

values increases. With a flow rate of  

Q=2400l/min the benefits are ∆cL,max= 0.12 and  
∆αmax=1.2°. To analyze the stall behaviour Fig. 

6a displays corresponding pressure 

distributions (cp) of the airfoil without AFC at 

three different AoA α=[6, 10.8, 11.6]°. At an 

AoA of α=6° the main element has an attached 

flow whereas the flow of the flap separates 

stream down the suction peak. At the maximum 

lift coefficient αmax=10.8° the suction peaks of 

the main element and the flap are higher. The 

stalled airfoil α=11.6° still have a significant 

suction peak on the main element and nearly 

constant pressure behind the suction peak to the 

trailing edge. So, the pressure distribution in 

the middle section indicates a trailing edge 

stall. The stall behaviour changes with AFC as 

seen in Fig. 6b.  The figure includes three 

pressure distributions with AFC at the AoA 

α=[6, 12, 13]°. The suction peak of the main 

element increases from α=6° to α=12° at the 

maximum lift. With increasing AoA, the stalled 

airfoil, there is a small area with constant 

pressure behind the suction peak. Then, 

between x/c=0.15 and the trailing edge, the 

a) b) 
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Fig.8 Lift increase with dynamic AFC (Q=[1460, 2400, 3200] l/min, f=100Hz, dc=50%) and static AFC 

(Q=2400l/min) at M=0.15 (a) and with dynamic AFC (Q=[1200, 2400] l/min, f=100Hz, dc=50%) and static AFC 

(Q=2400l/min) at M=0.2 (b) 

pressure increases and indicates a turbulent 

leading edge stall. 

 

Fig. 7 Lift curves without and with AFC (Q=[1460, 

2400]l/min, f=100Hz, dc=50%) at Re=9.2·106 and 

M=0.15 

Lift curves with (black) and without 

(coloured) AFC at a higher Reynolds number 

of Re=9.2·10
6
 and a Mach number of M=0.15 

are presented in Fig. 7. The AFC parameters 

are identical to these in Fig. 5 and due to an 

identical Mach number the momentum 

coefficient cµ is identical, too. Without AFC the 

airfoil stalls at a lower AoA and maximum lift 

coefficient compared to the reference at the 

Reynolds number Re=4.2·10
6
 in Fig. 5. With 

AFC the maximum lift coefficient as well as 

the corresponding AoA increases depending on 

the flow rate. The differences to the reference 

are ∆cL,max= 0.09 and  ∆αmax=1.8° with a flow 

rate of Q=2400l/min. 

Figure 5 and 7 show that the reference, without  

blowing, changes with Reynolds number and 

thus the local reference at the corresponding 

Reynolds number has to be use to estimate the 

benefits (∆cL,max, ∆αmax). In case of the 

maximum lift coefficient the percentage value 

will be used. The effect of the AFC system 

with different Reynolds number at a Mach 

number of M=0.15 is presented in Fig. 8a. It 

should be noticed that at the lowest Reynolds 

number Re=2.1·10·
6
 two references are used to 

calculate the benefits. The filled symbols 

represent the cases without fixed transition. 

Then the airfoil stalls due to the burst of a 

laminar separation bubble which results in 

higher benefits. The non filled symbols are the 

cases with fixed transition. The figure includes 

three dynamic AFC test rows. The actuation 

frequency is f=100Hz, the duty cycle is 

dc=50% and the flow rate varies Q=[1460, 

2400, 3200]l/min. Additionally one test row 

with static AFC and a flow rate of 

Q=2400l/min is shown, too. All test rows 

increases the maximum lift coefficient 

compared to the local reference but the benefits 

become smaller with increasing Reynolds 

a) b) 
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Fig.9 Lift increase (a) and increase of the corresponding AoA (b) of the best AFC test cases at M=0.15 

number. Comparing the different flow rates of 

the dynamic test rows at the Reynolds number 

of Re=2.1·10
6
 the benefits increases the higher 

the flow rate. The behavior changes with 

increasing Reynolds number. At a Reynolds 

number of about Re=4·10
6
 are nearly identical. 

With higher Reynolds number the benefits with 

the flow rate of Q=3200l/min have a value 

between the test rows of Q=1460l/min and 

Q=2400l/min. This behavior indicates that 

there exits an optimum depending on the 

Reynolds number. Comparing the static and 

dynamic AFC test rows with identical flow rate 

the figure shows that in most cases, or rather at 

higher Reynolds number, dynamic AFC is 

superior to static AFC. At lower Reynolds 

number this differs. This trend becomes more 

clear presenting the results of test rows at a 

higher Mach number of M=0.2. At all Reynolds 

numbers dynamic blowing is superior to static 

blowing. The other trends described in Fig. 8, 

the influence of the Reynolds number and the 

flow rate, are visible in Fig. 8b, too. However, 

due to the limited test rows with different flow 

rates a maximum or optimum is not visible. 

During the measurements most of the AFC 

parameters were varied. Summarizing the best 

AFC test cases independent of the AFC 

parameters result in Fig. 9a. The AFC 

parameters are in Tab. 3. The Mach number is 

M=0.15. The figure clearly show that the 

benefits ∆cL,max decreases the higher the 

Reynolds number. At higher Reynolds number 

no AFC parameter combination results in 

comparable high benefits as measured at the 

lowest Reynolds number of Re=2.1·10
6
. The 

benefits of ∆αmax in Fig. 9b corresponds to this. 

So, these results and the results of Fig. 8 points 

to a non optimized AFC system for high 

Reynolds number or an influence of additional 

parameters. As already described, a constant 

flow rate results in a constant cµ at different 

Reynolds number and constant Mach number. 

But other parameters changes. The actuators 

are blowing with gaseous nitrogen with a 

nearly ambient temperature whereas the wind 

tunnel is cooled down to 100K at the highest 

Reynolds number. This changes the density of 

the free stream, too. Additionally, the free 

stream velocity decreases with increasing 

Reynolds number and constant Mach number. 

Summarizing this, cµ is constant whereas the 

density ratio ρjet/ρ∞, the temperature ratio 

Tjet/T∞ and the velocity ratio Ujet/U∞ vary. A 

more detailed study of the measurement results 

is presented in [13]. 

Tab. 3 AFC parameters for the best test cases 

Re·10
-6  

[-] 

Q  

[l/min] 

cµ  

[-] 

f  

[Hz] 

dc  

[%] 

2.1 2400 0.0053 65 50 

3.4 2400 0.0053 150 50 

4.2 2800 0.0079 100 50 

6.9 2400 0.0053 100 50 

9.2 2400 0.0053 100 50 

 

a) b) 
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4.1 Numerical results 

Fig. 10 shows the spanwise averaged skin 

friction coefficient (cf) for the different test 

cases mentioned in Tab. 2. The jet location is 

marked with an arrow at x/δ=53. The 

effectiveness of the VGJ was judged w.r.t the 

reference case labeled as 1-warmjet computed 

under normal free-stream conditions at same 

Mach number. The black solid line shows the 

baseline (no AFC) results. It can be observed 

from the results that the combination of the 

warm jet with VR=4.36 interacting with the 

cold free-stream conditions decreases the 

efficiency of the VGJ. This means that the 

warm jet at higher Reynolds number under cold  

 

Fig. 10 Skin friction distr. downstream of the VGJ  

conditions decreases the effectiveness of the 

VGJ as observed in the AFC experiments over 

an airfoil. This deficiency could be due to 

 

Fig. 11 Normalized velocity magnitude contours in the cross-flow plane 

 

Fig. 12 Influence of density and temperature at wall-normal position
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the strong inertial effects at higher Reynolds 

number resulting in negligible viscous effects. 

The similar trend was observed with 4-cold 

jet with VR=2.63 under cold free-stream 

conditions. But the effect of higher PR and 

VR=7.38 with 3-warmjet does influence the 

results downstream of the VGJ by predicting 

higher cf value. It is worth mentioning that the 

computations with 2-warmjet and 4-coldjet 

cases were carried out at approximately same 

cµ=0.0013, but resulted in different velocity 

ratios of VR2-warmjet=4.36 and VR4-coldjet=2.63, 

similar PR’s. 

Fig. 11 shows the normalized velocity 

magnitude contours downstream of the VGJ at 

XVGJ/δ=0.571, where y/ δ and z/ δ defines the 

spanwise and wall-normal position. The results 

showed the presence of the vortex embedded 

within the boundary layer for both the cold and 

warm jet under cryogenic conditions. It can be 

observed that both the cold and warm jet 

predicted similar vortex core position. The 

effect of temperature and density was shown in 

fig. 12 at wall-normal position of z/ δ=0.092 for 

the 2-warmjet. A strong influence of the 

temperature and density variation was noticed 

within immediate vicinity of the VGJ. But this 

effect diminishes very rapidly due to the strong 

upstream body force in the form of heavier 

density nitrogen gas operating at higher 

Reynolds number.  

 

5 Conclusion 

This paper describes experimental and 

numerical results about vortex generator jets 

for AFC at high Reynolds number. The 

experiments were performed with cryogenic 

conditions and a warm actuator jet. The 

experiment allows the following conclusions: 

 

∆cL,max [%] reduces the higher the Reynolds 

number which was observed at two different 

Mach numbers 

 

The optimum flow rate, or rather momentum 

coefficient, with respect for high ∆cL,max 

changes with increasing Reynolds number 

In most cases dynamic AFC is superior to static 

AFC. 

 It has been demonstrated numerically that 

the efficiency of the AFC conducted over the 

flat plate decreases at higher Reynolds number. 

The results showed that warm jet interacts with 

the cryogenic cross flow but the hot stream of 

fluid gets diffused quickly resulting in 

degradation of the VGJ performance. Future 

numerical investigation should consider the 

AFC at higher free-stream Mach numbers 

under cryogenic conditions and also study the 

real-gas effects. Then it should be clarified if 

VGJ's for AFC could be optimized for high 

Reynolds numbers for ambient and cryogenic 

conditions to enhance the performance. 
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Abstract  
A model of an Air Outlet was built to 
accomplish an experimental case study of its 
drag and efficiency. The Air Outlet basically 
consists of a bend channel and an adjustable 
flap. Experiments were conducted in a low 
speed wind tunnel at different flap angles and 
mass flows. In addition the modular conception 
of the model allowed testing of two different 
outlet-wall connections. For the computation of 
drag the control-volume approach is used. 
Furthermore the drag components of the 
different vortices are computed using the 
momentum equation and an efficiency 
parameter Eff  is established. The results clearly 
show that a flap angle of 45° produces the 
greatest loss of momentum and thus the 
maximum drag. Furthermore, the comparison of 
the total drag for different flap angles make 
clear that a flap angle of 45° results in the 
highest total drag. 

1 Introduction 
It is generally expected that the next aircraft 

generations will provide better fuel economy, 
emission- and noise reduction with an increased 

safety and reliability. Therefore it is necessary 
to use configurations and architectures that 
promise new optimization potentials. Nowadays 
bleed air is used in aircrafts to get compressed 
and fresh air for the cabin air conditioning, 
which decreases the engines efficiency and 
durability mainly due to the bleed air extraction 
inside the engines. Here, a bleedless engine 
design should lead to an increased efficiency 
and durability when the engines only generate 
propulsion. Furthermore the expected reduction 
of tubings which are needed in a bleedless 
engine design throughout the aircraft in 
comparison to a bleed engine design probably 
increases space and decreases weight. For a 
bleedless engine design new and additional air 
intakes and outlets are fundamental components 
in order to achieve the goal of a bleedless 
engine design. 
The purpose of this work is to investigate an Air 
Outlet (AO) mainly with standard particle 
image velocimetry (2C2D PIV) and 
stereoscopic particle image velocimetry (3C2D 
PIV) [1] in order to better understand the flow 
phenomena in and around an AO. Here the main 
focus is the drag of the AO and its different 
components as well as a definition of a 
reasonable efficiency parameter [8]. The AO 
shown in Fig. 3 consist of a bended channel 
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and an adjustable flap. The outlet is not covered 
with an aerodynamically formed covering in 
which the flap is submerged. In addition two 
different outlet-wall connections are 
investigated (Fig. 1), in order to study the 
different detachment behavior of those 
geometries. The total drag and its components 
are calculated by deriving the forces from the 
wake and flow far field information, acquired 
with PIV, itself using the control-volume 
approach. These approache remove the 
necessity of additional and /or intrusive 
instrumentation behind the model or of the 
model itself [2-6]. 

2 Theoretical Background 
The classical control-volume approach is a 

common used technique to relate the thrust and 
drag of an object to the wake and far flow field. 
Required information of the flow field are 
velocity, density, pressure, shear stress and 
gravity. In most of the cases gravity and shear 
stress can be neglected. The momentum 
equation in integral form (Eq. 1) leads directly 
to the thrust or drag, by integrating the flow 
field information along a line (2D case) or over 
an area (3D case). 
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In most of the cases the outer contour of the 
control volume is so orientated that the free 
stream velocity is perpendicular to the in- and 
outlet faces and parallel to the side walls. This 
restriction simplifies most of the terms in the 
equation. PIV does not provide pressure 
information, therefore is it necessary to use a 
formulation in which the pressure can be 
eliminated or has to be measured separately. 
Furthermore, the size of the outer contour has to 
be chosen very carefully in order to not miss 
any flow related information. However, the 
distance to the boundarys of the control-volume 
is absolutely arbitrary. 
 
 

3 Experimental Setup 
The flap of the AO model is made out of 

glass fiber reinforced plastic, has a wingspan of 
b 180 mm and a chord length of c 222 mm. 
Furthermore, mainly plexiglas was used for 
other components in order to attain optical 
access for PIV measurements inside the model 
(Fig. 3). Additionally, the modular conception 
of the model allowed the testing of two outlet 
wall connections (round and bevel). 
 

 
Fig. 1 Both outlet-wall connections assembled into one 

plot. Round (grey) and bevel (transparent) 

 
Oil flow pictures were generated using 
fluorescent paint and ultraviolet light. About 78 
pressure ports were embedded in total into the 
flap with 39 pressure ports on every side. Here, 
the pressure ports were arranged so that 1/3 of 
the ports build one line on the left side, in the 
middle and on the right side of the flap surface. 
Moreover, 20 additional pressure ports were 
installed before and behind the AO model all 
aligned with the middle section of the model 
and a total of 50 ports are integrated in the 
bended channel. All pressure ports were 
connected to a PSI 8400 SDI multichannel 
pressure transducer with an accuracy of 0.12%. 
Experiments were performed in a Göttingen 
type wind tunnel with a test section of 0.80 m x 
0.80 m (Tu = 0.2% at 53 m/s and 0-25 kHz) 
located at the Technical University of 
Braunschweig. Freestream velocity was 
constantly set to Mach = 0,34 giving a Reynolds 
number of Re = 310796. The volume flow 
through the AO was provided by a radial-blow 
fan with an ∆pmax of 100 mbar and measured 
with the thermal mass flow measuring system t-
mass 65I at a distance of 6 m before the AO 
model. Directly before the AO model entrance a 
1,1 m long plexiglas tube was installed to ensure 
appropriate inflow conditions. Required forces 
were determined by using the control-volume 
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approach [7]. Particle image velocimetry (PIV) 
measurements were made with a setup for 
standard PIV (Fig. 2) and stereoscopic PIV 
consisting of one or two LaVision Imager pro X 
11 megapixel cameras with a zeiss lens of 105 
mm focal length. A Litron double-cavity pulsed 
Nd:Yag laser with 180 mJ per pulse at a 
wavelength of 532 nm was used to illuminate 
the flowfield.  
 

 
Fig. 2 2C2D PIV setup 

 

 
Fig. 3 AO model integrated into the wind tunnel 

3.1 PIV measurements and analysis 
As mentioned above the PIV measurements 

were made with a setup for standard PIV and 
stereoscopic PIV mainly consisting of one or 
two LaVision Imager pro X 11 megapixel 
cameras and a Litron double-cavity pulsed 
Nd:Yag laser. In-house build Scheimplufg-
adapter were used additionally for the 
stereoscopic setup. The time between images is 
chosen as a function of the in-plane speed and 
was set to 10 µs for 115 m/s for standard PIV 
and to 12 µs for stereoscopic PIV. The seeding 

material consists of sunflower oil droplets with 
a particle size of about 2µm. In total five 
different measurement planes were investigated 
(Fig. 4). Measuring planes 1-3, positioned in the 
middle section of the model, cover the flow 
inside the AO, before the flap and the 
aggregation of the free stream and AO flow. All 
planes were measured using the standard PIV 
setup. Plane 4 and 5 were measured using the 
stereo PIV setup in order to cover all three 
velocity components of the highly 3D wake 
flow. Plane 4 is located 30 and plane 5 120 mm 
behind the model. Both planes cover an area of 
about 0.08 m². 
 

 
Fig. 4 AO model integrated into the wind tunnel 

showing the PIV measuring planes 

 
A variety of different flap angles and mass 
flows was measured and a total of five hundred 
image pairs for each measurement were 
recorded. To minimize reflection interference on 
the images a fluorescent paint called FP R6G 
(Flow Visualisation Components) is used to 
coat the bottom of the measurement planes. This 
paint has the property of absorbing the laser 
light with a maximum absorption of 540 nm to 
about 99%. The remaining part is reflected in a 
spectral range shifted to orange with a 
maximum emission of 625 nm. Optical filters 
are used to filter wavelengths other than 532 ±5 
nm in order to reduce reflections. 
Data analysis was taken out with Davis 7.2 
(LaVision, Göttingen). First of all image pairs 
were processed using count(xy)-(avg/min 
/max)(x,y) of time series. 
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Here two passes through all images are 
necessary which are 1) calculation of the 
minimum (or average or maximum) pixel 
intensity value at each pixel position and 2) 
subtraction of this background image from all 
images in the set. Thereafter a multi pass with a 
window size of 64 x 64 and 32 x 32 was 
conducted. Overlap was set to 50% using 1 and 
3 passes. Image postprocessing was realized 
using correlation peak validation.  

3.2 Momentum analysis 
The momentum equation was solved by 

integrating the velocity over the area of interest 
using Tecplot 360 2009 Release 1 (Tecplot, Inc, 
Bellevue). 3C2D PIV data showed a small 
divergence for vz in x-direction concerning all 
measurements. This was corrected by 1) 
calculating the slope of the vz graph at different 
y positions and 2) using the calculated slope to 
homogenize the vz component by calculating vz 
corrected vzc. Another correction was carried 
out in order to remove the velocity increase due 
to the displacement, caused by the flap at 
different flap angles. Average velocity was 
calculated for every measurement in an 
undisturbed flow region and the difference 
between the velocity at the inlet and outlet was 
subtracted from the outlet velocity. This 
approach eliminates the pressure term from Eq. 
1. Gravity were also neglected in this case. 
Taking into account those corrections the 
momentum was calculated using the 
Riemannsches Integral method available in 
Tecplot 360. Momentum at the inlet and outlet 
of the AO is integrated along a line. Assuming 
that the velocity distribution is constant over the 
cross section, it is then possible to compute the 
whole momentum from 2C2D PIV 
measurements with only the flow information 
from the middle section. The different 
measurements planes enable the computation of 
total AO drag (cw AOtotal), the momentum loss 
inside the AO (cw AOinternal) and the momentum 
loss due to the vortices shed from the flap (cw 
AOvortices). Total drag (Eq. 2) is calculated by 
subtracting the momentum of plane 5, measured 
with AO, from plane 5 measured without AO.  




dAuup zz  (2) 

 
Momentum accumulated in the vortices is the 
sum of the momentum in x- and y-direction. 
Equation 3 shows the formula for the 
momentum in x-direction, which is the same for 
the y-direction. 
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Momentum loss inside the AO is calculated 
using the same principles. 
Concerning the efficiency of the system a 
efficiency parameter called Eff is introduced in 
Equation 4 [8]. Here the volume flow V, the 
pressure difference between free air and the 
entrance of the AO ∆p, drag D and free stream 
velocity u∞ is considered. 
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The numerator in the expression represents the 
power output which can also be called the 
useful work, whereas the denominator 
represents the power input. The power input, in 
this case, is the power needed to overcome the 
drag of the model. Moreover, the effective drag 
coefficient cweff is calculated using Equation 5. 
A total of four coefficients were calculated 
namely cµ AO, cw AOtotal, cw AOinternal and cw 
AOvortices using Aref, which is equal to the flap 
surface. The momentum coefficient cµ AO is 
calculated by taking into account the 
momentum leaving the AO. 
 

cweff=cw+cµ (5) 
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4 Results 

4.1 Flowfields 
Results of the 2C2D and 3C2D PIV 

measurements for AO bevel outlet-wall 
connection, 45° and 1,992 kg/s are assembled 
into one plot in Fig. 5. They cover the whole 
flowfield around the AO, in the center section of 
the AO model before and after the flap and 
inside the AO.  

 
Fig. 5 2C2D and 3C2D PIV measurements assembled 
into one plot for AO bevel outlet-wall connection, 45° 

and 1,92 kg/s  

Here a complex 3D flow structure behind the 
AO with a vortex shed from the sides of the flap 
and a recirculation zone downstream of the 
outlet-wall connections is clearly visible.  

 
Fig. 6 2C2D and 3C2D PIV measurements assembled 
into one plot for AO bevel outlet-wall connection, 21° 

and 1,76 kg/s  

Furthermore, indications of three additional 
flow detachment zones, two inside the AO in 
the upper and lower redirection region and one 
at the beginning of the flap (left hand side), are 

observed. Figure 6 shows the same 
measurement planes for bevel outlet-wall 
connection, 21° and 1,76 kg/s. Compared with 
45° and 1,92 kg/s the main differences are 1) the 
vortex shed from the flap is only half the size 2) 
the recirculation zone downstream of the outlet-
wall connection is much smaller, 3) the flow 
field leaving the AO is almost uniformly 
distributed and 4) the three additional flow 
detachment zones are reduced. The extended 
flap causes a loss of momentum whereas the 
outlet flow of the AO reduces the momentum 
loss due to an extra energy supply into the flow. 
Furthermore, depending on the flow around the 
flap, different amounts of energy are fed into the 
vortices, which also generate drag. Detailed 
3C2D recordings of plane 5, downstream of the 
AO, for the above mentioned cases are 
displayed in Fig. 7 and 8.  

 
Fig. 7 3C2D PIV measurement (plane 5) for AO bevel 

outlet-wall connection, 45° and 1,92 kg/s  

 
Fig. 8 3C2D PIV measurement (plane 5) for AO bevel 

outlet-wall connection, 21° and 1,76 kg/s  
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An oil flow picture (Fig. 9) shows the 
streamlines for the before mentioned 45° and 
1,92 kg/s case. The separation line upstream of 
the flap is clearly visible. Two vortices develop 
downstream of the AO opening and the 
streamline curvature in this area shows a 
convergent behavior at the reattachment zone. 
Moreover, the streamlines on the flap are 
divergent and therefore form the vortices shed 
from the flap. 
 

 
Fig. 9 Oil flow picture of AO bevel outlet-wall 

connection, 45° and 1,92 kg/s  

4.2 Drag and Efficiency 
Momentum and drag coefficients for both 

configurations, diagrammed in Fig. 10 and 11, 
show that the coefficients at a flap angle of 45° 
are much higher than for all other cases.  

 
Fig. 10 Momentum and drag coefficients of AO bevel 

outlet-wall connection  

Moreover, cw AOtotal for 45° predominate all 
other cases by at least 75%. Vortex drag 
coefficient cw AOvortex rises slightly until a flap 
angle of 21°, the increase to 45° is twice the 
increase for smaller flap angles (about 40%). 
The inner drag coefficient cw AOinternal is 
negative (momentum gain) due to the 
acceleration of the internal flow for a flap angle 
of 6° and 11° and positive (momentum loss) for 
21° and 45°. 

 
Fig. 11 Momentum and drag coefficients AO round 

outlet-wall connection  

The introduced effective drag coefficient cweff 
(Fig. 12) for a given flap angle and different 
mass flows stays at the same level with 
increasing mass flows. 

 
Fig. 12 cweff over mass flow for AO bevel outlet-wall 

connection  11°, 21° and 45° 
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For a flap angle of 45° cweff is three times 
higher then at 21° and even more when 
compared with 11°. Furthermore the effect of cµ 
AO can clearly be seen by the diverging plots 
for cweff and cw. The reader should note that the 
energy necessary to produce cµ AO is not taken 
into account. Eff, the efficiency parameter, 
almost shows no effect of the power output 
compared to the power input at a flap angle of 
45° (Fig. 13). This means that the power input, 
drag times free stream velocity, is predominant 
and with this mass flows the contribution of the 
power output to drag reduction is negligible. 

 
Fig. 13 Efficiency parameter over mass flow for AO 

bevel outlet-wall connection 21° and 45°  

 

 
Fig. 14 Efficiency parameter over mass flow for AO 

bevel outlet-wall connection 11°  

At 21° (Fig. 13) a mass flow of more than 1,2 
kg/s enhances the efficiency of the systems 
slightly, whereas at 11° (Fig. 14) a mass flow 
over 0,6 kg/s increase the efficiency to 140% at 
1,2 kg/s. Note that the negative Eff results from 
the negative pressure difference between the 
free air and the entrance of the AO ∆p. This 
means that a negative Eff is not equivalent with 
a poor efficiency. In fact, the results show that a 
negative Eff means that the power output is 
greater then the power input. This on the other 
hand doesn’t mean that thrust is generated. 

5 Conclusion 
Momentum and drag coefficients show a 

clear dependency of the flow phenomena on the 
flap angle and the mass flow, whereas the 
outlet-wall connections barely make a 
difference. Except for drag coefficient cw 
AOinner. In this case the smaller outlet area of the 
outlet-wall connection bevel leads to a higher 
outlet velocity and therefore to a higher 
momentum which reduces cweff. It should be 
noted that the before mentioned reduction of 
cweff is small. In terms of heat problems, with 
the structure, in the vicinity of the outlet-wall 
connections the bevel reduces those due the 
bigger recirculation zone and hence a much 
smaller flow velocity over a greater area directly 
at the wall. cweff mostly depends on the flap 
angle. Different mass flows only have a little 
influence in this case. Which make clear that the 
total drag level, of the system, strongly depend 
on the flap angle. Results clearly show that a 
flap angle of 45° is not useful due to the high 
drag. The introduced efficiency parameter Eff 
points out that at a flap angle of 45° the power 
output is negligible compared to the power 
input. Whereas the efficiency at a flap angle of 
21° and 11° increases in consequence of the 
higher power output and lower power input. 
Nevertheless, this approach neglect the energy 
consumed, for example, by a jet pump to 
generate the power output and that the power 
output reduces the drag. In cweff the power 
output (cµ) is added to cw resulting in a higher 
drag with increasing mass flow and flap angle. 
Future work should include the creation of an 
efficiency parameter which includes the energy 
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used to create the power output and the loss of 
momentum due to turbulent kinetic energy and 
dissipation. 
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Abstract  

In order to identify the impact of different wing-

tip shaping on vortex structure and axial 

velocity near the centre of the vortex core 

experiments using the 3C-PIV technique have 

been conducted. Three different shapes were 

used. They differ in the rounding of the tip side 

as well as the rounding of the planform layout 

between the leading edge and the tip edge. The 

experiments focus on the development of the 

vortex from 1 to 6 chords downstream of the 

wing. The core centre axial velocity is related to 

the intensity of core circulation. The distribution 

of axial vorticity along the span and the position 

of the core developing along the chord hold 

responsible for the radial distribution of 

circulation. This way it is possible to assign 

vortex characteristics and downstream 

behaviour to geometrical features of the tips.  

Nomenclature 

b, s, c = wing span, half span, chord 

r, rc  = vortex radius, core radius 

t  = airfoil thickness 

x, y, z = Cartesian coordinates 

u, v, w = local vel. in Cart. Coordinates 

vt  = tangential velocity 

Re  = Reynolds number 

S, A  = area of total wing, one wing-tip 

U  = freestream velocity 

α  = angle of attack 

ω  = vorticity 

Γ  = circulation 

Λ  = aspect ratio of the wing 

PIV  = Particle Image Velocimetry 

CCD = Charge-coupled device 

1 Introduction 

1.1 Axial Velocity Motion 

A basic understanding concerning the 

occurrence of axial velocity motions at the 

centre of the core was first presented by 

Batchelor [1]. By means of the conservation 

equations for an axially symmetric line vortex 

he concluded that the axial motion is dependent 

on equilibrium between circulation and certain 

losses of head. In fact, a velocity excess or 

defect can be understood as a result of pressure 

gradients along the vortex axis and said pressure 

being related to centrifugal forces of the turning 

motion of the vortex. 

Soon also the dynamic behaviour of the axial 

velocity was investigated. Singh et al. [2] and 
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Phillips et al. [3] present a high amount of axial 

fluctuations on a ring around the vortex core. 

Devenport [4] describes the mean and turbulent 

structure in the vortex core and in the 

surrounding spiralling shear layer. His 

measurements were conducted with hot-wire 

technique using a NACA0012 half-wing model. 

By means of a spectral decomposition he finds 

axial velocity fluctuations inside the core, which 

are animated by the turbulence of the shear layer 

which wraps around the core, said fluctuations 

being named "inactive motion buffeting". 

Turbulence on her part is caused by the 

stretching and skewing which are caused by the 

vorticity in the shear layer and the rotation of 

the vortex itself. Outside the core he finds 

small-scale turbulent structures, which position 

themselves in four defined regions around the 

core. Axial velocity profiles through the centre 

of the core show – for increasing angle of attack 

– an axial velocity wake diverting from the 

centre of the core towards outer regions. This 

either indicates a ring of diminished velocity or 

a more asymmetric distribution of locally 

reduced axial velocity.  

Spalart [5] soon delivers a summary of the 

contemporary investigations of the axial 

velocity and highlights the influence of 

viscosity inside the vortex, which leads to a 

diminishment of axial velocity from jets to 

wakes. 

Amongst others, Huppertz [6] continues with 

the results of Devenport concerning the 

measured fluctuations in the core region and 

holds them responsible for wake-like axial 

velocities in the core. Having used the 3C-PIV 

technique, his own measurements show two 

separate regions of increased and two of 

decreased axial velocity related to the 

freestream value. The structure and placement 

of these regions are not clarified. Assumptions 

are made towards a velocity increasing effect 

through the momentum of outside flow being 

enclosed in between the shear layers and a 

decreasing effect through velocity fluctuations 

in the shear layer – thereby citing Devenport. 

Looking at the roll-up process as such it can 

be concluded so far, that the matter of vortex 

roll-up is strongly involved with mechanisms 

between the core, respectively the core 

circulation, and the surrounding shear layer 

which acts via turbulence and friction onto the 

core and the axial velocity inside. Furthermore, 

some investigations indicate a ring-like 

distribution of axial velocity respectively 

separate regions outside the core. 

1.2 Tip-Shape Influence 

Moving forward, the impact of the wing-tip 

shape is now considered. Apparently, most 

measurements were either carried out with 

symmetrical NACA-airfoils or the Clark-Y-

airfoil. 

Using a NACA0015 with a half-circle 

rounded tip side and a sharp tip side McAlister 

et al. [7] found a 1,45 U excess (jet) in the case 

of the sharp shape and a 1,52 U excess in the 

case of the rounded shape at a close x/c = 1 

position behind the wing at Rec = 1,5 x 10
6
. 

Both excesses diminish to a 1,1 U excess at 

x/c = 4 downstream. Furthermore their 

measurements reveal higher amounts of 

circulation at the very ending of the wing in the 

case of the sharp tip.  

Vitting [8] presents LDA-measurements 

having used a Clark-Y half-wing model. He 

compares a sharp and a rounded edge at 10 

chords downstream and finds an excess of 

1,25 U for the sharp edge and a deficit of 0,8 U 

for the rounded edge. For the rounded edge he 

finds a axial development from an excess of 

1,4 U at 0,6 chords to a deficit of 0,7 U at 16 

chords. By comparing a rectangular wing to a 

wing with double-trapezoid layout he finds a 

deficit of 0,7 U for the latter which is constant 

for all measured distances from 0 to 2 chords. 

Vitting assumes that high axial excesses can 

only appear and prevail, if a highly concentrated 

vortex is formed and said vortex develops 

without entraining losses of axial momentum 

through the boundary- or shear layer 

respectively. The rounded tip and the double-

trapezoid layout are said to lead to an 

involvement of shear stress reducing axial 

motion in the core. 

Anderson et al. [9] explain jet-like fluid 

motions with a component of downwash 
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pointing in direction of the axis due to the 

spiralling angle of the flow. Hence the question 

arises if there is no backward facing component 

as well. Furthermore, they merge different 

investigations on the influence of sharp and 

rounded wing-tips with differing Reynolds 

numbers. They identify the axial velocity in 

streamwise direction to be linearly connected to 

a non-dimensional circulation parameter 

representing wing loading. Furthermore, they 

find the vortex radius to be the dominant scaling 

factor for said parameter. In doing so they are 

able to harmonise results from sharp and 

rounded tip sides by scaling them with the 

vortex radius. Comparing a sharp and a round 

tip side they find a 1,45 U excess for the 

rounded tip and a 1,15 U excess for the sharp 

tip, measuring at α = 10°, Rec = 7,5 x 10
5
 and 

x/c = 1. The authors suggest that the sharp tip 

produces a larger core due to unsmooth 

separation and therefore, assuming equal core 

circulation, the circulation density, as suggested 

to be the reason for high axial velocity, is 

comparably low. 

Summing up said results it needs to be asked 

why the sharp edge produces higher jets than 

the rounded type and vice versa. Though there 

probably is a slight sensitivity towards Reynolds 

number what the rounded tip is concerned, it is 

not probable that a further diminishment of 

Reynolds number could invert both results 

leading to a higher jet for the sharp tip and a 

lower jet for the rounded tip respectively. 

Therefore, it is reasonable to ask, if these 

investigations and comparable ones (e.g. 

Vitting) differ because of the choice of airfoil 

(NACA0012/15 and Clark-Y) or if also the 

Reynolds number influences the downstream 

gradient of axial velocity reduction. 

Lee and Pereira [10] provide further insight 

into the overall axial velocity structure in planes 

perpendicular to the flow. They conduct 

measurements with a NACA0015 half-wing 

model with a half-circle rounded tip side and a 

sharp tip side. The rounded tip vortex contains a 

higher core circulation and thus higher axial 

excess. For the sharp shape the development of 

the axial component along the downstream 

distance from 0 to 4 chords behind the wing 

starts at 1,35 U and ends with 1,1 U and for the 

rounded shape starts at a relatively low 1,3 U, 

soon rises above the sharp value and ends at 

1,2 U (α = 10°, Rec = 3,07 x 10
5
). 

At smaller angles of attack core circulation is 

also smaller and so eventually axial velocity 

drops below the freestream value. It is 

concluded that in the case of small angles of 

attack the shear layer diminishes the core axial 

velocity whereas at higher angles the shear layer 

prevents disturbances to intrude into the core. 

Tip condition is not seen to influence core 

condition. 

1.3 Intermediate Summary 

It can be concluded so far that there is a high 

amount of investigation concerning the 

influence of wing-tip shapes. 

So far, most studies agree on core circulation 

steering axial motion at the beginning of the 

roll-up process. Furthermore, shear stresses may 

have a diminishing influence on core axial flow 

in the progress of the wake spiralling around the 

core. 

Harmonisations have been presented 

considering that the influence of Reynolds 

number, wing-tip shape and downstream 

interaction of core and shear layer can all be 

scaled through the core radius. Performing this 

model very near downstream of the wing 

showed good agreements. Still, different wing-

tip shapes such as rounded layouts have not 

been considered so far. 

Since results from symmetric NACA-airfoils 

and the asymmetric Clark-Y-airfoil differ, it is 

also not clear whether different airfoil-shapes 

produce even opposite influences concerning 

the axial motion. As few data over a wider 

range of downstream positions exist, it may be 

presumed, that different downstream courses of 

the axial velocity may cross one another leading 

to different results at different stations 

downstream. Considering the possibility of 

differing gradients of the axial development in 

the case of the rounded tip due to Reynolds 

number this aspect does not at all seem trivial. 

So far, not enough data of the downstream 

development is available. 
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The exact velocity structure in the 

surrounding flow field is not fully understood 

yet. Conventional point-wise measurement 

techniques do not open the full scope to view 

the mechanisms. Furthermore, there are certain 

aspects, which indicate the occurrence of 

asymmetrical or at least ring-like structures 

instead of monolithic Gaussian distributions. 

Lastly, further classifications need to be 

developed concerning different round shapes 

apart from the half-round tip side. 

2 Experimental Arrangement and 

Procedure 

The investigations presented here were 

conducted in an enclosed circulating water-

tunnel with a measuring section of 1.000 x 540 x 

540 mm³. The tunnel's duct-contraction is 1,8, 

the level of turbulence is 2-3 % in the duct and 

the freestream velocity has a continuous range 

from 0 to 4 m/s. All measurements were 

performed at freestream velocities between 2,4 

and 2,7 m/s to account for changing water 

temperature with respect to a constant Reynolds 

number. Figure 1 shows the water-tunnel. 

 

 

Fig. 1 The circulating water-tunnel at ILR, RWTH 

Aachen University 

The wing was mounted vertically in the 

ceiling of the test-section. The position of the 

measuring plane and so the calibration of the 

3C-PIV setup was identical for all 

measurements. The wing and therefore the 

distance of the wing's trailing edge to the 

measuring plane can be adjusted through 

removable segments which complete the 

measuring section's ceiling. The coordinate 

system and the general setup can be read from 

fig. 2. For ease of view the water containers 

avoiding optical refraction were excluded. 

 

 

Fig. 2 General experimental setup viewed from above 

the measuring section 

To account for differing kinematic viscosity 

due to rising water temperature while 

measuring, freestream velocity was adjusted to 

guarantee a constant Reynolds number. 

The wing has a Clark-Y-airfoil and was 

equipped with three different wing-tips. A 

special naming is introduced in order to describe 

the geometrical features of the tips, i.e. RS-050-

050, RL-30-80 and RL-20-20. "RS" respectively 

"RL" stand for a rounded side respectively a 

rounded layout. In case of the RS-tip the first 

and second row of numbers indicate the 

rounding of the edges between the pressure-

side- (respectively the suction-side-) and the tip-

side-surface in percent of local airfoil thickness. 

This way, RS-050-050 is the known half-circle 

tip side. In case of the RL-tips the first and 

second row of numbers indicate the length of 

the major and minor axis of an ellipsis divided 

by two, shaping the layout between the leading 

edge and the side edge. Figure 3 illustrates the 

aforementioned definitions. 
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Fig. 3 Definitions for the naming of the wing-tips 

The wing-tips are mounted and positioned to 

the wing body by magnets and pins which 

provide a clean surface and easy modification of 

the tips. 

The investigations were done with the 

following parameters: Wing-tips: RS-050-050, 

RL-30-80 and RL-20-20. The aspect ratio was 

fixed to Λ = 5. To account for the changing area 

of the tips the span was adjusted according to 

eq. (1), where stip has the reference length of 

30 mm. The Reynolds number was 

Rec = 200.000, measurements were taken at the 

downstream positions from the trailing edge at 

x/c = {0,0 ; 1,0 ; 2,0 ; 3,0 ; 4,0 ; 5,0 ; 6,0} with 

α =10°. 
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For the stereographic PIV measurements a 

pulsed laser powered by 120 mJ with an 

effective wavelength of 532 nm as well as 2 

CCD-cameras PCO.2000 with a resolution of 

2048 x 2048 px² mounted on adapters that 

fulfilled the Scheimpflug criterion were used.  

Every series was recorded with 500 images at 

1 Hz. Using objectives with a focal length of 

180 mm the size of the viewing area was 

60 x 40 mm² which was divided into correlation 

windows of 64 x 64 px² with an overlap of 

75 %. This way the overall resolution is approx. 

6,8 vectors/mm² and the measured minimum 

core with approx. r = 3 mm could be resolved 

by 190 vectors.  

After correlating the velocity vectors in 

Davis 8.0.7 by LaVision they were imported 

into MATLAB for further computation. To 

account for fluctuating motions of the vortex 

during recording, the vortex centre of every 

image was calculated by the centre of mass of 

vorticity. Then every image was aligned to one 

common vortex centre before the mean vector 

components were calculated. This method 

provides velocity profiles which are not 

stretched and suffer from lowered peaks.  

The complete investigation was done with 

one calibration thanks to the moveable wing in 

streamwise direction. The water temperature 

was taken before every recording series and thus 

the freestream velocity was conditioned. Due to 

high resolution the vortex fills out the complete 

viewing area; in order to obtain the freestream 

velocity, extra measurements of the freestream 

were performed. 

To measure the axial component in the core 

special care needed to be taken to minimise 

systematic errors which may lead to a visibility 

of particles in off-planes in front and behind the 

light-sheet. Seeding density because of high 

resolution must be high but a secondary 

emission of scatter-light to particles in off-

planes must be avoided. If the tunnel is not 

absolutely clean of air, bubbles of air will 

stream to the low pressure region due to the 

intensity of the core, line up on the vortex axis 

and reflect laser light to the off-planes. 

Therefore special care was taken to provide a 

focussed and thin light-sheet (2 mm). A small 

aperture of N = 8 secured a minimum depth of 

focus with a maximum light-sheet spread-angle 

and minimum laser power to avoid an 

overexposure of the particles. 

3 Results 

In section two the method for obtaining the 

vortices centre was explained. Figure 4 shows 

the downstream development for the centre 

axial velocity component uca/U for each 

measured configuration. The differences 

between the selected wing-tips can be observed. 
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Fig. 4 Downstream development of the centre axial 

velocity component uca/U 

All courses begin either jet- or wake-like but 

all diminish in axial-speed with differing slopes. 

The rectangular wing configuration RS-050-050 

produces high axial velocities, which start and 

remain jet-like. With a lower slope, uca/U of the 

RL-30-80 develops being completely wake-like. 

The RL-20-20 experiences a sudden decrease 

during the first chord wise distances. 

Considering the courses in fig. 4, the 

development of a jet – if at all – initially occurs 

while the flow rolls up around the wing-tip as 

there is no reason for the flow to accelerate far 

in front of the wing and the flow behind the 

wing experiences shown velocity drop. Since 

the core is formed at the wing-tip, therefore the 

highest initial axial flow is produced by the 

vortices core structure at the wing. 

Ultimately, axial motion along the vortex 

axis can only arise through some pressure 

gradient along said axis – apart from head losses 

which are likely to reduce axial motion even 

more. A negative gradient and thus falling 

pressure will produce an acceleration compared 

to freestream velocity and likewise a positive 

gradient and thus a rising pressure will lead to a 

diminishment of axial centre flow. Considering 

the courses in fig. 4, the flow in the core 

experiences differing courses of counter 

pressure. 

Through a vortices' turning motion the 

pressure at the axis diminishes in order to 

balance the centrifugal force. By setting up 

equilibrium of force experienced by an 

infinitesimal piece of fluid the pressure drop 

from far outside the vortex to its centre can be 

expressed by the radial distribution of 

circulation, eq. 2. 
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Here, Γ/(Ub) and r/b are normalised values 

of circulation and radius. Obviously, the key 

factor causing axial motion is the sum of radial 

fragments of the normalised form of Γ(r)
2
/r

3
 

representing the intensity of circulation towards 

the centre of the vortex. Furthermore, by the 

nature of said factor, the portions of circulation 

closest to and inside the core as the radius 

approaches zero are emphasised most. Figure 5 

displays the radial distribution of circulation in 

the core region (for all tips r/s < 0,02) and the 

nearest region outside the core at the first plane 

at x/c = 1. The curved slope in the case of the 

RS-050-050 between r/s = 0,02 and 0,05 

represents the addition of vorticity by the shear 

layer during its first spiral around the core. 

 

 

Fig. 5 Radial distribution of the circulation coefficient 

Γ/(Ub) at plane x/c = 1 

Since the state of circulation approaching 

r = 0 is crucial, the core and the circulation 

gathered there need to be considered in detail. 
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The following figures give insight into the 

behaviour of circulation intensity in the core. 

Figure 6 displays the mentioned intensity of 

circulation in the core. 

 

Fig. 6 Downstream development of the intensity of 

circulation of normalised Γc
2
/rc

3
 inside the core 

Furthermore, core circulation is preserved 

downstream, as seen in fig. 7. 

 

 

Fig. 7 Downstream development of the core circulation 

coefficient Γc/(Ub) 

In the course of viscosity in the region of the 

highest tangential gradients, i.e. in the ring-like 

region at the boundary of the core, peak 

tangential velocity reduces which leads to a 

widening of the core, as can be seen in fig. 8 

and fig. 9 respectively. 

 

Fig. 8 Downstream development of the peak tangential 

velocity component vt,max/U 

 

 

Fig. 9 Downstream development of the core radius rc/s 

Since the level of circulation remains 

constant and the core widens, the intensity of 

circulation diminishes shifting circulation to 

greater radii. Eventually, this leads to a pressure 

drop in the centre of the vortex. 

It needs to be questioned now, from which 

part of the vortex during roll-up the influences 

on viscosity originate. Figure 10 shows the 

downstream development of the tangential 

velocity profile in the case of the RL-20-20 tip, 

whose vortex experiences the greatest fall of 

axial motion. It can be seen that the 

development of the outer part of the tangential 

profile is independent from the widening of the 

vortex core in the course of viscous diffusion. 
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Fig. 10 Downstream development of the tangential 

velocity distribution vt(r)/U of RL-20-20 

In addition, fig. 11 illustrates the radial 

distribution of circulation in the last plane 

x/c = 6. Comparing the courses to those in fig. 5 

(radial circulation distribution at x/c = 1) it can 

be seen, that circulation outside the first spiral 

of the shear layer (r/s > 0,05) continues to be 

filled up due to further layers of viscosity being 

added onto the core. But it is not likely, that this 

addition has impact on the core region. 

Therefore, the influence due to viscosity is a 

function of time and not of place. This leads to 

conclude, that the initial conditions at x/c = 1 

inside the core need to be focussed on. 

 

 

Fig. 11 Radial distribution of the circulation 

coefficient Γ/(Ub) at plane x/c = 6 

Focussing on the core region, the question 

what causes different states of friction needs to 

be answered. Friction occurs while there are 

high gradients in the tangential distribution 

which means that the radial development of 

circulation has a sharper bending outside of the 

core circulation region. A more continuous and 

smooth bending is achieved by adding 

circulation which is provided by vorticity 

coming from the layer.  

Since it is known that vorticity in said layer 

increases along the span towards the wing-tip, it 

is a question were the core is positioned to 

receive this portion of vorticity at the very 

outside of the core. Figure 12 shows the 

positions of the cores of the different 

configurations. 

 

 

Fig. 12 Downstream development of the position of the 

vortex axis in the x,y-plane 

It can be seen that the RS-050-050, shaping a 

rectangular wing, forms a vortex at the very tip 

of the wing. On the other hand, RL-20-20 forms 

a vortex axis which is shifted towards the 

wing’s root and RL-30-80 even more.  

Considering the vortex axis positions in fig. 

12 and the core radii in fig. 9, the initial 

distribution of circulation in fig. 5 can be 

explained. 

The RS-050-050 forms at the tip of the wing 

where the axis is lead along the tip side. The 

core develops smoothly around the rounding 

and therefore creates a small and intensive core 

due to the maximum intensity of vorticity at the 

very tip of the wing. Core circulation and core 
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radius form the initial gradient of circulation, 

which is the largest in the case of the RS-050-

050, as can be seen in fig. 6. Having formed the 

core behind the wing the outer portion of the 

core experiences a great amount of vorticity 

brought to it by the shear layer, therefore 

explaining the continuous and smooth increase 

of circulation outside of the cores, as seen in fig. 

5. 

The RL-20-20 and RL-30-80 form their 

vortex cores on the suction side of the wing at 

the wing-tip. This can be seen in fig. 12 by their 

axis positions, which are both shifted towards 

the root of the wing. While rolling on the 

surface of the wing, boundary layer is involved 

into core production leading to a small 

circulation gradient inside the core. Since the 

cores evolve at a more inside position of the 

wing, there is no great circulation overshoot 

outside the core brought by the vorticity layer – 

as experienced by the rectangular wing 

configuration. 

The question is now, what mechanism leads 

to the vast diminishment of axial velocity in the 

case of the RL-20-20 in contrast to the RL-30-80 

since both seem to have a similar roll-up 

process. The question can again be answered by 

a higher amount of viscosity at the core edge 

region for the RL-20-20 due to higher tangential 

gradients. A hypothesis can be formulated: 

Figure 13 shows the distribution of vorticity 

in a plane directly at the leading edge (x/c = 0) 

of the wing with the RL-30-80 tip. It can be 

seen, that, unlike any other wing-tip, the RL-30-

80 forms two vortices during roll-up over the 

wing's surface.  

 

 

Fig. 13 Contour of normalised vorticity ωxc/U for RL-

30-80 at x/c = 0. For clarity, vorticity below 1 % of the 

maximum value is not displayed 

Said vortices merge into one vortex as soon 

as the first plane x/c = 1 is reached. The first 

and major vortex is the tip vortex (y/s = 0,02), 

the second vortex is similar to that separating 

from the edge of a slender delta wing 

(y/s = 0,05). Since the shape of the RL-30-80 

has a slender portion at the front this seems to 

be a valid explanation. Also, the vortex core is 

widened because of both vortices gradually 

forming one core. Considering the starting point 

of the second vortex, which must be at the 

curved leading edge of the tip, and the position 

of the vortex axis from fig. 12, it can be 

assumed that the vortex axis is parallel to chord 

direction. Having developed further towards the 

trailing edge, the core is contacted by the 

vorticity layer and thus the curved slope of the 

radial distribution of circulation can be 

explained. 

In contrast to this curved slope, the RL-20-20 

shows a more edgy transition from core 

circulation to outer core circulation. This edgy 

course is caused for the same reason as the 

tangential velocity profile having a sharp 

maximum, see fig. 10, namely the non-existence 

of axial vorticity components added to the flow 

outside the core.  

A second hypothesis can be formulated: The 

rounding of the RL-20-20 attaches the core flow 

to the surface leading the core axis on the 

suction surface of the wing and then diagonally 

towards the root of the wing and not parallel to 

chord as in the case of the RL-30-80. This way, 

the core axis is placed parallel to the streamlines 

on the suction side which are also directed 

towards the root of the wing. On the path to the 

leading edge, boundary layer material is 

entrained into the core. As soon as the leading 

edge is reached, the core does not experience 

axial vorticity components coming from the 

vorticity layer but more a tangential velocity 

component from the flow of the pressure side of 

the wing, which is directed towards the tip of 

the wing. Therefore, no major vorticity 

component is realised in the region outside of 

the core and the radial distribution of circulation 

develops a sudden edge. The edge i.e. the sharp 

peak of tangential velocity forms high shear 

stresses which diminish peak tangential velocity 

Second vortex 

First vortex 
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severely while the vortex is pacing downstream. 

This high reduction of tangential velocity, as 

can be seen in fig. 10, leads to a severe drop in 

negative pressure at the core and so axial core 

velocity is reduced as can be seen. 

4 Conclusions 

Experiments have been performed and results 

presented in order to assign vortex structure and 

downstream behaviour to geometric parameters 

of the wing-tip shape. 

It was found that the rounding of the wing's 

layout has a different impact than the rounding 

of the sides of the tip. A first step towards a 

classification was shown and a common 

establishment of said classification is 

encouraged. 

In general, the wrapping of vorticity around 

the core leads to a curved and smooth transition 

of the radial distribution of circulation from the 

core region to the outside of the core and thus 

leads to a wider peak slope of the tangential 

velocity profile. 

This wider slope leads to a lower amount of 

shear stresses in the region of the core boundary 

where the highest tangential gradients can be 

observed. Therefore a sharp velocity profile 

leads to a high amount of viscous stress. Said 

stress leads to a diminishment of peak tangential 

velocity and because of conservation of core 

circulation the core is widened. A widening of 

the core and a diminished tangential velocity 

diminish the radial gradient of circulation in the 

very near of the vortex axis, said gradient being 

the key factor for negative pressure on said axis. 

Therefore, on the one hand, a high initial 

radial circulation gradient and a region of high 

vorticity outside the core leads to high axial jets 

which are preserved over a long pace 

downstream. This is obviously the case for 

wing-tips shaping a rectangular wing, where the 

rounding of the tip’s side delivers a high core 

circulation gradient. 

Respectively, on the other hand, a low initial 

radial circulation gradient and a region of low 

vorticity outside the core lead to a lower axial 

velocity, which diminishes quickly downstream. 
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Abstract

The paper presents a qualitative CFD analysis

of the flow inside the open test section of the

Politecnico di Milano large wind tunnel, with

account for rotor effects by means of an actu-

ator disk model. The analysis of the performed

steady state simulations allows to determinate

approximatively the flow breakdown boundaries

in terms of wind tunnel speed and rotor thrust.

Indications are also given on how to detect the

proximity of flow breakdown conditions by sim-

ple pressure measurements during wind tunnel

operation.

1 Introduction

Despite the increasing capability of CFD meth-
ods in predicting rotor performance, the use of
wind tunnel test measurements still plays an
important role in the design of new rotor sys-
tems. However, it is not obvious how to operate
the model rotor and the wind tunnel so as to
closely reproduce free air conditions. In fact,
rotor tests at low speed and high thrust in a
wind tunnel may experience what is known as
flow breakdown, that happens when the inter-
action between the rotor wake and the tunnel

walls strongly modifies the flow in the vicinity
of the rotor due to the formation of recirculat-
ing flow regions [1]. In flow breakdown condition
the wind tunnel environment is no more repre-
sentative of the free air environment and the ro-
tor performance cannot be adjusted by means
of wall corrections. Therefore, such operating
conditions are to be avoided in a test campaign.

Shinoda [2] addressed the study of wall in-
terference effects and the identification of flow
breakdown by means of an extensive experimen-
tal campaign in the 80 × 120 foot wind tunnel
at NASA Ames. Nonetheless, to the authors
knowledge there is no available analysis of the
flow breakdown problem for a wind tunnel with
open test section. The present work addresses
this subject with purely numerical techniques,
without the objective of generality, but restrict-
ing the attention to the 4× 3.8m open test sec-
tion of the Politecnico di Milano (PoliMi) large
wind tunnel. To this end, a campaign of numer-
ical simulations has been carried out to char-
acterize the flow field in the wind tunnel gen-
erated by the AgustaWestland AW139 model
rotor. The computations were performed with
the CFD code ROSITA (ROtorcraft Software
ITAly) based on the solution of the Reynolds
Averaged Navier-Stokes equations coupled with
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the one-equation turbulence model of Spalart-
Allmaras. The rotor effect is represented with
an actuator disk model. The numerical solu-
tions were obtained for several values of the ro-
tor thrust and of the advance ratio and visual-
izations of the computed flow field were used to
detect the onset of flow breakdown. The analysis
permitted to define the flow breakdown bound-
aries for the considered wind tunnel and also
provided some hints about the experimental in-
dicators that may be utilized to recognize the
flow breakdown condition during model rotor
tests.

The structure of this paper is as follows. Sec-
tion 2 summarizes the main characteristic of the
CFD solver. Section 3 describes the numeri-
cal model and the considered flow conditions,
while numerical results are discussed in section
4. Some conclusions are drawn in the last sec-
tion.

2 The flow solver ROSITA

The ROSITA flow solver [3] numerically in-
tegrates the RANS equations, coupled with
the one-equation turbulence model of Spalart–
Allmaras [4], in systems of moving, overset,
multi-block grids. The equations are discretized
in space by means of a cell-centred finite-volume
implementation of the Roe’s scheme [5]. Sec-
ond order accuracy is obtained through the
use of MUSCL extrapolation supplemented with
a modified version of the Van Albada limiter
introduced by Venkatakrishnan [6]. The vis-
cous terms are computed by the application
of the Gauss theorem and using a cell-centred
discretization scheme. Time advancement is
carried out with a dual-time formulation [7],
employing a 2nd order backward differentia-
tion formula to approximate the time deriva-
tive and a fully unfactored implicit scheme in
pseudo-time. The generalized conjugate gradi-
ent (GCG), in conjunction with a block incom-
plete lower-upper preconditioner, is used to solve
the resulting linear system.

The connectivity between the (possibly mov-
ing) component grids is computed by means of
the Chimera technique. The approach adopted
in ROSITA is derived from that originally pro-

posed by Chesshire and Henshaw [8], with modi-
fications to further improve robustness and per-
formance. The domain boundaries with solid
wall conditions are firstly identified and all
points in overlapping grids that fall close to these
boundaries are marked as holes (seed points).
Then, an iterative algorithm identifies the donor
and fringe points and lets the hole points grow
from the seeds until they fill entirely the regions
outside the computational domain.

The ROSITA solver is fully capable of run-
ning in parallel on computing clusters. The par-
allel algorithm is based on the message passing
programming paradigm and the parallelization
strategy consists in distributing the grid blocks
among the available processors.

3 Numerical model

Figure 1 shows the numerical domain used for
the simulations of the open test section of the
PoliMi large wind tunnel. The Chimera grid
system consists of the following components.

• A background mesh which represents the
chamber containing part of the wind tunnel
circuit and the open test section.

• Four grids representing the flow deflectors
placed at the beginning of the wind tunnel
return circuit.

• A cylindrical mesh for the actuator disk.

The figure 2 reports a slice of the computational
mesh in the symmetry plane of the wind tun-
nel, where the different component grids can be
clearly viewed. A magnified view of the mesh
close to the upper deflector is also shown in
the same figure and it let appreciate better the
cell distrubution in the region of Chimera in-
terpolation between the deflector grid and the
wind tunnel grid. It can also to be noted that
the all the solid walls (deflectors and wind tun-
nel walls) have non-zero thickness. In total the
mesh counts about 13 million cells. The applied
boundary conditions are:

• viscous wall boundary conditions on the
wind tunnel walls;
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• inviscid wall boundary conditions on the
outer chamber walls;

• velocity inlet boundary conditions at the in-
flow section;

• pressure outlet boundary conditions at the
outflow section.

The actuator disk is instead seen as a distribu-
tion of linear momentum sources over a disk-
shaped grid plane of the cylindrical grid. The
actuator disk has been positioned parallel to the
wind tunnel floor since the pressure distributions
on the disk where extracted from full 3D simula-
tions of the rotor performed with the mast angle
equal to zero.

The considered combinations of wind tunnel
flow speed and rotor thrust coefficient cover the
range 10 < V

∞
< 35, 0.08 < CT /σ < 0.12. The

steady simulations have been performed with
the RANS solver using the Spalart-Allmaras tur-
bulence model. The solver was run in parallel
on 64 processors so that 26 hours were needed
to complete the 5000 iterations at CFL = 2.5
scheluded for each test case.

4 Analysis of results

All the selected test conditions were simulated
with the assumption of a steady flow, despite the
fact that unsteady phenomena are intuitively
to be expected for the flow under investiga-
tion. Nevertheless, the steady solutions are re-
tained here as a good reference to understand
the overall qualitative pattern of the flow (note
that an unsteady simulation of the flow would
cost roughly ten times more in terms of compu-
tational time). This assumption is reasonable
since we are mainly interested in the trajectory
of the rotor wake before its possible impinge-
ment on the tunnel walls, where the flow is likely
to be locally close to a steady condition. Un-
steady flow regions are instead probably present
after the wake impact on the tunnel walls or on
the chamber floor and within the low-speed re-
circulation zones in the plenum, but these last
mentioned regions are of less interest to us.

Figure 3 shows the convergence of the force
coefficients on the lower flow deflector for two

opposite operating conditions, that is, respec-
tively, low speed with high disk loading and high
speed with low disk loading. It is evident that
in both cases the solution is not stationary. In
particular, at the lower wind tunnel speed, the
behaviour of the force coefficients is quite irregu-
lar and this is reasonably a symptom of a strong
interaction between the rotor wake and the wind
tunnel walls and flow deflectors. At the higher
speed, the variation of the force is more regular
(nearly periodic): in this regime the wake/walls
interaction is weaker, but the flow is not yet suf-
ficiently stable to reach a steady state.

The above considerations become more clear
if we look at figure 4, where the streamtraces
of the velocity field are plotted in the region
surrounding the open test section of the wind
tunnel for the same two operating conditions.
At the lower wind tunnel speed and higher disk
loading the rotor wake goes downward, it partly
interacts with the lower flow deflector and then
it is convected in the chamber right below the
return circuit of the wind tunnel, promoting the
onset of regions of unsteady, low speed, recircu-
lating flow. At the higher speed and lower disk
loading the wake is instead completely ingested
in the return circuit.

The trajectory of the wake for the two op-
erating conditions under analysis is better vi-
sualized in figures 5(a)–5(b), showing the nor-
malized Mach number distribution in the ver-
tical simmetry plane of the open test section.
The same figure permits to appreciate the effect
of the rotor on the wind tunnel nozzle jet. At
low wind tunnel speeds the jet is significatively
bent downward and, consequently, part of the
jet flows outside the wind tunnel circuit and, at
the same time, there is a suction of low speed
fluid in the upper part of the inlet section of the
circuit. It is important to note, however, that
the low speed fluid does not interact with the
rotor disk, at least in the considered range of
wind tunnel speeds. Figure 6 shows the flow in
the proximity of the upper deflector, the region
where the low speed fluid enters the return cir-
cuit of the wind tunnel.

In figures 5(c)–5(d) two other solutions are
shown, corresponding to operating conditions
laying between the two extreme cases considered
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so far.

In some of the previously analyzed figures it
is possible to note slight discontinuities of the
Mach number within the wake of the rotor.
They are not actual discontinuities of the flow
field but instead they are caused by the different
cell size across the Chimera interface between
the actuator disk grid and the wind tunnel grid.

By the analysis of the presented numerical
solutions it seems that, for all the considered
speeds and rotor thrusts, the flow in the neigh-
borhood of the rotor disk is qualitatively simi-
lar to that of the free-flight flow. Indeed, there
is no evident interaction of the rotor with its
own wake or with the shear layer of the nozzle
jet, even for the lowest velocities and the high-
est disk loading. The only noticeable effect, ob-
served for an intermediate range of velocities and
thrust coefficients, is the impact of the wake on
the lower deflector, with a possibly consequent
ground effect. It is however reasonable to think
that the performance measurements gathered in
the open test section of the PoliMi wind tun-
nel might be related to the performance of the
real-size rotor in free-flight by a fairly general
correction procedure.

Nevertheless, there can be other effects that
could potentially alter the wind tunnel measure-
ments and need to be investigated. One example
of potentially adverse phenomenon is the follow-
ing: it has been shown that there are operating
conditions where part of the wake is ingested
by the wind tunnel and part goes outside. In
this situation a small perturbation on the wake
trajectory alters the energy content of the flow
entering the return circuit and thus modifies the
dynamics of the wind tunnel circuit. That leads
to a perturbation on the jet leaving the nozzle
and flowing around the rotor and, in turn, to a
modification of the wake trajectory. It is to be
verified if the perturbation of the wake trajec-
tory gets damped or if it leads to a limit cycle
for some values of the operating parameters.

The presented numerical results suggest that
this unsteady phenomenon could appear for
V
∞

< 25m/s, but cannot help in predicting if it
will be effectively observed or not. It can how-
ever provide a possible explanation to the nearly
periodic perturbations observed during past ro-

tor tests performed at the PoliMi wind tunnel
with open test section configuration. A careful
monitoring of the wind tunnel state is therefore
suggested when operating within the identified
critical range.
In order to detect the proximity of such con-

ditions during wind tunnel operation, it is de-
sirable to devise a (simple) means to detect the
position of the rotor wake. Pressure probes are
among the simplest sensors that can be installed
in the wind tunnel and thus we want to rely on
pressure measurements in order to estimate the
trajectory of the rotor wake. In figures 7 and 8
the pressure coefficient distribution on the wind
tunnel walls is plotted beside the distribution
of the Mach number in the test section verti-
cal symmetry plane for V

∞
= 10–15m/s and

for various rotor thrusts. Velocities higher than
25m/s are not considered here because at those
regimes the wake is completely ingested by the
tunnel inlet for all the values of the thrust coef-
ficient.
The analysis of the two figures reveals that

when the wake is impacting on the lower deflec-
tor one or more pressure peaks can be observed
on the deflector surface. The distribution of the
pressure in terms of the location where the wake
impact on the deflector can be summarized as
follows.

• For V
∞

= 10m/s and CT /σ = 0.12 the
wake escapes almost completely the wind
tunnel inlet but there is no reingestion of
the wake by the rotor (see figure 7(c)). The
effect of the wake impingement on the lower
deflector are two symmetric pressure peaks
on the leading edge of the deflector, reason-
ably due to the two main vortices gener-
ated by the roll-up of the wake. For lower
velocities and higher thrusts it is expected
that the wake does not interact any more
with the deflector and it is entirely pushed
down into the space between the wind tun-
nel lower wall and the chamber floor.

• For the operating conditions between
(V

∞
= 10m/s, CT /σ = 0.10) and (V

∞
=

15m/s, CT /σ = 0.08), the two pressure
peaks coalesce into a single peak located
roughly in the middle (in the y direction) of

104



CFD analysis of wind tunnel flow in open section model rotor tests

the deflector surface. The peak moves from
the leading edge to the trailing edge of the
deflector as the velocity is increased or as
the thrust is decreased. In these operating
conditions a ground effect due to the inter-
action between the wake and the deflector
could arise.

• For V
∞

> 25m/s the wake enters com-
pletely the return circuit of the tunnel, and
only a slight pressure raise distributed over
the leading edge of the lower deflector may
be noticed.

From the above description stems that it is pos-
sible to monitor the rotor wake position by mea-
suring the pressure at some selected locations on
the lower deflector. For instance, some rows of
pressure sensors could be installed close to its
leading edge and along its span in the x direc-
tion. This solution is quite cheap and not intru-
sive (the pressure sensors can be glued on the
deflector surface without the need to drill the
tunnel walls).

5 Conclusions

The paper described the qualitative analysis of
the flow inside the open test section of the Po-
litecnico di Milano large wind tunnel in the pres-
ence of rotor effects. The flow has been sim-
ulated with the flow solver ROSITA, adopting
an actuator disk model of the AW139 rotor to
account for the rotor effects in the numerical so-
lution.

The computed flow fields in the open test
section appeared to be qualitatively similar to
the flow field of the rotor in free-flight condi-
tions for all the operating conditions of interest.
Nonetheless, quantitative effects on the mea-
sured performance are to be expected, due to the
interaction of the rotor wake with the wind tun-
nel walls, especially for an intermediate range
of flow speed and rotor thrust values where the
wake impinges on the lower deflector.

In addition, a possibly adverse effect on the
performance measurements, due to an unsteady
interaction between the wake and the wind tun-
nel walls, has been described and the operating
parameters range where the phenomenon could

occour have been identified. A pratical means to
detect these critical conditions during the actual
wind tunnel operations has been given, based
on pressure measurement at some selected loca-
tions.
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Figure 1: Numerical domain for the open test section simulations.

(a) (b)

Figure 2: A slice of the computational grid in the symmetry plane of the wind tunnel (a) and a zoomed
view of the slice close to the upper deflector (b).
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(a) V∞ = 10m/s – CT /σ = 0.12 (b) V∞ = 35m/s – CT /σ = 0.08

Figure 3: Force coefficients on the lower flow deflector.

(a) V∞ = 10m/s – CT /σ = 0.12 (b) V∞ = 35m/s – CT /σ = 0.08

Figure 4: Streamtraces of the velocity field.
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(a) V∞ = 10m/s – CT /σ = 0.12 (b) V∞ = 35m/s – CT /σ = 0.08

(c) V∞ = 15m/s – CT /σ = 0.10 (d) V∞ = 25m/s – CT /σ = 0.12

Figure 5: Mach number distribution in the vertical simmetry plane of the open test section (normalized
with respect to the Mach number at the exit of the wind tunnel nozzle).

Figure 6: Mach number distribution in the vertical simmetry plane of the open test section (normalized
with respect to the Mach number at the exit of the wind tunnel nozzle): zoom on the region surrounding
the upper deflector.
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(a) CT /σ = 0.08

(b) CT /σ = 0.10

(c) CT /σ = 0.12

Figure 7: Pressure coefficient distribution on the tunnel walls (left) and Mach number distribution in
the vertical simmetry plane of the test section (right) for V

∞
= 10m/s.
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(a) CT /σ = 0.08

(b) CT /σ = 0.10

(c) CT /σ = 0.12

Figure 8: Pressure coefficient distribution on the tunnel walls (left) and Mach number distribution in
the vertical simmetry plane of the test section (right) for V

∞
= 15m/s.
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Abstract

As a first step towards the design of dy-

namic stall control systems for helicopter per-

formance improvement, a new experimental rig

has been designed consisting in a blade section

model supported by a motorized strut, which

can move it in pitch around its quarter chord.

The design and performance of the experimen-

tal rig have been purposely conceived to repro-

duce the deep dynamic stall condition of a full-

scale retreating rotor blade section at 75% ra-

dius at high forward flight speed. Several mea-

surement techniques, including fast unsteady

pressure measurements and PIV, can be em-

ployed to completely characterise the time de-

pendent flowfield. The paper describes a pre-

liminary assessment of the dynamic stall phe-

nomenon modeling capabilities, comparing dif-

ferent numerical CFD models against the ex-

perimental results. The objective is to obtain

reliable numerical models to be used in the fol-

lowing phases of development of control devices

for dynamic stall effect mitigation.

1 Introduction

A strong demand for faster helicopter has

spurred the research on new rotorcraft design.

Several design currently in advanced or prelim-

inary development stage, like the tiltrotor (Bell

Boeing V-22, Bell Agusta BA609, ERICA con-

cept) or the compound (Sikorsky X2, or the

Eurocopter X3), call for significant changes in

the aircraft configuration. One of the problems

that these configurations try to overcome is the

dynamic stall on the retreating blade that lim-

its the high speed performance of classical he-

licopter rotor configurations [1]. However, it

is possible to mitigate or suppress the effect of

dynamic stall by using several passive or ac-

tive control techniques. Many recent activities

analysed the effectiveness of different control

systems integrated into the blade section in

order to improve helicopter performance and

expand the flight envelope and vehicle utility.

Currently, improvements to control rotor blade

dynamic stall rely upon the optimization of

the blade airfoil shape, introducing, for exam-

ple, a variable droop leading edge [3]. More-

over, the use of blowing devices such as air-jet

vortex generators [4] or plasma actuators [5]

represents an attractive solution for the reduc-

tion of the airloads hysteresis and the suppres-
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sion of stall-driven flutter occurring during a

blade pitching cycle [6]. In the aim of test-

ing new flow control devices integrated on real

helicopter blade sections, a new experimental-

numerical activity started at Politecnico di Mi-

lano on this topic. The first step of this re-

search, presented in this work, is to evaluate

modeling capabilities, comparing different nu-

merical CFD models against the experimental

results. Wind tunnel tests have been carried

out on a pitching NACA 23012 blade section.

The airfoil has been selected since, being a typ-

ical helicopter blade airfoil, it has been em-

ployed in experimental activities in the past

years about the study of the dynamic stall

phenomenon on pitching blade sections [7, 8].

The main goal of this activity is to obtain reli-

able models to be used in the following phases

of development of control devices for dynamic

stall effect mitigation. For this purpose, sev-

eral two-dimensional models have been built

using EDGE [9], a compressible Navier-Stokes

solver developed at FOI, the Swedish Research

Agency. Two turbulence models, namely, the

model by Hellsten [11, 12] and the k − ω SST

by Menter [10], have been tested, to assess

their performances in these peculiar unsteady

flows. In the paper, the experimental results

for deep dynamic stall conditions are presented

together with a thorough comparison with the

different numerical results.

2 Experimental set up

The experimental activity was conducted at

Politecnico di Milano in the low-speed closed-

return wind tunnel of the Aerodynamics Lab-

oratory. The wind tunnel has a rectangular

test section with 1.5 m height and 1 m width.

The maximum wind velocity is 55 m/s and the

turbulence level is less than 0.1%. A dynamic

stall rig has been designed consisting in a blade

section model supported by a motorized strut

that can move it in pitch around its quarter

chord, see the layout in Fig.1.

The employed NACA 23012 blade section

model, with airfoil chord of 0.3 m and aspect

Figure 1: Layout of the dynamic stall ex-

perimental rig.

ratio of 3.1, was mounted horizontally in the

wind tunnel test section and was pivoted about

the quarter-chord position on two tubular steel

shafts positioned on two self-aligning bearings,

see Fig.2.

Figure 2: NACA 23012 blade section model

in the wind tunnel.

The blade section model is composed by

three aluminum machined external sections

attached on an internal metallic frame in

alminum. The model presents an interchange-

able midspan section for the different measure-

ments techniques employed, one for Particle

Image Velocimetry (PIV) and another for un-

steady pressure measurement equipped with

pressure ports positioned along the midspan

chord line. End plates were used during the

tests to minimize interference effects of the

walls boundary layer. The driving mechanism

is composed by a brushless servomotor and a

12:1 gear drive, see the particular of the motor-

ized strut in Fig.3. The driving mechanism ar-

rangement is positioned on a cantilevered alu-

minum profile and provides 120 Nm of contin-
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uous torque. The model in connected to the

driving mechanism by a torsionally stiff steel

laminae coupling between the model tubular

shaft and the gear drive shaft. A 4096 imp/rev

encoder is used to determine the instantaneous

position of the model as well as for feedback

control.

Figure 3: Motorized strut of the dynamic

stall rig

2.1 Unsteady pressure measurement

set up

The midspan chord line of the model central

section is instrumented with 21 fast-response

pressure transducers with a slight increase in

concentration near the leading edge. The par-

ticular of the central section of the model in-

strumented with the pressure transducers is

presented in Fig.4. The transducers signals

were acquired with 50 kHz simultaneous sam-

pling rate on 21 channels for a time period

corresponding to 30 complete pitching cycles.

The high sampling rate was suggested to cap-

ture the fine detail of the dynamic stall phe-

nomenon characterized by severe unsteadiness

conditions, especially at the relatively high re-

duced frequency tested k = 0.1. The integra-

tion of the phase averaged pressure signals ac-

quired by the 21 miniature pressure transduc-

ers allowed to determine the time history of

airloads, lift and pitching moment, in a pitch-

ing cycle and to evaluate its hysteresis.

Figure 4: Particular of the model central

section instrumented with pressure trans-

ducers.

2.2 Particle Image Velocimetry set up

Figure 5 presents the arrangement of the PIV

devices in the wind tunnel test section.

Figure 5: Layout of the PIV set up.

A double shutter CCD camera with a 12 bit,

1280× 1024 pixel array and a 55 mm lens was

used to acquire the image pairs. In order to
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perform the flow survey above the entire airfoil

upper surface, the measurement field was com-

posed by 4 measurement windows spanning the

airfoil chord direction. The CCD camera was

mounted on a dual axis traversing system com-

posed by two stepper motors that allowed to

move the measurement window along two or-

thogonal directions. The PIV system used a

Nd:Yag double pulsed laser with 200 mJ out-

put energy and a wavelength of 532 nm. The

laser sheet passed through an opening in the

wind tunnel roof aligned with the flow and

positioned in the midspan of the test section

width. The laser was mounted on a single axis

traversing system to move the sheet along the

wind tunnel flow direction, enabling the use of

a smaller width sheet with higher energy cen-

tered on the measurement window. The tracer

particles injected in the wind tunnel are small

oil droplets with diameter in the range of 1-

2 µm, generated by means of Laskin nozzles.

3 CFD solver

The CFD solver used for this study is the

EDGE code developed by FOI [9]. The code

is capable of solving flows with different con-

ditions from inviscid to fully turbulent using

various turbulence models. RANS (Reynolds-

Averaged Navier-Stokes), DES (Detached-

Eddy Simulation) and LES (Large Eddy sim-

ulation) models in 2/3 dimensions are consid-

ered in this code.

3.1 Numerical methodology

The flow equations for viscous turbulent flows

are solved on the structured grid using the

node-centered finite volume solver EDGE [9].

Inviscid fluxes are discretized using a cen-

tral scheme with artificial dissipation. A

blend of second and fourth order differences

are chosen as artificial dissipation to elimi-

nate the effect of oscillations in vicinity of

shock waves or stagnation points. The vis-

cous fluxes are obtained from application of

Green-Gauss’formulations. A dual time step-

ping method as a driver is applied to march im-

plicitly in time. Furthermore, this ensures to

has unconditional stability, also the time step

size is mostly chosen based on accuracy rather

than stability. To accelerate the convergence

within each real time step, local time stepping,

multigrid and implicit residual smoothing are

used. Low Mach number preconditioning is

used to solve the incompressoble flows of in-

terest here. To start the unsteady computa-

tion, a steady state solution at the mean angle

of incidence is used as the initial solution. In

both cases, the periodic solutions for lift and

moment coefficient are normally obtained after

two oscillation cycles. The time step is chosen

to have 136 time steps per period in all test

cases.

Turbulence models used for both test cases

are Menter SST k − ω [10] and EARSM (Ex-

plicit Algebraic Reynolds Stress Model) by

Wallin & Johansson coupled to Hellsten k− ω

[11, 12].

Figure 6: Close view of the used O-type

grid.

The structured grid used in all numeri-

cal computations is an O-type grid made of

530× 160 (84800) quadrilateral elements, with

a higher resolution of the grid near leading and

trailing edge. The wall-normal grid resolution

of the closest internal node from wall is of the

order of y+ = 1, which gives a distance be-

tween the wall and the first layer of elements

of about 10

−5c, with c chord length. The outer

boundary is at 20c.
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In Fig.6, a close view of computational grid

is shown. In both test cases, a sinusoidal pitch-

ing motion is imposed on the whole grid which

therefore rotates as like a rigid body.

4 Results

The test cases considered in this work are two

pitching cycles characterized respectively by

a mean angle of attack of 10

◦

and 15

◦

, with

a 10

◦

amplitude and reduced frequency equal

to 0.1. The experimental tests and the nu-

merical simulations have been carried out at

Reynolds number Re = 1 · 106 and Mach num-

ber Ma= 0.15 in order to reproduce the con-

dition of a full-scale retreating rotor blade sec-

tion at 75% radius in forward flight. The ex-

perimental tests have been carried out also at

Re = 6 · 105 to evaluate the effect of Reynolds

number on the airloads in dynamic conditions.

Figure 7 presents the comparison of the mea-

sured airloads with the results of the simula-

tions carried out using the Hellsten and Menter

k − ω turbulence models.

For the two conditions tested, the numeri-

cal and experimental curves are in good agree-

ment. Indeed, the amount of airloads hystere-

sis over a pitching cycle and the behavior of the

airloads curves is similar. For the pitching cy-

cle case with a mean angle of attack of 10

◦

, the

numerical results, for both turbulence models,

do not reproduce the increase of lift and pitch-

ing moment that is observed in the experimen-

tal curves during the downstroke motion, for

an angle of attack between 18

◦

and 14

◦

. This

behavior in the experimental curve is explained

by the formation and migration over the airfoil

upper surface of a vortex disturbance that the

numerical simulations are not capable to repro-

duce. The formation of this vortex disturbance

during the downstroke motion is well observed

in Fig.8 that presents the Z-component vortic-

ity field (normalized by the maximum value)

obtained from PIV at 16

◦

of angle of attack

over the upper surface of the airfoil pitching

with the same sinusoidal law. The flow field

has been measured at a lower Reynolds num-

Figure 7: Comparison of experimental and

numerical results for pitching airfoil in dy-

namic stall conditions

ber equal to Re = 6 · 105 but its effect on the

dynamic airloads are quite small as the mea-

sured airloads curves at the different Reynolds
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numbers reproduce the same characteristic is-

sues.

For the pitching cycle case with 15

◦

of mean

angle of attack, the numerical results, for both

turbulence models, present a delay with re-

spect to the experimental curve of the non-

linear increase of lift during the upstroke mo-

tion due to the formation and migration of the

Dynamic Stall Vortex [2]. Moreover the nu-

merical curves present a peak of lift and pitch-

ing moment during the cycle greater than the

measured ones.

5 Conclusions

A test rig for investigating dynamic stall con-

ditions was built at the Aerodynamic Labora-

tory of the Aerospace Department, Politecnico

di Milano. The test rig was designed to repro-

duce the flow conditions and the airfoil motion

representative of a full-scale retreating rotor-

blade section at 75% radius at high-speed for-

ward flight. Both high-response pressure mea-

surements and particle image velocimetry were

used to measure the flow features. The finite-

volume unstructured-grid code EDGE by FOI

was used to simulate the experimental con-

ditions, using two different turbulence mod-

els. Numerical simulations were found to be in

good agreement with the experimental ones,

with the only exception of the lift peak ob-

served experimentally during the downstroke

phase. In this situation, both the SST k-ω

and the EARSM turbulence models failed to

capture the formation and propagation of a

vortex generated at the airfoil leading edge,

a failure that partially explains the disagree-

ment between the experimental and numeri-

cal results observed during the first half of the

downstroke movement. Current research ac-

tivities are devoted to the investigation of di-

verse dynamic stall conditions and to the eval-

uation of more advanced numerical techniques,

such as the Detached Eddy Simulation or the

Large Eddy Simulation, to improve the accu-

racy of the numerical model.
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Abstract

In the aim of research about unsteady airfoil

aerodynamics, a new experimental rig has been

designed consisting in a blade section model sup-

ported by a motorized strut that can move in

pitch around its quarter chord. The experi-

mental setup allowed to employ several measure-

ment techniques as fast unsteady pressure mea-

surements and Particle Image Velocimetry to

characterise the time dependent flowfield. The

present paper describes the comparison of CFD

simulations results with the data set produced by

experiments carried out on a pitching airfoil with

small oscillation amplitudes. The investigation

of this phenomenon currently has become a re-

search field of increasing interest due to its ap-

plication in the design and development of new

concept of micro aerial vehicles.

The analysis of the flowfield survey in the wake

of the airfoil and the comparisons with the re-

sults of the numerical simulations enabled to as-

sess and better tune the experimental and nu-

merical tools.

1 Introduction

The present paper describes the results obtained
by an experimental test campaign and numerical
simulations on the case of a NACA 23012 airfoil
slightly oscillating in pitch. This activity, that
was carried out to assess the reliability of the

experimental and numerical tools, was preceded
by measurements and simulations of the steady
flow to allow for a first tune of the numerical
simulation.
The experimental setup allowed to use differ-
ent measurement techniques as, for instance,
fast unsteady pressure measurements, hot wire
anemometry and PIV. The investigation of small
amplitudes pitching airfoils has been object of
several numerical [1] and experimental [2] activ-
ities due to, for instance, its application in the
design and development of new concept of mi-
cro aerial vehicles that currently has become a
research field of increasing interest. The first
step of this research, presented in this work, is
to evaluate modeling capabilities, comparing dif-
ferent numerical CFD models against the exper-
imental results. Wind tunnel tests have been
carried out on a pitching NACA 23012 blade
section. The airfoil has been selected since, be-
ing a typical helicopter blade airfoil, it has been
employed in experimental activities in the past
years about the study of the dynamic stall phe-
nomenon on pitching blade sections [3, 4]. The
two-dimensional models have been built using
EDGE [5], a compressible Navier-Stokes solver
developed by the Swedish research agency FOI.
The different measurement techniques employed
during the test activity produced a complete
set of experimental data to be compared with
the numerical simulations results. A complete
PIV flowfield survey in the wake of the air-
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foil at midspan has been performed to evaluate
the flow physics concerning the reproduced un-
steady conditions [9]. The analysis of the com-
plete experimental data set and the comparisons
with the numerical simulations enabled to assess
and better tune the experimental and numerical
tools.

2 Experimental set up

The experimental activity was conducted at
Politecnico di Milano in the low-speed closed-
return wind tunnel of the Aerodynamics Labo-
ratory of the Aerospace Department. This facil-
ity has a 1.5 m×1 m rectangular test section, a
maximum wind velocity of 55 m/s and a turbu-
lence level less than 0.1%. The oscillating airfoil
rig consists in a blade section model supported
by a motorized strut that can move it in pitch
around its quarter chord, see the layout in Fig.1.

Figure 1: The experimental rig.

The aluminium machined airfoil model had
NACA 23012 section, the chord c = 0.3 m

and span b = 0.93 m (so that the aspect ratio
was 3.1) was instrumented with 21 fast-response
pressure transducers with a slight increase in
concentration near the leading edge. The tras-
ducers signals were acquired with 50 kHz si-

multaneous sampling rate on 21 channels for a
time period corresponding to 30 complete pitch-
ing cycles. Lift and pitching moment have been
obtained by integration of the measured pres-
sures.
Wake flow field has been surveyed by means of
a Particle Image Velocimetry (PIV) system. A
double shutter 1.3 Mpx CCD camera with a
55 mm lens was used to acquire the image pairs.
In order to perform the flow survey along the air-
foil wake, the measurement field was composed
by two aligned 104 mm× 83 mm measurement
windows (the camera was mounted on a mo-
torized guide) with a 10 mm overlapping. The
PIV system used a Nd:Yag double pulsed laser
with 200 mJ output energy and a wavelength of
532nm.
In order to filter out the effect of turbulent os-
cillations the results, both the aerodynamic co-
efficents and the flow field, have been phase av-
eraged.

3 CFD model

3.1 Governing Equations

The flow equations in an Arbitrary Lagrangian
Eulerian (ALE) framework read

d

dt

∫

v

udv = −

∫

s

[FI(u) + FV (u)− uẋf ] ds

(1)

where u = [ρ,m,Et] is the vector of the con-
servative variables density, momentum and total
energy per unit volume, and FI(u) and FV (u)
are the inviscid and viscous flux matrices, re-
spectively. In the above equations, vi is the con-
trol volume, s is its surface and ẋf (s, t) is the lo-
cal velocity of the surface. As it is well known,
the Reynolds Averaged Navier-Stokes (RANS)
equations (1) are obtained by time averaging the
Navier–Stokes system, with a first order closure,
based on Boussinesq’s assumption.

In the present work, the dynamic viscosity
is kept constant because the temperature dif-
ferences are small within the flowfield. The
Spalart-Allmaras turbulence model is used to
compute the turbulent viscosity. The laminar

119



Experimental-Numerical study of small amplitude oscillations of a pitching airfoile

and turbulent thermal conductivity are com-
puted by assuming a constant Prandtl and tur-
bulent Prandtl number, respectively. Air is
threated a calorically perfect gas since the gas
temperature is low enough so that the vibra-
tional and electronic modes are not excited.

3.2 Numerical method description

The finite volume discretization of the RANS
system is obtained by applying the integral for-
mulation of the governing equations to a finite
number of control volumes, each defined around
a given node of the triangulation. Defining
F = FI + FV as the total flux the discrete form
of the expression (1) can be written as:

d(Ωiui)

dt
=

∑

kǫTi

Φ(ui,uk, Sik, µik)+Φ∂(ui, Si, µi),

(2)
where Ti is the set of nodes k sharing a por-
tion of their boundary with the volume of node
i, node i excluded. Furthermore Sik is the in-
tegrated outward normal of the surface portion
associated with the couple of nodes ik,Sik =
∫

∂Ωik
dSi(s, t) and µik =

∫

∂Ωik
ẋfdSi(s, t) is the

integrated interface velocity. In order to have a
numerical scheme to be stable the grid velocities
µik and the and the grid dependent geometric
quantities , such as for example the volume as-
sociated with the finite volume of the integrated
outward normals, are to be computed accord-
ing to suitable consistency conditions, usually
referred as “Geometric Conservation Law” [12].
It is possible to define either a central scheme or
an upwind scheme to discretize the convective
terms of equations (1). According to a piece-
wise representation of finite volumes, the term
Φ∂ , accounting for the flux boundary contribu-
tion on the frontiers of the computational do-
main is

Φ∂(ui, Si, µi) = F (ui)Si − uiµi. (3)

Finally, the flow equations are integrated ex-
plicitly using a multi-stage Runge-Kutta scheme
with convergence acceleration by agglomeration
multigrid and implicit residual smoothing. A
central scheme plus a Jameson type diffusion
is used for the spatial discretization. Since the

multigrid approach (even if not the full multigrid
one) has been used, on coarser elements a sim-
plified form of the artificial dissipation operator
is used to save computational time. This one is
characterized by a dissipation coefficient whose
standard value corresponds to visz = 0.15. The
second order dissipation term that is active in
the neighborhood of shocks (visII = 0.5). The
fourth order dissipation term is used to remove
high-order oscillations (visIV = 0.001).

Time-accurate solutions are obtained using an
implicit dual time-stepping technique with ex-
plicit sub-iterations and a three-point backward
differences formula

d(Ω∗

iu
∗

i )

dτ
= Φ̃(u∗, Sik, µik) +Q, (4)

with the unsteady residual

Φ̃(u∗, S∗

ik, ẋ
∗

ik) =
3Ω∗

iu∗i
2△t

+
∑

kǫTi

Φ(ui,uk, Sik, µik)

+ Φ∂(ui, Si, µi) (5)

and the source term reads

Q =
4Ωn

i u
n
i − Ωn−1

i un−1

2∆t
. (6)

The stationary solution of the relationship (4)
corresponds to the flow variables at the new time
level, i.e. u∗ = un+1. Since the residual is
driven to zero at steady state in pseudo time,
hence d

dτ
= 0 the equation 2 is fullfilled.

4 Results

Before the dynamic tests, static measurements
and simulations have been carried out on the
NACA 23012 airfoil at Re = 1 · 106. The
comparison of the experimental and numerical
CL − α curves presents a very good agreements
as can be observed in Fig. 2.

The dynamic tested condition consists in
pitching oscillation of the NACA 23012 around
the zero-lift angle of attack (i.e. α0

∼= −1◦) with
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Figure 2: Steady CL − α curve at Re = 1 · 106.

2◦ of oscillation amplitude. The reduced fre-
quencies reproduced experimentally and numer-
ically are k = 0.1 and k = 0.2. The reduced
frequencies have been obtained with model fre-
quency respectively of f = 3.18 Hz and f =
6.37 Hz at the flow velocity V = 30 m/s (cor-
responding to Ma = 0.09 and Re = 6 · 105).
For both the two tested reduced frequencies an
hysteretic behavior of lift and moment coeffi-
cient was found by the experiments and by the
simulations as well although the amplitude of
the histeresys is not the same. In Fig. 3 and 4
these results are compared with the Theodorsen
theory: the measured data result to be in quite
good agreement with the theory except for the
lift coefficiente at k = 0.1, while the numerical
results present sensible differences that probably
are due to a rather low resolution of the mesh in
the far wake region.

Figures 5-8 present the comparison of the
velocity profiles in the wake of the oscillating
airfoil at maximum, minimum and zero-lift an-
gle of attack both in upstroke and downstroke.
In particular the velocity profiles are plotted at
a distance from the airfoil trailing edge in the
range between 5% and 20% of the chord.

The comparison of the velocity profiles
demonstrates very good results as the numerical
curves reproduce very well the behavior of the
experimental curves derived from the PIV flow
surveys carried out for the same pitching cycle
conditions. In fact, the numerical and experi-
mental flow field present a very good agreement
as can be seen from figures 9-12 that illustrate
the contours of the adimensional velocity mag-
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Figure 3: Airloads coefficient cycle for k = 0.1:
(a) lift coefficient, (b) pitching moment coeffi-
cient.
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Figure 4: Airloads coefficient cycle for k = 0.2:
(a) lift coefficient, (b) pitching moment coeffi-
cient.

nitude in the airfoil near field at maximum, min-
imum and zero-lift angle of attack both in up-
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Figure 5: Velocity profiles in the wake of the oscillating airfoil at α0 − 2◦ for k = 0.2.
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Figure 6: Velocity profiles in the wake of the oscillating airfoil at α0 in upstroke for k = 0.2.
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Figure 7: Velocity profiles in the wake of the oscillating airfoil at α0 in downstroke for k = 0.2.
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Figure 8: Velocity profiles in the wake of the oscillating airfoil at α0 + 2◦ for k = 0.2.
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stroke and downstroke. The velocity step across
the wake at α0, due to the circulation issued
from the trailing edge, is clearly visible from the
measurements and accurately predicted by the
simulations.

5 Conclusions

A new experimental rig has been designed for
testing oscillating airfoil in pitch. The exper-
imental rig allowed to employ fast unsteady
pressure measurements and Particle Image Ve-
locimetry to completely characterise the time
dependent flowfield. The experimental rig has
been involved for an experimental campaign on a
NACA 23012 airfoil section pitching around the
zero-lift angle of attack with small amplitudes
at different reduced frequency. The tests results
have been compared with simulations using the
Navier-Stokes solver EDGE by FOI reproducing
the same experimental conditions. The compar-
ison of the results enabled to assess and bet-
ter tune the experimental and numerical tools
at low reduced frequency. In particular, both
the velocity profiles and the flow field in the air-
foil near wake present a very good correlation,
while improvements in the employed CFD model
are necessary for better capturing the hysteresis
of the airloads cycle measured experimentally.
In this aim, future developments of the present
work will focus on simulations and tests of the
same airfoil pitching with small oscillation am-
plitudes at a higher reduced frequency k = 1,
in order to study the flow field characterized by
severe condition of unsteadiness.
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Figure 9: Contours of the adimensional velocity magnitude in the near wake of the oscillating airfoil
at α0 − 2◦ for k = 0.2.
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Figure 10: Contours of the adimensional velocity magnitude in the near wake of the oscillating airfoil
at α0 in upstroke for k = 0.2.
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Figure 11: Contours of the adimensional velocity magnitude in the near wake of the oscillating airfoil
at α0 in downstroke for k = 0.2.
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Figure 12: Contours of the adimensional velocity magnitude in the near wake of the oscillating airfoil
at α0 + 2◦ for k = 0.2.

128



 

 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

 
 

Abstract  

The purpose of the present work is to 
understand and to implement a possible way 
for modeling the counter rotating coaxial 
rotors of a rotary wing MAV. Micro aerial 
vehicle (MAV) is a remotely operated aircraft 
with a maximum linear dimension of 
approximately six-eight inches. MAV can be 
employed for several missions, both military 
and civil in potentially hostile environments 
where human life would be at risk. MAVs 
necessitate highly stable and controlled flight. 
Coaxial rotors configuration seem to be a good 
solution for small scale aircraft, especially 
because of their hover stability and 
compactness. This paper describes the design 
and the assemblage of a micro coaxial 
helicopter at Dipartimento di Ingegneria 
Aerospaziale. Numerical investigations are 
based on Blade Element Momentum Theory  
because of its cost effectiveness.. This is clearly 
true for large scale rotors but not enough 
demonstrated for the MAV scale rotors, where 
different aerodynamic phenomena are involved 
and predominant. Therefore experimental 
investigation was also performed, to validate 
theoretical approach and numerical results. 

1 Introduction  

A serious effort to design aircraft that are 
as small as possible for special, limited-
duration missions began in the early 1990s. The 
concept of Micro Air Vehicles entered in the 
technical vocabulary in 1992, when for the first 
time the word MAV was used during a 
Workshop called “Future Technology – Driven 
Revolutions in Military Operation”.  

The event was organized by DARPA, the 
government agency, within the US Department 
of Defense, whose mission is R&D in the field 
of new technologies for military scopes.  

Defined at the beginning as micro-UAVs, 
MAVs have represented a further development 
of Unmanned Air Vehicles in the way of a 
progressive reduction of dimensions. After 
1992, the interest in these devices increased, 
leading to a series of feasibility studies, 
conducted in particular by MIT and the US 
Naval Research Laboratory.  

The positive feedback of these preliminary 
studies convinced DARPA to fund an 
ambitious project of several billion dollars to 
develop flying robots with a maximum size of 
6 inches. It quickly became a challenge that 
involved teams of research within universities, 
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private companies and government laboratories 
not only in the US.  

Since those years, thanks to the increasing 
availability of low cost and reliable electrical 
and mechanical micro components, especially 
from the RC model market, hundreds of 
configurations have been created. Some of 
these flew with success.  

Many scientific papers have been 
published. In 1997, an annual MAVs 
competition was established in the US, hosted 
for the first time by the University of Florida. 
In 2000, it was given the name “ International 
Micro Air Vehicle Competition” (IMAV).  

Some years later, the European version 
was also born. IMAV and EMAV still 
continue, involving teams from many countries 
all over the world, and they are always 
followed by workshops and exhibitions to take 
stock of the state of the art.  

MAVs are nowadays a growing reality. 
They carry visual, acoustic or chemical sensors 
and, for this reason, can be piloted without the 
eye-contact or can follow a predetermined path 
in autonomous navigation.   

MAVs can be employed for several 
missions, both military and civil, such as: over-
the-hill and around-the-corner reconnaissance 
in war context; indoor and outdoor video 
surveillance also in the dark; detection of 
chemical, bacteriological or radioactive agents; 
rescue operations; traffic monitoring; and 
information collection in urban settings. 

The purpose of this work is to understand 
and to implement a possible way for modeling 
the counter rotating coaxial rotors of a rotary 
wing MAV.  

Coaxial rotors have not found large 
application in the Helicopter Industry. 
Companies that have adopted them, like the 
Russian Kamov, are rare.  

This is mainly due to the mechanical 
complexity they need in order to work, 
particularly while transmitting the motion from 
the motors to the blades.  

Furthermore it is not a very efficient 
system, mainly because of the lower rotor 
aerodynamic losses.  

However, coaxial rotors seem to be a good 
solution for small scale aircraft, especially 
because of their hover stability and 
compactness, due to the absence of the tail 
rotor and the presence of two main rotors 
which provide the lifting thrust, instead of only 
one.  

2 Numer ical method 

In order to investigate coaxial rotor MAV 
Blade Element Momentum Theory was chosen 
because of its cost effectiveness: it has seemed 
fairly simple but thought to be able to provide 
good results according to experimental 
measures as demonstrated in ref. [1, 2].  

This was clearly true for large scale rotors 
but not enough demonstrated for the MAV 
scale rotors where different aerodynamic 
phenomena are involved and low Reynolds 
number aerodynamics is predominant.   

The BEMT is extensively illustrated by 
Leishman in [1] and it will be only summarized 
in the following. This theory combines the 
basic principles from both the blade element 
and the momentum approaches, considering the 
equivalence between the circulation and 
momentum theories of lift, and the 
conservation laws to an annulus of the rotor 
disk.  

The incremental thrust on each annulus is 
computed using momentum theory with the 
assumption that successive rotor annuli have no 
mutual effects on each other and taking into 
consideration the inflow velocity  v. 

Let R the rotor radius R, A=πR2 the rotor 
disk area and Ω the rotational speed of the 
rotor. The non-dimensional induced velocity  
can be defined as: 
 

R

v

Ω
=λ  
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Let  the non-dimensional radial distance 
along the blade, the corresponding non-
dimensional induced velocity of the Upper 
Rotor can be written as in reference [3]: 

 

 

where:  
 

 is the  non-dimensional   induced 

                    velocity due to climb velocity V; 
 

  is the “local rotor solidity” , 
based on the local blade 
chord c, and the number of 

blades, Nb ; 
 

   is the lift curve slope; 
 

  is the blade pitch angle;  
 
F is the Prandtl tip-loss function [1]: 
 

 
 

with  
 

 
 

F represents a correction factor for the blade 
tip effects and is an implicit function of λ itself. 

Therefore the corrected local value F( ) 
has to be determined by an iterative procedure, 
starting from F=1 (which is the case of an ideal 
rotor, with infinite number of blades  Nb).  

The BEMT flow model for the coaxial 
rotor assumes that the lower rotor operates 
partly in the fully developed slipstream ( ) 
of the upper rotor.  Consequently it is necessary 
to consider a suitable radial contraction 
transformation as illustrated by Leishman in 

ref. [3]. The non-dimensional induced velocity 
of the Lower Rotor can be written as: 

 

if  , and  

 

if . 

After computing the radial distribution of 
the non dimensional induced velocity for each 
rotor, the elementary contribution to thrust 
coefficient can be calculated:  
 

 
 

A code based on BEMT was developed and 
fully validated with numerical results available 
in [2] and experimental data from Harrington 
[4] as it is shown in Fig. 1. 

 
Fig. 1 Validation of BEMT code for  single and coaxial 
rotors against computations [2] and measurements 
[4] of thrust and power  for  Harr ington Rotor 1. 

Red lines ( – and …. ) denote the present calculation. 

3 MAV coaxial rotor 

The application of BEMT to MAV rotors 
encounters different problems and difficulties.  
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In order to choose the most simple and 
reliable system for the MAV, an architecture 
without the necessity of changing both the 
collective and cyclic pitch for each rotor was 
investigated. It requires one engine for each 
rotor and a suitable control system.  

Lifting thrust TOB can be provided by 
differentially changing the two counter-rotating 
rotors angular velocities, ΩUR and ΩLR, with 
respect to the torques’  equilibrium: 

 

 
 

 
 
Using commercial available components by  

Esky “LamaV3 Co-Axial Helicopter”  a flying 
prototype of a rotary wing MAV was 
assembled as illustrated in [5]. The final 
configuration is shown in Fig. 2.  

  
Fig. 2 The micro helicopter  assembled using RC 
commercial components. Rotor  radius is 172 mm and 
the distance between the two rotors is 64 mm. 

The actual geometry of the blade and the 
different airfoil sections were experimental 
measured, cutting progressively the blade from 

the tip and accurately digitalizing each section. 
The procedure is shown in Fig. 3.  

 
 
Fig. 3 Measurement of pitch angle and air foil section 
along the blade. 

The thickness ratio TR was found variable 
from 3.17 to 7.15 %, the camber ratio CR from 
2.57 to 10.02 % and the pitch angle from 4.9° 
to 15.8°. It was established the possibility to 
accurately represent each section by a circular-
arc airfoil. In this way the geometric 
characteristics of blade sections are similar to 
2D airfoil computations of Bohorquez [6].  

The lift curve (as shown in Fig. 4) are 
considerably not linear and strongly Reynolds 
number dependent. Consequently the 
convergence of λ distribution along the rotor 
radius was found very critical. The details of 
this numerical procedure are reported in [7].  

 
Fig. 4 Non linear  lift curve of blade air foil for  
different Reynolds numbers. Computation by  
Bohorquez [6]  
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4 Exper imental investigation 

Starting from the micro-sized coaxial model 
shown in Fig 2, an experimental apparatus  was 
set to measure the static thrust and the velocity 
in the wake of small scale rotors, as illustrated 
in Fig. 5.   

The pitch angle of each blade was carefully 
fixed to avoid uncertainties and to allow 
comparison with numerical computations.  

Further details of instruments and 
experimental procedures can be find in [7]. 

 

Fig. 5 The fixed-pitch model used in exper imental 
investigation  of coaxial rotor . 

Three different test cases were considered to 
compare experimental and numerical data. 
Note that it was only possible to measure the 
total thrust produced by the coaxial rotor 
system, but using an optical tachometer the 
rotational velocity of each rotor was really 
detected and considered for the numerical 
computation.  

Fig. 6 Measurement of velocity flowfield in the wake 
of the lower  rotor . 

Using a Schiltknecht MiniAir 60, vane 
anemometer (see Fig. 6) the velocity flowfield 
in the wakes of single and coaxial rotor 
configuration was also detected. The 
comparison between measures and numerical 
results are reported in Fig. 7 and Fig. 8.  

Fig. 7 Compar ison between exper imental induced 
velocity and BEMT computation of for  a single 
(upper) rotor . The distance between the 
measurement plane and the rotor  disk was 64 mm.  

 

Fig. 8 Compar ison between exper imental induced 
velocity and BEMT computation for  coaxial rotor  
configuration. The distance of the measurement plane 
from the lower  rotor  disk was 20 mm. 

The induced inflow velocity is referred to 
rotor disk plane itself, while the measurements 
are provided with some distance from it. To 
better compare the two velocity distributions 
the BEMT computation consider the case with 
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Prandtl function F=1. The agreement is 
reasonable, both for single and coaxial 
configuration. Notice that the wake of 
helicopter rotor in hover condition is highly 
unsteady and three-dimensional [8].  

The radial contraction of the upper rotor 
outflow is experimentally proved in Fig. 7 by 
the abrupt variation of the radial distribution of 
the induced velocity for r=rc=0.8.  

The measurements of Fig. 8 display that the 
inflow at the lower rotor is affected by the 
impinging wake (outflow) from the upper rotor 
with a more gradual spreading then BEMT 
computation, which is based on the ideal 
assumption of vena contracta.  

Satisfactory prediction of thrust was 
obtained. The following table compares 
measured values and numerical results: the 
relative differences are of the order of few 
percent.  
 

Test case 1 2 3 

 [rpm] 1600 1758 1967 

 [rpm] 1562 1760 2086 

E
X
P
 m
ea
su
re
 

[N] 
1.77 2.26 2.94 

[N] 1.702 2.135 2.864 

num-exp 3.5% 5.3% 2.6% 

 UR 
107.5  
[62%] 

132.4  
[61%] 

169.9 
[58%] 

n
u
m
er
ic
a
l 
d
a
ta
 

 LR 
66.1  
[38%] 

85.2 
[39%] 

122.2  
[42%] 

 UR 
0.0112  
[61%] 

0.0114  
[61%] 

0.0117  
[61%] 

 LR 
0.00719  
[39%] 

0.00731  
[39%] 

0.00746 
[39%] 

 COAX 0.0183 0.0187 0.0191 

 -   UR 
0.00165 
[54%] 

0.00166 
[54%] 

0.00166 
[53%] 

 -   LR 
0.00143 
[46%] 

0.00144 
[46%] 

0.00145 
[47%] 

 -  

COAX 
0.00308 0.00309 0.00311 

n
o
n
 d
im
. 
n
u
m
er
ic
a
l 
d
a
ta
 

Figure. of 
Merit  

0.52 0.53 0.55 

The experiments didn’t simulate the real 
operative conditions of the MAV. In fact, 
during the flight, the control system manages 
the power to the engines with two different 
voltages to ensure the trim of the coaxial rotors. 
The preset trim curves are followed. While, 
during the tests, the two engines were fed with 
the same voltage.  

Experimental conditions are described in 
detail in reference [7] where the full data are 
reported. 

The last row of the table reports the 
computation of Figure of Merit (FM) as defined 
by Leishman for coaxial rotors in [3]. This is a 
non-dimensional efficiency parameter that 
provides a basis to conduct a relative 
comparison of rotor performance in hover. The 
FM considers “actual”  power required to hover 
against the “ ideal”  power required to hover 
(calculated using the moment theory). The 
calculation of FM≈0.5 is a typical estimation 
for MAV rotors. 

Blades of different geometries, materials and 
roughness were also considered. The 
experimental and numerical investigations of 
these alternative configurations can be found in 
reference [7]. 

In order to apply the BEMT code to more 
realistic condition a trim condition was also 
considered, balancing the torques produced by 
the two counter-rotating rotors. 

The experimental data were obtained during 
the test of the flying MAV prototype shown in 
fig. 2. The MAV was equipped with a suitable  
flight control system as described by Tacca in 
reference [5]. 

The comparison between experimental data 
and numerical computation is reported in Fig. 9 
for different thrust values. The agreement is 
satisfactory. Note that, in order to balance the 
torque generated by the upper rotor, the lower 
one has higher rotational speed.   

The knowledge of these characteristic 
curves (thrust versus angular velocity) is a 
valuable tool for design the MAV flight control 
system. 
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Fig. 9 Measurement of total thrust and rotational 
velocities of upper  and lower  rotors, compared with 
the numer ical results in a tr im condition. 
 

In order to measure the actual wake 
contraction rc and the diffusion of tip vortex, an 
experiment of flow visualization was included 
in the investigation.  

Smoke was injected into the flow just 
above the tip rotor, as shown in Fig. 10. The 
image confirms the measurement of Fig. 7.  

 
 

5 Conclusion 

The aim of this work was to understand 
and to implement a possible way for modeling 
the counter rotating coaxial rotors of a rotary 
wing MAV.  

A numerical code based on BEMT was 
developed and validated over available results 
of coaxial rotors. The code was improved to 
account for low Reynolds number 
aerodynamics.  

Using available commercial RC 
components a prototype of coaxial rotor MAV 
system was assembled and tested. 

An experimental apparatus was set to 
measure the static thrust and the velocity in the 
wake shed from the rotors, and the comparison 
between the measurements and the numerical 
forecast was found satisfactory. 

The problem of the rotor trim was also 
investigated in order to provide the 
characteristic curves (thrust versus angular 
velocity) useful in the control of the MAV 
flight. 

The code can be used to solve both the 
direct problem - predicting thrust of a given 
coaxial rotors geometry - and the inverse 
problem - design the optimum rotor. 

 

 
Fig. 10 Flow visualization image and measurement of the wake contraction of a single “ upper”  rotor , in a plane 
cor responding to lower  rotor  disk. 
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Abstract  

A hierarchical BEM solver for the analysis 
three-dimensional anisotropic dynamic 
problems is presented. The solution of three
dimensional anisotropic dynamic
the boundary element method is 
ally intensive and time consuming
framework, the use of the hierarchical matrices 
and iterative solvers represent an effective 
technique for speeding up the solution 
procedure and reducing the required memory 
storage. The results presented show the 
effectiveness of the approach and its accuracy.

1 Introduction 

The complete characterization of a 
mechanical structure involves the solution of 
different problems, like the analysis of the 
and dynamic behavior, the design of 
assessment and repair procedures, 
non destructive inspection techniques
some cases, the inherent anisotropic behavior of 
the employed materials, and the 
complexity arising in the 
modelling, make the use of numerical methods 
mandatory. Today, the finite element method 
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solver for the analysis of 
dynamic crack 

problems is presented. The solution of three-
dynamic problems by 

 computation-
ally intensive and time consuming. In this 
framework, the use of the hierarchical matrices 
and iterative solvers represent an effective 
technique for speeding up the solution 
procedure and reducing the required memory 

sults presented show the 
and its accuracy. 

complete characterization of a 
involves the solution of 

the analysis of the static 
the design of damage 

, the design of 
techniques, etc. In 

e inherent anisotropic behavior of 
and the subsequent 

complexity arising in the mathematical 
of numerical methods 

finite element method 

(FEM) is the most widely employed numerical 
method for structural analysis
computational effectiveness related to the 
generation of banded symmetric resolving 
system, differently from the 
method (BEM), that, on the contrary, generates
a fully populated and non
system. However, there are fields of 
investigation where the application of the 
is very appealing. Elastodynamics 
Mechanics are the fields in which boundary 
element formulations have been established as 
an accurate and efficient tool for model
analysis [1, 2]. 

In the framework of dynamic fracture 
mechanics BEMs, a great deal of work has been 
done for isotropic solids in both 2
On the other hand a small number of boundary 
element papers has been dedicated to 
anisotropic materials. Actually, it is the lack of 
explicit closed-form fundamental solutions that 
makes the formulation and implementation of 
boundary element methods
anisotropic materials. The most frequently used 
method to obtain the required Green's functions 
is the Fourier transform technique, 
to obtain a closed form inverse transform 
applied to the isotropic c
anisotropic case, leads to a solution expressed 
terms of infinite integrals. 

Hierarchical BEM for dynamic analysis of anisotropic 3
cracked solids 
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s the most widely employed numerical 
method for structural analysis, due to its 
computational effectiveness related to the 
generation of banded symmetric resolving 

from the boundary element 
, that, on the contrary, generates 

a fully populated and non-symmetric resolving 
system. However, there are fields of 

application of the BEM 
Elastodynamics and Fracture 

ics are the fields in which boundary 
element formulations have been established as 
an accurate and efficient tool for modelling and 

In the framework of dynamic fracture 
a great deal of work has been 
solids in both 2D and 3D [1]. 

On the other hand a small number of boundary 
element papers has been dedicated to 
anisotropic materials. Actually, it is the lack of 

form fundamental solutions that 
the formulation and implementation of 

oundary element methods difficult for 
anisotropic materials. The most frequently used 
method to obtain the required Green's functions 

technique, which allows 
to obtain a closed form inverse transform when 
applied to the isotropic case whereas, for the 

leads to a solution expressed in 
terms of infinite integrals. Non-explicit 
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fundamental solutions have been proposed but 
these are generally cumbersome to deal with in 
boundary elements implementations. Wang and 
Achenbach [3, 4] proposed an expression of the 
time-harmonic anisotropic fundamental 
solutions in terms of an integral defined over the 
surface of a unit radius sphere for 3D problems 
and over the circumference of a unit radius 
circle for 2D problems. This fundamental 
solution has been investigated in terms of its 
properties, numerical implementation and 
efficiency by different authors [5-9]. Different 
boundary element formulations have been 
presented for the analysis of 2D wave 
propagation and fracture mechanics in 
anisotropic solids. 3D BEM for anisotropic 
dynamics have been mainly proposed for 
transversely isotropic solids [5, 10, 11] whereas 
very few papers are available in the literature for 
general anisotropic media [12]. 

Although the BEM offers appealing 
modeling features, its extensive application is 
hindered by some limitations related to its non-
symmetric and fully-populated resolving system 
which leads to intensive use of computational 
resources in terms of solution time and memory 
storage. For anisotropic dynamic problems these 
limitations are worsened by the poor efficiency 
in the influence matrix assembly, related to the 
need of numerically computing the fundamental 
solution kernels. The above mentioned issues 
become crucial when large scale models need to 
be analyzed for engineering purposes. Many 
investigations have been carried out to improve 
the computational efficiency of boundary 
element methods and different techniques have 
been proposed such as the fast multipole method 
[13], the panel clustering method [14], the 
mosaic-skeleton approximation [15] and the 
methods based on hierarchical matrices [16]. 
The FMMs and panel clustering tackle the 
problem from an analytical point of view and 
require the knowledge of some kernel expansion 
in advance to carry out the integration, proving 
very efficient for cases in which closed form 
expressions of the involved kernel are available, 
like in 3D isotropic elastodynamics [17]. On the 
other hand, hierarchical matrices provide purely 
algebraic tools for the approximation of 

boundary element matrices, thus resulting 
suitable for problems in which analytic closed-
form expressions of the kernels are not 
available. Their application to 3D anisotropic 
fracture mechanics problems in the framework 
of the Dual Boundary Element Method has 
proven effective, showing reduction in the 
required computational time for both assembly 
and solution together with memory storage 
savings in case of large systems [18]. 

In the present paper, a fast BEM for three-
dimensional anisotropic dynamic Fracture 
Mechanics, based on the hierarchical matrices 
and the Adaptive Cross Approximation (ACA) 
algorithm, is presented addressing the 
peculiarities and behaviour of the blocks 
approximation algorithm for the considered 
problem. Finally numerical experiments are 
performed to validate the approach and assess 
the advantages of the proposed computational 
strategy. 

2 Time-harmonic Dual Boundary Element 
method 

The modelling of fracture mechanics 
problems by the boundary element method can 
be accomplished through different formulations 
among which the Dual Boundary Element 
Method (DBEM) represents a very effective 
single-domain approach [1]. In the following, 
the involved integral equations are briefly 
reviewed for the case of time-harmonic loading, 
zero body forces and free crack surfaces. 

2.1 Fundamental solutions 

The problem fundamental solutions represent 
the elastic response of the unbounded domain 
subjected to time-harmonic unit point loads 
directed along the reference axes and applied at 
the source point ��.  �or the 3D general 
anisotropic solid, it was derived by Wang and 
Achenbach [4]. They employed the Radon 
transform to reduce the governing equations to a 
one dimensional system of ordinary differential 
equations, which can be uncoupled by its 
eigenvalues and eigenvectors. After the solution 
of the transformed problem the subsequent 
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application of the inverse Radon transform 
allows to obtain the fundamental solution 
kernels which are given in terms of an integral 
over the surface of a unit sphere.  

The time-harmonic fundamental solution 
kernels can be decomposed as the sum of a term 
depending from the position vector � = � − �� 
and the frequency 	, which goes to zero as 	 
does, and a term depending on r only, which 
corresponds to the static anisotropic 
fundamental solution. Denoting by the 
superscript R and S the frequency dependent and 
the static part of the time-harmonic fundamental 
solution one has the following form of its 
kernels 
��(�) 
��(�)∗ (��, �, 	) =
��(�)� (��, �, 	) + 
��(�)� (��, �) (1) 

The symbol 
 with two subscripts stands for 
the fundamental solution displacements U and 
tractions T, needed for the displacement 
boundary integral representation. The same 
symbol 
 with three subscripts stands for the 
derivative kernels D and S involved in the stress 
and tractions boundary integral representation 
[1] . The frequency independent part of the 
fundamental solution kernels ���� , ����, �����  and ����� , which corresponds to the static 
fundamental solution [4], presents singularities 
of order |�|��, |�|��, |�|��, |�|��, respectively. 
Their expressions can be found in reference 
[18]. The frequency dependent part of the 
displacements kernel is given by  

����(��, �, 	) = i4"�   
#  $  

�
%&�

'%(�%(�%2*+%�  ,-./|0⋅�| 2�(0)|0|&�0⋅�3�
 (2) 

where * is the material density, 0 is the external 
unit normal to the integration half a unit sphere 
centered at the field point � and extending on 
the half-space 0 ⋅ � > 0. The other terms 
appearing in Eq. (2) are defined in terms of the 
eigenvalues 6% and eigenvectors (7% of the 
Christoffel matrix Λ��(9) = :�;�<9;9<, where 

:�;�< are the components of the elasticity tensor. 
Accordingly, one defines the phase velocity +% = =6%/* and the corresponding wave 
number '% = 	/+%. The expression of the 
frequency dependent contribution of the traction 
kernel is given by  

����(��, �, 	) = − :?@AB4"� C@   
#  $  

�
%&� 9B '%� (D%(�%2*+%�  ,-./|0⋅�| 2�(0)|0|&�0⋅�3�

 (3) 

For the derivative kernels one has the following 
expression of the frequency dependent part  

����� (��, �, 	) = :E?AB4"�   
#  $  

�
%&� 9B '%� (D%(�%2*+%�  ,-./|0⋅�| 2�(0)|0|&�0⋅�3�

 (4) 

����� (��, �, 	) = i :��FG  :�<DH4"�   C<  
I #  $ 9ℎ9B '%� (D%(<%2*+%�  ,-./|0⋅�|�

%&�   2�(0)|0|&�0⋅�3�
K

K− i|�| #  $ 9ℎ9B '%� (D%(<%*+%�
�

%&�   2L(0)|0|&�0⋅�&�
M

 (5) 

where the last integral is performed on the unit 
radius circle centered at the field point �, lying 
in the plane 0 ⋅ � = 0. It should be noted that 
the terms ����, ����, �����  exhibit regular behavior 
with respect to |�|, whereas the kernel �����  
presents a weak singularity of order |�|��. 

The computation of the fundamental solution 
requires to perform numerically the integrations 
appearing in both the static, see reference [18], 
and the frequency dependent parts of the 
kernels, see Eqs. (7), (11), (12) and (13). The 
integration scheme proposed in reference [4] 
and based on Gauss quadrature formulas 
appears to be the more efficient alternative for 
general anisotropic media. It should be noted 
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that, in order to obtain the desired accuracy, the 
order of the fundamental solution integration 
formulas needs to be accurately set, as the 
complex exponential term exhibits highly 
oscillatory behavior for large values of |�|. This 
makes the computation of the fundamental 
solution kernels a computationally intensive and 
time-consuming task. 

2.2 Boundary integral equations and 
numerical model 

In the DBEM the needed boundary integral 
equations are obtained by: i) collocating the 
boundary integral representation for the 
displacements on the external boundary of the 
body and on one of the crack surfaces, ii) 
collocating the boundary integral representation 
for the tractions on the other crack surfaces [1]. 

Accounting for the decomposition of the 
time-harmonic fundamental solution into static 
and frequency dependent contributions, the 
displacement boundary integral equation for a 
point �� belonging to the external boundary of 
the body subjected to a load with circular 
frequency 	 is written as [4] 

+��  N�(�O) + P  Q ���� N� 2Γ − P  Q ����  S� 2Γ +
P  Q ����  N� 2Γ − P  Q ����  S� 2Γ = 0  (6) 

where +�� are coefficients depending on the 
boundary geometry and computed through rigid 
body considerations and the symbol T   stands 
for Cauchy principal value integral due to the |�|�� singularity of the of the ���� kernel. 

For a point belonging to one of the crack 
surfaces, namely the lower surface, the 
displacement integral equation specializes as 

+��� N�(���) + +��U N�(��U) + P  Q  ����  N� 2Γ −
P  Q ����  S� 2Γ + P  Q ���� N� 2Γ − P  Q ����  S� 2Γ = 0 (7) 

where ��� and ��U are the two coincident crack 
points belonging to the lower and upper crack 
surfaces. For smooth crack surfaces at ��� it 

holds +��� = +��U = 0.5 W�� where W�� is the 
Kronecker delta. 

The traction integral equation collocated at a 
point ��U belonging to the other crack surface, 
namely the upper one, where strain continuity is 
assumed, is written as  12 S?Y�0+Z − 12 S?(�0−) + P  [  �E?\�  C? N\ 2Γ −

P  [ �E?\�  C? S\ 2Γ + P  [ �E?\]  C? N\ 2Γ −
P  [ �E?\]  C? S\ 2Γ = 0

 (8) 

where C� are the components of the outward 
normal at the collocation point, again the 
symbol T   denotes the Cauchy principal value 
integral associated with the |�|�� singularity of 
the of the �����  kernel and T   stands for 
Hadamard principal value integral, originating 
from the presence of the |�|�� singularity of the 
of the �����  kernel. 

An important application of the time-
harmonic boundary element formulation is wave 
scattering. Denoting by N��^ and S��^ the 
displacement and traction components of the 
known incident field and assuming that the 
crack boundaries [ are traction free, Eqs. (6), 
(7) and (8) specializes as 

+��  N�(��) + P Q ����  N� 2[ +
P Q ���� N� 2[ = N��^(�O)  (9) 

+E?− N?(�0−) + +E?+ N?Y�0+Z + P  [  �E?�  N? 2Γ +
P  [ �E?]  N? 2Γ − P  [ �E?]  S? 2Γ = N��^(�0−)  (10) 

12 S?Y�0+Z − 12 S?(�0−) + P  [  �E?\�  C? N\ 2Γ +
+ P  [ �E?\]  C? N\ 2Γ = S��^Y�0+Z  (11) 

For the numerical solution of the boundary 
integral equation model, the external boundary 
and the crack surfaces are sub-divided into a set 
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of boundary elements over which the 
displacements and the tractions, as well as the 
geometry, are expressed by means of suitable 
shape functions and nodal values. Due to the 
presence of singularities in the boundary 
integral equations kernels, the boundary 
elements employed in the discretization have to 
fulfill the conditions for the existence of the 
singular integrals of Eqs. (6), (7) and (8). In the 
present work, the external boundary of the body 
is modeled by using eight-node super-
parametric constant elements with central 
collocation node, whereas iso-parametric 
discontinuous eight-node quadratic elements are 
used for modeling both the crack surfaces. Once 
the discretized forms of Eqs. (6), (7) and (8) are 
obtained, they are collocated at the pertaining 
nodes introduced by the discretization process. 
For the computation of the resolving system 
coefficients, the regular integrals are evaluated 
by standard Gaussian quadrature. Suitable 
techniques are employed for weakly-singular, 
strongly-singular and hyper-singular 
integrations [19]. Finally, the application of the 
boundary conditions leads to a resolving system 
of linear equations of the form  _ ` = a (12) 

where the vector ̀  contains the unknown 
boundary displacements or tractions and the 
crack unknown displacements and the right-
hand-side a is obtained considering the 
prescribed displacements and tractions. 

3 Hierarchical dual boundary element 
method for anisotropic time-harmonic 
elastodynamics 

In this section the strategy for the fast 
hierarchical boundary element solution is 
described. 

3.1 Basic principles 

Integral operators can be efficiently 
approximated by using separable expansions of 
the corresponding kernels when the condition of 
asymptotic smoothness is met [16]. Actually, in 
the collocation of the boundary integral 

equations, i.e Eqs (6), (7) and (8), at the node ��, considering a suitable collection Ωc of 
contiguous boundary elements which are 
sufficiently far from the collocation point 
according to a set geometric criterion, the kernel 
approximation renders into a low-rank 
approximation of some blocks of the original 
matrix, corresponding to collocation over points 
close to �� and elements belonging to Ωc. 
Grouping the collocation points and the sets Ωc 
in a hierarchical way leads to schemes based on 
low-rank approximations of blocks of the 
matrix, the so-called hierarchical matrix 
scheme, which allows to build a data-sparse 
approximation d of the DBEM resolving 
matrix _  given in Eq. (12) [16, 20]. 

Therefore, the hierarchical representation d 
of a boundary element matrix consists of a 
collection of hierarchically ordered matrix 
blocks. Some blocks, corresponding to sets of 
collocation nodes  and integration elements 
which are sufficiently far apart from each other, 
admit a special compressed representation.  

The subdivision of the matrix into blocks is 
based on a hierarchical partition of the mesh 
nodes aimed at grouping subsets of nodes 
corresponding to contiguous collocation nodes 
and integration elements, on the basis of a 
geometrical criterion. This partition has to take 
into account that, in the problem under 
consideration, different boundaries (external and 
cracks) and different integral operators are 
involved (displacements and tractions integral 
equation) [18]. The partition is stored in a tree 
structure of index subsets, called cluster tree.  

The cluster tree is used to form pairs of 
clusters recursively so to define the block tree, 
which provide the hierarchical block 
subdivision of the matrix. The blocks generated 
from the hierarchical partition can be classified 
into: i) non-admissible blocks, which need to be 
represented entirely; ii) admissible blocks, 
which admit a compressed low-rank 
approximation. The admissibility of a block is 
checked against the following geometrical 
condition [20]  

eEC(2Efe Ω�g , 2Efe Ω�)≤ η ⋅ 2E@S(Ω�g , Ω�) 
(13) 
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where Ωjg denotes the cluster of collocation 
nodes, Ωj the cluster of elements over which the 
integration is carried out to compute the block 
coefficients and η > 0 is a suitable parameter, 
which controls the trade-off between the 
number of admissible blocks and the the quality 
of the approximation. The low-rank 
representation of an admissible e × C block l 
is given by 

l ≈ n� = o ⋅ pq = $  

�
�&� r� ⋅ s�t (14) 

where the matrices o and p are of order e × \ 
and C × \, respectively, being \ the rank of the 
new representation. The approximating block n� satisfies the relation |l − n�|� ≤ εv|l|�, 
where |∙|� is the 2-norm of a complex matrix 
and εv is the accuracy required to the 
approximation. The low-rank approximation of 
admissible blocks is computed by the Adaptive 
Cross Approximation algorithm (ACA), which 
appears to be very efficient [21]. The low-rank 
representation of the admissible blocks provides 
remarkable computation and storage memory 
savings, because only few entries of the original 
matrix blocks need to be computed and stored. 
Moreover, the hierarchical representation of the 
resolving BEM system accelerates the matrix-
vector product, which is the core operation 
when iterative solvers are used. This provides 
significant reduction in the solution time.  

3.2 Fast DBEM for time-harmonic 
anisoropic elastodynamics 

In the present paper, the computational 
scheme employed for the hierarchical 
representation of the resolving system matrix _ 
is based on the discretization scheme presented 
in section 2.2. 

The binary cluster tree is built by bisection, 
and the hierarchical representation of the matrix 
is stored in the associated quaternary block tree. 
The block admissibility condition is 
implemented by using bounding boxes for the 
node and element clusters [20]. Finally, the 
admissible blocks are approximated employing 
the Adaptive Cross Approximation algorithm 

that allows to compute adaptively the 
approximation, according to an intrinsic 
stopping criterion related to the pre-set required 
accuracy εv [21]. Indeed, the ACA algorithm 
computes each low-rank block by using only 
some of the entries of the original block, which 
are obtained by integrating the fundamental 
solution kernels. These are computed according 
to the scheme proposed by Wang and 
Achenbach [4], where the integration domain, 
given by the surface of a unit sphere is mapped 
on the domain [0,1] × [0,2π], over which the 
standard Gauss quadrature of order { × | is 
applied. The low-rank representation obtained 
through ACA is further optimised by a 
recompression procedure based on the reduced 
Singular Value Decomposition (SVD). Once the 
basic hierarchical representation of the 
collocation matrix has been set up, the system 
solution is efficiently computed by using a 
preconditioned GMRES iterative solver. An L� 
hierarchical preconditioner, built from a coarse 
approximation with accuracy }~ of the original 
collocation matrix, is used. Further details on 
the computational scheme can be found in [18].  

When the fundamental solutions are not 
available in a closed analytical form, the 
application of ACA to the approximation of 
low-rank blocks can be affected by the 
computational scheme employed for their 
calculation. As the complex exponential term 
appearing in the time harmonic fundamental 
solutions exhibits oscillatory behaviour and the 
quadrature scheme employed for their 
computation influences the accuracy, this topic 
deserves particular attention in the present 
approach. Figures 1 and 2 show some 
representative results for the ACA 
approximation of low rank blocks, stemming 
from the different kernels involved in the 
DBEM, with respect to the accuracy of the 
fundamental solution for different non-
dimensional circular frequencies ω = ωL/+, 
where + and L are reference phase velocity and 
length, respectively, taken as the corresponding 
maximum in the considered problem. Results in 
terms of block rank and memory storage 
percentage with respect to full rank are given for 
two blocks, stemming from the clusters of nodes 
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and elements shown in the figures; the material 
employed for the computation is graphite-epoxy 
[22]. The investigated frequencies are chosen in 
the range for which the considered mesh can 
provide accurate representation of the wave 
form. The convergence study is carried out in 
terms of block rank and memory ratio (low-rank 
memory storage over full rank memory storage). 
Results similar to those shown in Figs. 1 and 2 
have been founds for different anisotropic 
materials. The analysis shows that the block 
approximation convergence threshold depends 
on: i) the circular frequency, as the higher the 
frequency the higher the convergence rank and 
memory storage; ii) the accuracy required to 
ACA, as the higher the accuracy the higher the 
convergence rank and memory storage. 
Additionaly, the analyses performed for

different materials (not given here for the sake 
of coinciseness) show the influence of the 
degree of anisotropy, as the convergence rank 
and memory storage grows with respect to it. 
The presented study refers to the single block, 
but similar behaviour was found for each low-
rank block and then for the overall hierarchical 
matrix. In conclusion, the accuracy in the 
numerical computation of the fundamental 
solution kernels involved represents a crucial 
issue, as it affects the low-rank approximation 
and consequently the overall performance of the 
approach in terms of computational time and 
memory storage. The effects of the admissibility 
parameter η and of the cluster tree cardinality 
have been also investigated and the results 
obtained are similar to those presented and 
discussed in ref. [18]. 

 
 

Dispacement integral equation 
Block dimension 

1740 x 1740 

  
Fig. 1 Low rank blocks performance analysis for displacement boundary integral operator 

 

Traction integral equation 
Block dimension 

768 x 1740 

  
Fig. 2 Low rank blocks performance analysis for traction boundary integral operator 
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Fig. 3 Crack opening displacement for a penny-crack 

in  graphite/epoxy unbounded domain 

4 Validation and numerical performances 

To validate the proposed hierarchical time-
harmonic BEM and to check its accuracy, the 
solution for the scattering of an incident 
longitudinal wave by a penny-shaped crack 
embedded in a graphite-epoxy unbounded 
domain was computed and compared with the 
solution presented by Kundu and Bostrom [22], 
to which the reader is referred for the details on 
the problem definition. The results obtained are 
shown in Fig. 3 and they show the accuracy of 
the present solution for different values of the }v 
parameter. The results are in very good 
agreement with the anlytical solution showing 
the reliability of the proposed approach. 
 

The numerical performances of the method 
are studied by considering the bar shown in Fig. 
4 for which both the uncracked and cracked 
configuration have been investigated. 
Graphite/epoxy material properties have been 
considered and geometry parameters have been 
set as L = 1e, � = � = 0.2e and f = 0.1e. The 
exicitation frequency has been chosen as ω = 0.4 π. 
For both the uncracked and cracked 
configuration three meshes with increasing 
number of degrees of freedom have been 
analyzed. The data of the meshes employed in 
the computations, the used HBEM parameters 
and the corresponding hierarchical matrix 
features are given in Table 1. The method 
performances are assessed in terms of time 
reduction, both in assembling and solution, and 
of memory savings. The following performance 
indices are then introduced: i) assembly speed 
up, defined as the ratio between the assembly 
time of hierarchical BEM and that of standard 
collocation BEM; ii) solution speed up, defined 
as the ratio between the solution time of 
hierarchical BEM with iterative preconditioned 
GMRES and that of the standard Gaussian 
elimination applied to the standard collocation 
BEM; iii) memory storage, defined as the 
percentage of the storage memory needed by 
hierarchical BEM with respect to that required 
to store the standard collocation BEM matrix.  

 

Fig. 4 Clamped bar geometrical and load scheme 

 Uncracked Bar  Cracked Bar 
 MESH A MESH B MESH C  MESH A MESH B MESH C 
Number of elements 2200 4950 8800  2232 5022 9824 
Degrees of freedom 6600 14850 26400  7368 16578 29472 
Cluster tree cardinality 72 72 72  72 72 72 
Admissibility parameter 2.0 2.0 2.0  2.0 2.0 2.0 
Number of blocks 604 2965 7252  652 3109 7792 
ACA matrix % 53.7 69.5 80.9  43.1 65.8 75.1 
LU preconditioner accuracy 10-1 10-1 10-1  10-1 10-1 10-1 

Table 1 Mesh characteristics and HBEM parameters 
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Fig. 5 shows the results for the HBEM 
performance indices obtained for the each of the 
three meshes used to analyze the uncracked and 
cracked bar considering two values of the ACA 
accuracy parameter }v. It is observed that the 
HBEM reduces both assembly and solution time 
as well as memory storage for both the 
considered configurations. Its efficiency 
improves with the problem size, namely the 
number of degrees of freedom. Obviously the 
observed reduction is greater for lower 
accuracies, when ACA uses a lower number of 
the collocation matrix coefficients to 
approximate the low-rank blocks. It is worth to 
note that the efficiency of the method appears  

 
Fig. 5 Hierarchical BEM performance indexes 

better for the uncracked configuration. This is 
related to the use in the uncracked case of 
constant elements only. Actually the crack 
discretization scheme employs eight node 
discontinuous elements, which can affect the 
hierarchical matrix construction efficiency 
because some nodes of an element can belong to 
different blocks. Here results are given for one 
value of the circular frequency and for one 
material, namely graphite-epoxy. However, 
similar results and trends have also been 
obtained for other values of the circular 
frequency and for other materials with different 
degree of anisotropy. It is observed that the 
excitation frequency slightly influence the 
method performances. In particular, as the 
excitation frequency grows the HBEM 
performance indexes grows as a consequence of 
the ACA behavior. The same considerations 
hold for the influence of the material anisotropy. 

5 Conclusion 

In the present work a hierarchical BEM 
solver for three-dimensional anisotropic 
dynamic crack problems has been developed. 

It has been shown that the hierarchical format 
can be used, in conjunction with an iterative 
solver, to speed up the solution of this class of 
problems. The effect of the accuracy of the 
numerical scheme chosen for the computation 
of the fundamental solutions has been 
investigated. The effect of various parameters 
on the method performances has been also 
analyzed. It has been found out that the 
performance of the technique slightly depends 
on the frequency analyzed and on the degree of 
anisotropy of the considered material, in 
addition to the hierarchical preset accuracy.  

In conclusion, the technique allows to 
remarkably reduce the computational 
requirements of the analysis, in terms of time 
and memory storage, preserving the accuracy of 
the solution for both uncracked and cracked 
configurations. 
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Abstract
1
  

The following paper presents the study of 

passive safety behavior of a modern helicopter 

subfloor conducted in collaboration with 

AgustaWestland.  The staged work started with 

the experimental tests on a single intersection 

ending on a whole section of subfloor and a 

complete vertical test with a helicopter seat and 

AT dummy.  The parallel development of a 

robust numerical model was conducted to 

reduce the number of tests required for 

validation of different design solutions. The 

numerical models were developed and analyzed 

with the explicit finite element solver LS-DYNA. 

LS-DYNA is a multidisciplinary finite element 

code (both explicit and implicit time 
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integration) used to simulate and analyze highly 

nonlinear physical phenomena usually 

characterized by large displacements, high 

deformation rate and contacts, such as crashes, 

drop tests and impacts. LS-DYNA is worldwide 

recognized as a standard in passive safety 

analysis for its accuracy, stability and run-time 

optimization. This article presents the work 

related to the tests on individual intersections 

and four walled cells of the subfloor.  

Introduction  

To improve the conceptual design of a 

helicopter, able to fulfill both the structural and 

impact resistance requirements, a research 

program to study the energy absorption capacity 

of the subfloor was started. In particular crash 

tests have been performed on the structure of 

the subfloor and on the intersection elements, 

being the parts of the structure that can 

introduce a high peak of deceleration at the 

floor of the cabin causing harm to the 

occupants. Beside the above mentioned 

requirements, the design of a helicopter should 

prevent risk of fire, cockpit collapse as well as 

the collision between the occupants and the 
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furniture. This is commonly obtained through 

the use of energy-absorbing elements 

incorporated in the landing gear, the subfloor 

and in the seats [2]. The structure of the 

subfloor must thus be designed to limit, through 

structural deformation, the deceleration of the 

cockpit.  Particular attention should be given to 

the design of the intersections between the 

beams and bulkheads, which makes an essential 

contribution to the crash behavior of the 

subfloor [5].Commonly the subfloor is made of 

light aluminum alloy and absorbs the impact 

energy through plastic deformation.  The 

research and studies that have taken place are 

oriented in three directions:  

 the study of materials used to absorb energy: 

in the past only light metal alloys were used 

while today honeycomb, foam and especially 

fiber-based composites are adopted [9-11-

13], to combine a high energy absorption 

capacity with relatively low weights;  

 the study and optimization of new high-

efficiency geometries [3-4-7-8-10]. To 

control the buckling phenomenon and 

prevent the total loss of post-crash resistance 

two solutions were studied: the first is to 

reinforce the panel with other materials such 

as foam, honeycomb, while the second is to 

model the panel so that it has a non-planar 

geometry;  

 the correlation between the results of 

experimental tests [1-6] and numerical 

analysis to reduce development cost and to 

enable numerical optimization of the design.  

This article gives special coverage to the latter, 

aiming to obtain a robust and efficient model 

that can be used in the future to reduce the 

number of trials needed in the design and 

validation phase.  

 

1 Experimental tests 

1.1 Tests on a single intersection 

Twelve dynamic compression tests were 

performed on four types of intersection with 

different thickness, rivet size and stiffener cross 

section type (T and J).  The specimen was 

crushed on a vertical drop-test setup with a rail 

driven mass of 110 [kg] hitting the structures at 

a velocity of 8.4 [m/s].  During the tests the 

acceleration was measured by two piezoresistive 

accelerometers placed on the impacting mass.  

Data acquisition system consisted of a 16 

channels Pacific Instrumentation with 

programmable gain, power and sample rate up 

to 100 [kHz] per channel.  Data were filtered 

through a digital filter type SAE CFC 180. Tests 

were also captured through a high-speed camera 

Photomark V5.1 with up to 100 [kfps]. The 

displacement was obtained through double 

numerical integration while the force was 

recovered from the mass-acceleration product. 

These results where then plotted to obtain the 

required force – displacement curve. The work 

presented here refers to the testing of the type-J 

stiffener specimens.  

 

 

Fig.  1 - Intersection cruciform element before test 

 

For each experimental test different parameters 

[3] were calculated. These parameters are able 

to fully characterize strength, absorption and 

efficiency of the tested specimen.   
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Fig.  2 - Intersection cruciform element after test 

These parameters provide valuable information 

on the overall design quality of the absorber and 

are of critical importance to assess an all-round 

correlation with numerical models, thus 

improving the common force-displacement 

correlation. Besides the classical parameters of 

absorbed energy and mean force, obtained as 

the ratio of energy absorption and crushing 

distance, other meaningful quantities were 

computed like the distance of maximum 

efficiency (d max ),  over which the strength is 

too high compared to the first peak.  The ratio 

between d max  and the initial length d0 is a 

spatial efficiency index called “stroke 

efficiency” Se. All parameters were also 

computed at a common distance s to establish 

an estimate of the numerical-experimental 

correlation at a given point on the force-

displacement curve.  

 

 

Fig.  3- Intersection cruciform element: experimental 

curve Axial load vs Shortening 

The Table 1 shows the energy and force rating 

relative to a crushing length of s and d max , as 

well as the two highest force peaks before 

complete crush: 

 

 

Table 1– Experimental parameters 

1.2 Subfloor cell experimental tests 

Nine dynamic compression tests were then 

performed on three types of subfloor cell with 

different intersection, stiffeners and spar 

arrangement.  The characterization tests were 

performed on a pneumatically driven horizontal 

sled of 640 [kg] mass at an impact velocity of 6 

[m/s].  The specimen was tied to a rigid base, 

which was fixed perpendicularly to the lab 

floor.  During the tests, the acceleration was 

measured by two piezoresistive accelerometers 

positioned at the center of the sled.   

 

Fig.  4- Subfloor cell before test 

The data acquisition system consisted of an 

IOTECH STRAINBOOK 616 with 8 input 

channels and a sample rate of 12500 [Hz] per 

channel.  Data were filtered through a type SAE 
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CFC 180 digital filter.  Tests were captured 

through the same high-speed camera Photomark 

V5.1 with up to 100 [kfps]. Filtered acceleration 

data and impacting mass ware then used to 

recover the crush force vs. time graph, as 

required by AgustaWestland.  

 

Fig.  5- Subfloor cell after test 

Our work focuses on the cell with the J-type 

stiffener for further numerical and experimental 

comparison.  

 

 

Fig.  6 - Subfloor cell: experimental curve Axial load 

vs Time 

 

As stated above the accelerometer was placed 

on the sled. The measurement data, filtered with 

the SAE CFC 180, still contains part of the 

structural vibrations of the sled. Choosing a 

more conservative filter like a CFC 60 produced 

a very smooth curve, but it also dampened the 

first peak. We decided to use the CFC180 filter 

to get a better evaluation of the first force peak 

while maintaining a fair estimation of the 

average value.  

2 Finite Elements Models 

2.1 Numerical tests on single intersection 

model 

The model used in the analysis of the 

intersection was obtained from the CAD and is 

therefore a faithful reproduction of the three 

intersections tested experimentally.  The model 

is mainly composed of shell elements and beam 

elements. Since the beginning of the work rivets 

were considered key elements for the validation 

of the intersection’s crash behavior and special 

attention was made on their modeling. Two 

node beam elements were favored over 

hexahedral ones as the high linear density made 

transmitted torque negligible. The rivets were 

modeled as point welds.                                 

Card *SECTION_BEAM was used to express 

chosen beam formulation and its cross section. 

Rivets material (Al 2117-T4) was implemented 

using the specialized Ls-Dyna’s formulation 

(MAT-100).  The rivets and the shell elements 

were connected by a CONTACT_SPOTWELD 

card as nodal connection would tie the mesh 

size to the number of rivets, thus limiting the 

use of the model in design optimization 

techniques. The evolution of the model has seen 

the change of many parameters that allowed us 

to obtain the results shown in the graph in Fig. 

8.  At the beginning a series of tests were 

carried out to identify the correct numerical 

friction coefficients. Although the very first 

results of strength and energy were comparable, 

there was a remarkable difference between the 

deformation mode of the numerical model and 

the one of the experimental tests. In particular 

the spar and the stiffener separated after the 

failure of the rivets (which does not occur in 

tests). This has led to further analysis of the 

elastic and plastic behavior of rivets s which 

revealed the following possible causes of such a 

different behavior: 
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 un-modeled static friction between the plates 

due to the pre-compression prior to riveting.  

This pre-compression results in a transfer of 

tangential stresses effort in the area interested 

thus reducing  the load on the joints;  

 the excessive rigidity of the contact with the 

impacting mass.  

 

To limit this phenomenon and thus prevent 

the failure of the topmost rivets the yield 

strength was selectively increased. A 

subsequent stress analysis revealed that the axial 

and cutting forces acting on the other rivets 

were considerably higher than the typical 

strength of the elements. This was leading to 

another earlier break in the upper part of the 

specimen and then a low correlation in the 

crushing mode of the column. To contain this 

problem a global mesh refinement was adopted, 

bringing the typical mesh size of the spars and 

diagonal walls from 3 [mm] to 1.5 [mm] (Fig.7).  

The increased computational cost is then 

balanced by a better stress distribution in the 

rivet area, which finally led to a satisfying 

correlation of the numerical model. 

 

 

Fig.  7- Influence of the mesh size on FE simulations 

A better correlation in the crushing mode was 

then finally achieved changing the main 

material model, from a simple and widely used 

piecewise elastic-plastic representation to a 

modern incremental-damage Johnson-Cook (JC) 

model. The finite element solver used already 

implemented the JC model in the material 

library, so data from a recent experimental work 

was used [12] . For the reader’s convenience the 

data is presented in Table 2. 

 

Table 2- Johnson-Cook model properties for 2024-T3 

Aluminum Alloy 

 

Fig.  8- Numerical and experimental load-shortening 

diagrams of the intersection cruciform element 

 

 

Fig.  9– Comparison between experimental and 

numerical deformations of the intersection cruciform 

element  

 

For each test, numerical and experimental, 

several parameters were calculated to 

summarize the strength, absorption and 

efficiency behavior of the columns.   
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These parameters, in addition to providing 

valuable information on the actual goodness of 

design of the absorber in its entirety, are of 

fundamental importance to assess a degree of 

correlation that does not stop at the, still 

extremely valuable, force-displacement curve. 

The following table presents the correlation 

indexes calculated: the correlation indices "r" 

and "corr" represent in turn the average error 

and the average correlation with the 

experimental evidence.  

 

Table 3- Correlation parameters of the intersection 

element 

 

As previously mentioned, despite an excellent 

energy correlation of the first models we chose 

to further refine the model to fix several 

deformation mode differences between the 

numerical model and the hi-speed video capture 

of the experimental tests.  In particular, the 

failure of almost all of the rivets, the rotation of 

the specimen during crushing and overall 

incoherence of the deformation led us to 

investigate the causes and possible solutions to 

them.  The decision to invest time in building a 

more satisfactory model has been rewarded by 

the identification of the main problems of the 

numerical model used initially.  

 

2.2 Testing of the subfloor cell model 

Development of the sub-floor cell numerical 

model took a minor amount of time thanks to 

the good correlation of the column model. As 

the same solutions developed for the single 

junction were adopted in the complete cell a 

good correlation in terms of average forces was 

immediately obtained. That can be seen as a 

good index of the robustness of the model 

previously developed.  The curve obtained is 

shown in Fig. 10.  

 

 

Fig.  10- Numerical and experimental load-shortening 

diagrams of the subfloor cell 

 

The graph shows a good correlation in the initial 

phase of the test, while in middle of the crush 

length the numerical test managed to capture 

only the average force, probably due to the 

vibrations introduced by the impact in the 

experimental test.  The mismatch of the final 

part can be considered acceptable because it is 

associated with low velocity and therefore 

energy absorption, although great care must be 

taken in making assumptions about the max 

crushing length of the cell. Two conclusions can 

be made from this evidence:  

 at a preliminary project level one must 

consider the overestimation of the absorbed 

energy by the numerical model; 

 at the certification phase the model is 

conservative due to the overestimation of the 

loads coming to the occupants, but its use 

could be problematic if absolute weight 

optimization is required. 
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Fig.  11- Comparison between experimental and 

numerical deformations of the subfloor cell 

3 Conclusions 

The article presented the work done in 

collaboration with AgustaWestland on the study 

and development of a numerical model of a 

modern helicopter subfloor.  In particular, the 

work focused on the optimization of correlation 

indexes between tests performed on individual 

intersections and complete four-walled cells of 

the subfloor. Three factors were identified as of 

critical importance for the robust 

implementation of such a model: 

 an incremental damage material; 

 the mesh size around the joints;  

 the friction and viscous friction coefficients. 

Although results on the complete cell are not 

completely correlated to those obtained 

experimentally we can be satisfied with the 

model developed for the intersection in that, as 

demonstrated by the correlation parameters 

used, it faithfully represents the evolution of 

energy absorption, crash efficiency and collapse 

mode. Good results have led us to implement 

this model for the simulation of a complete test 

which includes the sub-floor cell, a helicopter 

seat and an anthropomorphic crash test dummy.  

This test will be described in a later publication.   
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Abstract  

The delamination growth in composite panels is 

usually simulated with non liner analysis, but in 

this context, an alternative methodology which 

uses only linear analysis is proposed. Such an 

approach will allow a relevant reduction in the 

computational cost associated to damage 

tolerance analyses especially in the preliminary 

stages of the design process of complex 

composite structures. The proposed linear 

approach is compared here to the classical non-

linear methodologies implemented in 

commercial FEM software and experimental 

results, and the most important parameters are 

investigated. A test case, consisting in a 

stiffened composite panel with an embedded bay 

delamination, has been considered. The 

delamination growth initiation threshold will 

provide indications on the damage tolerance 

capability of the panel in the presence of low 

velocity impact induced delaminations. 

1 Introduction  

This paper is focused on Carbon Fibres 

Reinforced Plastics (CFRP) composites. Due to 

their high specific strength and stiffness, CFRP 

are commonly considered particularly suitable 

for aerospace structural applications. However, 

their failure mechanisms are not completely 

predictable and for this reason the CFRP 

integration in the aerospace Industry has been 

generally slow down in the last twenty years.  

Further, the lack of robust numerical tools 

able to take into account the damage tolerance 

of composite structures, has led to over-

conservative designs, not fully realising the 

promised economic benefits of composites.  

The mechanical behaviour of composite 

structures with delaminations has been widely 

investigated in the literature by performing 

experimental tests and by developing predictive 

numerical tools [1-3].  

The compressive behaviour of panels with 

embedded delaminations is simulated in [6] by 

adopting three-dimensional models.   

Complex numerical models able to simulate 

the growth of delaminations are presented in [7-

13] where the Virtual Crack Closure Technique 

(VCCT), the Modified Virtual Crack Closure 

Technique (MVCCT) and the Cohesive Zone 

Models (CZM) are adopted for the calculation 

of the Energy Release Rate (ERR) by means of 

proper interface elements: suitable criteria are 

then used to identify the growth/no-growth 

status.      
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Both Virtual Crack Closure techniques and 

Cohesive Zone based approaches are 

progressively being implemented into 

commercial Finite Element codes which allow 

for a detailed simulation of delamination 

initiation and growth [14]. 

In [15-18], numerical and experimental 

activities on stiffened composite panels 

containing delaminations have been performed 

and the influence of the delamination position 

(in bay or under stringer) on its growth has been 

deeply investigated.  In [17] a global-local 

approach is adopted to connect parts of the 

model with different mesh densities in order to 

reduce the computational cost associated to the 

geometrical non linear analysis required for the 

application of the VCCT and CZM approaches.  

However, the use of non-linear techniques 

for delamination growth simulations is still not 

applicable to the preliminary design and 

optimisation of stiffened composite panels, even 

when accompanied by the global-local coupling. 

Hence newer fast numerical methodologies for 

delamination growth simulations (possibly 

based on linear calculations) are desirable in 

order to support the effective “damage tolerant” 

design of composite structures. 

In the present paper a linear delamination 

growth initiation approach (alternative to VCCT 

and CZM approaches) for the preliminary 

design of delaminated stiffened composite 

panels is proposed. The presented methodology 

is derived by the approach introduced and 

validated in [19] enabling the simulation of 

delamination growth by means linear analyses. 

Under certain hypotheses, which can be 

considered acceptable in the preliminary design 

and optimisation phases, the approach presented 

in [19] and here revisited and deeply tested, can 

provide the delamination growth initiation load 

and location in delaminated composite 

structures. 

2 A fast proposed procedure for 

delamination growth initiation and FEM 

implementation 

Before presenting the procedure and its FEM 

implementation, it is important to review some 

phenomenological aspects about delamination, 

in order to opportunely clarify the hypotheses 

and the approximations made. 

It is well known that, under compression 

load, composite structures and, in particular, 

delaminated stiffened panels [15-16], can 

exhibit local buckling phenomena. In particular, 

for bay delaminations of appropriate sizes and 

localized at relatively small depths, two main 

scenarios apply: 

- the thinner sub-laminate buckles locally 

while the thicker sub-laminate remain 

unaffected  (Fig. 1-a); 

- both sub-laminates buckle exhibiting a sort 

of mixed buckling mode: such a mode can 

often be seen as a local mode with respect to 

the rest of the surrounding structure, however 

it involves the whole delaminated area (Fig. 

1-b). 

 

 

Fig. 1 Schematic representation of possible damage 

scenarios in composite structures:  (a) local buckling 

of the thinner sub-laminate; (b) “global” buckling of 

the delaminated area 

 

In general, under compressive load, in 

stiffened composite panels with thin bay 

delaminations, the first scenario may evolve, due 

to delamination growth, and it may lead to the 

occurrence of a second-like scenario, where the 

entity of damage is much more critical 

triggering more dangerous forms of 

buckling/failure phenomena.  

The first-like delamination scenario could be 

induced by accidental sources of damage, such 

as impacts or manufacturing defects. Therefore, 

in order to design damage tolerant stiffened 

composite panels, it is extremely important to 

evaluate and to predict when, starting from a 

first-like delamination scenario, bay 

delaminations may propagate leading to a 

second-like delamination scenario. 

Theoretically, delaminations can be handled 

like cracks in brittle materials; hence the 
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principles of linear elastic fracture mechanics 

for brittle materials apply. According to these 

principles, the propagation initiation of a 

delamination at a generic location along the 

delamination front, schematically shown in Fig. 

2, is described by Eq. 1 where the ERR is 

defined as the variation of the potential energy 

∆E associated to an increase ∆A of the 

delaminated area A. When this Released Energy 

reaches a critical value Gc, which depends only 

upon the material properties, the delamination is 

supposed to grow. 

 

cG
A

E
G =

∆

∆
−=

 
(1) 

 

 

Fig. 2 Propagation of the delamination front (first 

scenario) under compression load 

 

It is possible to distinguish among three 

different ERR contributions associated to the 

three basic fracture modes: mode I, mode II and 

mode III schematically shown in Fig. 3.  

 

M O D E   I M O D E   II M O D E   III  

Fig. 3 Basic fracture modes 

 

For the first delamination scenario, when the 

thickness of the buckled sub-laminate is much 

smaller than the total laminate thickness, the 

contributions of fracture Mode II and Mode III 

can be neglected. 

The calculation of the energy released due to 

an increment in the delamination size and its 

relation with the applied load determines when 

the delamination advances. The ERR 

distribution along the embedded delamination 

front is non-uniform mainly due to the 

orthotropy of the materials, the non-uniformity 

of load distribution and the complexity of the 

surrounding structure. In particular, the ERR 

can locally exceed its critical value leading to a 

non-uniform progression of the delamination 

front. However, for the first-like delamination 

scenario the ERR can be assumed mostly 

influenced by the out-of-plane displacements 

along the delamination front [9, 16] on first 

delamination buckling. 

For complex structural and material 

configurations, such as stiffened composite 

panels, analytical approaches for the 

determination of the ERR are clearly not easily 

applicable. Therefore numerical technique based 

on non-linear algorithms are required: as a 

consequence, the computational costs associated 

to such analyses may be quite relevant and time 

consuming.  

Here, a new linear approach, applicable to 

the first delamination scenario under the 

previously cited assumptions, is widely 

investigated. This procedure, can result 

extremely useful when designing stiffened 

composite panels capable to avoid the 

delamination growth event by predicting both 

the external load which causes the progression 

of an initial given delamination and growth 

location along the delamination front. 

Indeed, considering only the first 

delamination scenario under the two main 

assumptions previously introduced (Mode I 

predominance and ERR distribution mostly 

influenced by the fist delamination buckling 

out-of-plane displacements distribution along 

the delamination front), the linear method can 

be successfully applied to stiffened composite 

panels with thin bay delaminations. Moreover, it 

should be noted that thin bay delaminations are 

of major concern in aerospace design with 

composite materials since they represent one of 

the most frequently occurring damage typology 

due to low velocity impact treats. Hence, the 

proposed linear approach can be properly 

considered as finalized to the improvement of 

preliminary design and optimization of stiffened 
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composite panels tolerant to low velocity 

impacts induced damage.  

The new proposed methodology starts with a 

linearized buckling analysis to calculate the first 

buckling load and mode. 

Considering the overall structure subjected to 

an external compressive load F, when the elastic 

stability threshold is reached, the thinner sub-

laminate will buckle. An eigenvalue analysis 

(linearized buckling analysis) can give the 

delamination buckling load (eigenvalue) and 

mode (eigenvector). 

Beyond the delamination buckling event, 

characterized by the critical load F
cr

, the 

residual non-linear contribution of the buckled 

thinner sub-laminate to the global stiffness can 

be neglected when the thickness of the buckled 

sub-laminate is smaller than the total laminate 

thickness. In this situation, even long after the 

first buckling event, the non-linear stiffness 

contribution due to large displacements and 

rotations of the buckled sub-laminate is 

extremely small when compared to the global 

laminate stiffness. Thus, the stiffness K
A
 of the 

overall post-buckled structure with a 

delamination size A can be approximately 

calculated by removing the thinner sub-

laminate. The same considerations can be 

repeated when the delamination size is A+∆A 

(see Fig. 2); hence a new delamination buckling 

load F
cr’

 and a new stiffness of the post-buckled 

structure K
A+∆A 

can be defined.  

In Fig. 4 a graphical representation of the 

global structural stiffness evolution is given. 

Starting from the pre-buckling global 

stiffness value K
0
 , the delamination buckling 

for the two analyzed delamination sizes reduces 

the global stiffness respectively to K
A
 and K

A+∆A
 

opening two distinct equilibrium paths. With 

reference to Fig. 4, the progressive quasi-static 

increase of the delamination size, from A to 

A+∆A, for a structural element subject to 

compressive displacements, can be reduced to a 

jump from the former to the latter equilibrium 

path [11]. 

Hence, for each displacement value u*, the 

overall energy loss ∆E(u*) (area A’ACB in Fig. 

4), related to the delamination size increment 

∆A, is given by Eq. 2. 

 

 Fig. 4 Stiffness evolution of the stiffened composite 

panel under compression; before, after the 

delamination buckling and after the delamination 

propagation 
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(2) 

where E
A
(u*) and E

A+∆A
(u*) are the elastic 

energies absorbed as a consequence of the 

applied displacement u*, by the structures 

respectively with the delamination size A and 

A+∆A. 

Equation 2 represents the total amount of 

energy released during the delamination 

propagation as a quadratic function of the 

applied displacement. Considering that the 

delamination growth initiation is a local 

phenomenon occurring only at the location of 

delamination front, where the ERR is 

maximum, the correct evaluation of the 

quantities involved in Eq. 2, necessarily requires 

the determination of the location characterized 

by the maximum ERR.    

According to the assumptions made in the 

previous section, it can be assumed that the 

ERR distribution, related to the delamination 

size increment ∆A has the same distribution as 

the square of the first delamination buckling 

out-of-plane displacements. 
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By means of this consideration, the location 

m where the ERR reaches the maximum can be 

easily determined. The delamination growth 

will initiate at this location when the local ERR 

will reach the critical value GIC. Indeed, at 

growth initiation, the following relation must 

hold: 

 

( ) ( )
1

**
=

⋅∆

∆
=

IC

m

IC

m

GA

uE

G

uG
 (3) 

 

where ∆A
m
 is the increment of delamination 

size at the maximum ERR location.  

By solving Eq. 3 for the applied compressive 

displacement u*, the critical displacement u
del

 at 

which the initiation of delamination growth is 

expected, can be found. 

The last step in the proposed methodology 

consists of the evaluation of the applied external 

compressive load required to trigger the 

delamination growth; this load value can be 

computed by using Eq. 4. 

 

( )
crdelAcrdel

uuKFF −+=  (4) 

 

The methodology presented above has been 

implemented in the ANSYS FEM code [20] by 

using a macro written in the Ansys Parametric 

Design Language (APDL). 

In Fig. 5-a, the shell finite element model of 

a stiffened panel with a bay delamination is 

presented, while, in Fig.  5-b the different parts 

of delamination model are shown. 

Eight-node Shell99 layered elements are used 

to model the skin, the stringers and the 

delaminated sub-laminates. Full DOFs rigid 

constraints are used to connect the stringer feet 

to the skin. Other constraints, uniformly applied 

along the delamination front at the delamination 

tip, are used to connect the sub-laminates to the 

rest of the skin. MPC (Multi-Point Constraints) 

elements are adopted to connect the delaminated 

area to the rest of panel without transition mesh. 

In the ANSYS environment all the quantities 

shown in Eq. 1-4 can be easily determined by 

combining linearized buckling analyses and 

linear static analyses by means of an APDL 

macro. Hence, the values of the applied 

displacements and the loads at growth initiation 

can be determined. 

 

 

Fig. 5 a) FEM model of the stiffened panel with bay 

delamination; b) Delamination model details 

3 Numerical Application 

3.1 Test Case description  

The proposed linear approach has been 

applied to the test case taken from [21]. A 

stiffened composite panel with a bay 

delamination has been considered. The main 

outputs of the linear approach (delamination 

buckling loads, growth initiation loads and ERR 

distribution along the delamination front) will 

be compared to the results from the ANSYS 

non-linear analysis based on Modified Virtual 

Crack Closure Technique presented in [21]  and 

to the results of ABAQUS non-linear analysis, 

based on the VCCT, for validation purposes. 

The boundary conditions are shown in Fig. 6, 

while the geometrical features of the test-case 

are given in Fig. 7.  

 

 

Fig. 6 Applied load and boundary conditions 
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The stacking sequence of the panel’s skin is 

[+45°/-45°/0°/90°]3S, while the stringers consist 

of three laminates, each with the following lay-

up [+45°/-45°/0°3/90°/0°3/-45°/+45°], as shown 

in Fig.7. In the front view of this sketch, the 

angle θ is also reported. This angle is introduced 

to univocally identify a location along the 

delamination front.  

 

 

 

Fig. 7 Geometrical description of the delaminated 

stiffened panel configurations 

 

The material properties of the adopted 

composites (HTA-6376C) are summarized in 

Table 1. 

 
Property HTA-6376C 

Longitudinal Young’s modulus, E11 (GPa) - Tension 140. 

Transverse Young’s modulus, E22 (GPa) - Tension 10.5 

In-plane shear modulus, G12 , G13 (GPa) 5.2 

In-plane shear modulus, G23 (GPa) 3.48 

Poisson’s ratio, n12  n13 0.3 

Poisson’s ratio, n23 0.51 

Critical ERR-Mode I, GIC [40mm]  (Jm-2) 260 

Critical ERR-Mode II, GIIC [60mm]  (Jm-2) 950 

Critical ERR-Mode III, GIIIC (Jm-2) 1200 

Ply thickness (skin), t1 (mm) 0.13875 

Ply thickness (web), t2 (mm) 0.112 

Ply thickness (cap), t3 (mm) 0.127 

Ply thickness (foot), t4 (mm) 0.105 

Table 1 Material properties 

3.2 Mesh density – Convergence study  

In order to determine the most effective (best 

compromise between computational cost and 

accuracy of results) element size across 

delamination front, different mesh 

configurations have been considered. The 

investigated mesh configurations have been 

characterized by different widths of the 

elements on the delamination front to determine 

the optimal mesh size for the FE model. 
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Fig. 8 Delamination growth initiation strain versus 

the normalized area of the elements along 

delamination front 

 

For convenience in Fig. 8, each of the 

analyzed configuration has been identified by 

the normalized area of the elements along the 

delamination front. The areas have been 

normalized with respect to the area of the first 

configuration (element width deltar = 2 mm). 

As shown in Fig. 8, the configuration 

characterized by deltar = 0.25 mm provides a 

very accurate result using, at the same time, a 

relatively coarse mesh along θ and keeping the 

aspect ratio of the shell elements along the 

delamination front within the warning limits.  
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Following this sensitivity study, the 

configuration with deltar = 0.25 mm has been 

therefore chosen for the analyses and the 

comparison test-cases.  

3.3 Numerical results and comparisons 

with literature results  

In the considered test-case, a delamination 

with a diameter of 40 mm, is located in the bay, 

between the fourth and the fifth ply. In Fig. 9, 

the applied strains as a functions of the applied 

compressive loads are plotted as evaluated by 

the linear and non-linear model; the numerical 

results are also compared to the strain-gauge 

data produced by an experimental model.  
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Fig. 9 Load versus applied strains – comparison 

between linear, nonlinear and experimental results 

 

In Fig. 9, the excellent agreement between 

the linear and non-linear results, in terms of 

global longitudinal stiffness, confirms the 

linearity of the global compressive behavior of 

the stiffened panel, up to the delamination 

growth initiation load. 

In Table 2, the delamination buckling and 

growth initiation loads and applied strains, 

computed according to the linear model, are 

compared with the non-linear and experimental 

results.  

According to Table 2, the linear model can 

correctly predict the delamination buckling load 

and applied strains. The percentage difference 

between linear and nonlinear delamination 

buckling load is about 10%. 

It should be also noted that the experimental 

delamination buckling values are affected by the 

presence of the Teflon film inserts to simulate 

the artificial delamination, as discussed in [18]. 

For these specimens, the experimental 

delamination buckling data cannot be 

considered reliable for the validation of the 

model. 

 

εεεε
cr

(delaminationl 

buckling strain) 

(µεµεµεµε)

Fcr

(delamination 

buckling load) (N)

εεεε
del

(strain at growth 

initiation) (µεµεµεµε)

Fdel

(growth initiation 

load) (N)

Simplified linear model 

(quadratic  distribution)
1496 228336 2688 410235

Non-linearModel 1345 214127 2747 435354

Experimenta results [32] 1250 193052 2713 419000

Diff % linear-nonlinear 

results
+10% +6.2 % +2.14 % -6,1 %

Diff % nonlinear-

experimental results 
+7 % +9.8 % +1.2 % +3.7 %

 

Table 2 Comparison among major results 

 

As a matter of facts, the very strong 

capability and effectiveness of the presented 

linear methodology, coming out from previous 

numerical results, can be related to the growth 

initiation stage. The good agreement between 

the non-linear and the experimental growth 

initiation strain (1.2% percentage difference and 

below the experimental scatter of 10%), 

confirms that the non-linear model can be taken 

as a validation benchmark for the linear 

approach when determining the delamination 

growth initiation. 

This good agreement between linear and 

non-linear model, which can be considered 

more than acceptable in a preliminary design 

phase, represents a first proof of the 

effectiveness of the proposed linear approach. In 

Fig. 10, the nearly identical numerical and 

experimental out-of-plane displacements 

distributions within the delaminated area, at 

delamination buckling and growth initiation, are 

shown for the test-case under consideration. 

This is an evident proof that the out of plane 

displacements distribution does not undergo 

changes from the delamination buckling to the 

growth initiation event.  

The predicted location of maximum ERR     

(-9° inclination with respect to the global X 

axis) is exactly the same for both linear and 

non-linear model.     
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Fig. 10 Applied contour plots of the out-of-plane 

displacements distributions at delamination buckling 

and at growth initiation - comparisons between linear 

model and nonlinear model 

 

In Fig. 11, the distribution along the 

delamination front of the Mode I contribution of 

the ERR is shown.  
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Fig. 11 Distribution along the delamination front of 

the Mode I ERR contribution at growth initiation 

3.4 ABAQUS VCCT approach comparison 

In order to further verify the developed linear 

approach, the stiffened panel described and 

analyzed in [21] has been modeled and analyzed 

with the ABAQUS FEM code. Then, the 

obtained results are compared to the previous 

ones.  

The delaminated region has been modeled by 

two parts, each one composed by brick volumes, 

The two parts, representing the sub-laminates, 

have been connected by node-to-surface 

interaction with the option “Virtual Crack 

Closure Technique”.   

 

model 

Delamination 

buckling load strain 

(µε) 

Delamination 

growth initiation 

strain 

(µε) 

Global 

buckling strain 

(µε) 

ABAQUS linearized 1256 - 2690 

ABAQUS non linear 1483 2325 2679 

ANSYS non-linear 
[42] 

1345 2747 - 

Linear approach 1496 2668 - 

% error linear approach 

with respect to ABAQUS 
non linear 

0.8% 14.7% - 

 

Table 3 Summary of the relevant applied strain for 

the compared numerical models 

Table 3 shows that the agreement between 

the linear approach and the ABAQUS non-

linear approach is still good and acceptable for a 

preliminary design stage. However ABAQUS 

seems to underestimate the results of ANSYS 

[21]. In Fig. 12, the load strain curves are 

plotted for each of the analyzed models.  
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Fig. 12 Load versus applied strains – Comparison 

 

The agreement in terms of structural stiffness 

among the ANSYS [21], ABAQUS, and linear 

models and the experimental data is excellent. 

However, the underestimation of the skin 

buckling event with ABAQUS is appreciable. 

In Fig. 13 the out-of-plane displacements 

evaluated at the centre of the sub-laminates, as a 

function of the applied strains, is plotted for 

each of the non-linear model.  

From Fig. 13 it is possible to note that both 

ANSYS [21] and ABAQUS non-linear models 

are able to follow the experimental behavior and 

give a reasonable prediction of the delamination 

growth initiation applied strains. 
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Fig. 13 Out-of-plane displacements versus applied 

strains – Comparison 

 

However, during the delamination growth, 

both models seem to produce a load 

displacement curve which slightly deviates from 

the experimental trend. Nevertheless, in the 

final phase of the delamination growth, 

ABAQUS is able to follow exactly the 

experimental trend while ANSYS [21] model 

slightly overestimates the out-of-plane 

displacements.  

The delamination growth initiation event 

with the ABAQUS non-linear model is located 

at 2325 µε. The predominant fracture mode, as 

expected, is the Mode I; hence the delamination 

growth initiation is a consequence of the 

delamination buckling event. 

The distribution of the ERR at growth 

initiation is very useful to understand the 

location of growth and the weight of each 

fracture mode in the growth initiation. In Fig. 14 

the distribution of the ERR normalized along 

the delamination front for the three fracture 

modes at the growth initiation for the ABAQUS 

non-linear analysis is shown.  

The comparison between the ABAQUS non-

linear model and the developed linear model in 

terms of Ed is shown in Fig. 15.  

It is relevant to observe that for the non-

linear model the following relation hold Ed= 

GI/GIc + GII/GIIc + GIII/GIIIc while for the linear 

models it is Ed = GI/GIc. 

It is possible to appreciate that both the 

distributions and the angles of delamination 

growth initiation (-9°) are in full agreement for 

the ABAQUS non-linear model and the 

developed linear model. 
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Fig. 14 ERR normalized distributions at growth 

initiation (2325 µεµεµεµε))))    
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Fig. 15 Ed distributions at growth initiation  

4 Conclusion 

In the present paper, a novel methodology, 

able to predict the delamination growth 

initiation in stiffened composite panel with a 

bay delamination has been proposed. This 

methodology, based on the linearized buckling 

evaluation and on the application of the Energy 

balance principle, has been implemented in the 

ANSYS FEM code and proved to be able to 

reasonably predict, by means of a limited 

number of linear analyses, the location along the 

delamination front and the load at which a 

delamination may propagate.  

Comparisons with the literature non-linear 

and experimental results for a stiffened 

composite panel with a bay embedded 

delamination have demonstrated that the 

proposed approach is affordable, as expected, 

when the delamination depth falls within a 

range of relatively small values (≤15% of the 

total skin thickness). Such a situation is quite 

representative of manufacturing defects and 

damages induced by low velocity impact events. 
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In order to further validate the developed tool, 

the linear results have been compared with 

ABAQUS non-liner results and an acceptable 

agreement has been found again. The location 

of the delamination growth initiation and the 

energy release rate distribution at growth 

initiation are again in excellent agreement. The 

optimal compromise between the very limited 

computational effort and the accuracy of the 

results, suggests possible applications to the 

preliminary design and optimization of complex 

damage tolerant composite structures.  

Even if the proposed linear approach works 

properly for thin bay delaminations, some 

improvements could be made in future work in 

order to limit the assumptions and to extend the 

applicability of the model to stiffened panels 

with thicker delaminations. 
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Abstract  
Within the TANGO project, a three years 
project funded by the EU commission for the 
development of new telecom services for GMES 
(Global Monitoring for Environment & 
Security) operations, a multicriteria comparison 
between different UAVs configurations has been 
performed. Configurations have been assessed 
regarding a lot of representative scenarios (Risk 
& Crisis, Maritime, Security, Land cover, 
Humanitarian Aid). Almost all these scenarios 
can be performed with success by UAVs. Two 
innovative configurations has been studied in 
details: 1) A Solar powered HALE 
configuration that obtained a very good score 
for mission similar to “Border Patrol Mission” 
in which the aircraft would fly from one sea 
region to the next and track targets or loiter in a 
region for a period of time. A very long 
endurance as well long range are the two main 
mission parameters. 2) A Small Solar powered 
UAV shows interesting results relative to “Boat 
Identification” missions which  require the 
deployment of a platform in closer proximity to 
suspicious vessels. Finally the Small Electric 
Solar Aircraft (SESA) was positively introduced 
in a TANGO demonstration. 

1 Introduction  
The GMES (Global Monitoring for 
Environment & Security) services are currently 
being developed to support public policy 
makers’ needs in the domain of environment 
and security, and rely on a comprehensive Earth 
observing system, using space borne and in situ 
techniques.  

Although the use of Unmanned Aircraft 
Systems (UAS) was for many years restricted to  
military applications, recent technological 
developments and increased utilization of 
Unmanned Aircraft Systems (UAS) have 
widened their application from military 
operations only to also civil and commercial 
operations. 
Nevertheless, the civil market for the use of 
UAVs will remain difficult to develop until 
operational regulations for the use of UAVs in 
non segregated airspace are developed and 
approved by ATM authorities. 

Potential users have interests to deploy UAS in 
non segregated airspace. Recent technological 
and operational improvements give reason to 
believe that UAS safety and performance 
capabilities are maturing. UAS, together with 
satellite telecommunications will be a key 
component of the future GMES architecture, 
enabling to expand GMES services and to 
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enhance their performances where unmet needs 
can be identified: 

• Improvement of the service area through 
the dissemination of the GMES applications 
wherever it is needed; reach communities with 
no other solutions –for instance in the ocean or 
following a natural disaster-; deployment of Ad 
hoc networking for crisis management, 

• Improvement of the reactivity and freshness 
of the data through faster scene and in-situ data 
collection 

• Speed up the transfer of data expected as 
these prototypes services become operational 
and allow higher volumes to be processed 

In this framework, the European Commission 
has selected the TANGO Project 
“Telecommunications Advanced Networks for 
GMES Operations” to develop, integrate, 
demonstrate and promote new telecom services 
dedicated to GMES requirements. 

TANGO implements a bottom up approach 
to identify the requirements for 
telecommunication services that are not met for 
the delivery of GMES services and try to find 
solutions throughout the integration of existing 
systems and advanced solutions in the 
framework of security and crisis management, 
fisheries management, maritime surveillance 
and humanitarian aid. 

The present paper presents results and 
recommendations of an high level analysis with 
comparison between various platforms in 
performing different  TANGO missions through 
the development of a multicriteria tool in which 
inputs from performances characteristics of 
reference aircrafts are compared to requirements 
from mission typology.  
The last phase of the TANGO Project  
demonstrated, trough a real experimental phase, 
the ability to integrate land monitoring existing 
systems with monitoring aircraft systems based 
on a small UAS platform, with high range and 
endurance capabilities, powered by alternative 
energy sources based on solar cells, batteries 
and fuel cells in order to develop a more 
effective monitoring system with the 
introduction of a local air component with low 
environmental impact. 

2 Description of the procedure 
The implementation of a multicriteria 

analysis for the identification of suitable 
applications for different classes of UAVs 
within TANGO thematic (Risk & Crisis, 
Maritime, Security, Land cover, Humanitarian 
Aid)  has been subdivided in four parts: 

• Definition of applications 
requirements. 

• Assessment of the Capabilities & 
Performance of various UAVs 

• Analysis of capabilities versus user 
needs through a multi-criteria 
analysis. 

• Identification of suitable TANGO 
applications 
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2.1 Definition Of Applications 
Requirements 

Several scenarios (e.g. oceanic Observations, 
fire fighting, oil spills, boarder surveillance 
etc… ), has been identified in term of payload 
typology (Infrared, EO, SAR, Lidar etc.), 
characteristics of various payloads (mass, power 
consumption, volume, data link etc.) and 
requirements of the mission (all weather 
capabilities, day/night operation, endurance, 
altitude, flight speed etc.).  

Data about missions requirements has been 
collected through data sheets aimed to the 
identification and description of specific 
applications in term of payload main 
characteristics, operational needs, advantages 
and benefits compared to existing 
implementations. 

The analysis presented is an high level 
analysis and so a detailed description of 
payloads for each scenario it is not possible and, 
at this level, it has been identified only the type 
of sensor required by the scenario and a first 
estimation of weight, and some operational 
needs in terms of speed, endurance etc. based on 
previous experience and available open 
literature documents. For each scenario a weight 
index is included in order to describe main 
missions performance requirements. A high 
weighting index means the criterion is very 
important for the mission, a low weighting 
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index means the criterion is not very important 
for the mission. For example, in the case of 
scenario “Oceanic Observations” (Fig. 1) the 
performance criterion “endurance” has a 
weighting factor of 6, because a high endurance 
is important for the mission while for example 
the landing and take off length are less 
important for the selected scenario. These 
weights indices are used in the multicriteria 
method to give the final ranking. They are very 
important, so the user has to be very careful 
when he makes the weighting Fig 1.  
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Fig. 1 Example of Mission Requirements for 

Oceanic Observation Missions 
 

The weight scale used to characterize missions 
is reported in Table 1. It should be noted that in 
case the mission includes some minimum or 
maximum required performances (>o<) the 
weight indices measure the importance to 
overcome the basic requirement, or if the 
mission include some optimal requested value, 
weight indices measure the importance to be 
closer to the optimal value. 

 
 
 
 
 

Table 1 
 
Mark Meaning 

10 Capability is extremely 
important for the mission 

6 Capability is one of the more 
important parameters for the 
mission. 

2 Capability is not very important 
for the mission and a low 
performance is sufficient to 
perform the 
mission. 

0 Capability is not critical for 
mission 

2.2 Assessment Of The Capabilities & 
Performance Of Various UAVs 

On the technical side, the UAV system can 
be characterized by an air system and a ground 
system, interconnected by data links, control 
links, and integrated into a technical and 
decision-making environment. Civil UAVs are 
also categorized as a function of weight and 
operational altitude and are usually grouped into 
the following four main categories as defined 
below 
• MICRO/MINI: less than 7kg in weight with 

flight altitude below 400ft. 
• MINI/SMALL: weight range of about 7- 20 

kg with flight altitude below 400 ft, range 
below 500m, Visual Flight Rules (VFR). 

• MALE: (Medium Altitude with/without 
Long Endurance) with flight altitude above 
400 ft, range above 500m, VFR.  

• HALE: High Altitude Long Endurance, 
weight greater than 150 kg with flight 
altitude above 30000 ft. 

During the work presented, the assessment of 
the Capabilities & Performance of various UAV 
systems has been made starting from some 
reference configurations  mainly derived from 
Heliplat and CAPECON projects [1-3] and used 
here only as a performance baseline of the 
different UAVs categories. 
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HALE (High Altitude Long Endurance UAVs): 
Four types of HALE UAVs has been 

considered as reference configurations: 
• The solar powered HALE UAV (Politecnico 

di Torino Prof. Romeo design) [1,2]: This 
configuration has been designed for very 
high endurance, high altitude and low 
weight payload capabilities (140-150Kg – 
Available power: 1500 W). This system has 
a reduced number of climb and descend 
events, which is important when considering 
interference with the aviation traffic. The 
solar energy propulsion system reduces or 
even eliminates the need for the 
conventional fuel propulsion concept. The 
solar HALE configuration due to the high 
efficiency but low thrust has a takeoff length 
of about 804 m and a landing length of 420 
m (without applying brake force). A rate of 
climb of about 2.4 m/s at maximum power 
condition was estimated in the preliminary 
analysis. Due to the regenerative electric 
propulsion system the solar configuration 
has a very long endurance (about 6 month) 
and low noise emission. The loiter, 
minimum, and maximum velocity at the 
operative altitude of 17 km are respectively 
of about 25 m/s, 18 m/s and 36 m/s. 

• The OBW 02 UAV (ONERA Design [4]) has 
been designed to fulfill performance mainly 
defined by a nominal flight profile which the 
main parameters are the endurance in 
operation (24h), the corresponding 
operational ceiling (60 000 ft), minimum 
time to climb to the maximum ceiling of 
airliners, typically close to 45 000 ft (30 
minutes). This last constraint has been 
associated with conventional ones dealing 
with take off and landing distances (close to 
540 m for the Balanced Field Length and 
620 m for landing) in order to be compatible 
with the use of conventional runways.  

• PW-114 HALE BLENDED WING 
(WARSAW UNIVERSITY Design [4]) 
configuration has been designed by Warsaw 
University of Technology (WUT) for high 
endurance (>24 h), high altitude (20 km) 
and high payload capabilities (500-700 kg). 
The aircraft has high climb rate which lets to 

reach the operational altitude in short time 
(about 30min). Good take-off and landing 
characteristics (take-off length of about 430 
m and landing of about 550 m for 50 ft 
obstacle) are presented by this 
configuration. Cruise velocity (IAS) is equal 
to 400 km/h for best endurance (at 15 km 
altitude) and 500 km/h for longest range (at 
15 km altitude). Maximum cruise velocity is 
equal to 690 km/h.  

• MODULAR HALE CONFIGURATION 
(IAI Design [5]): The Modular HALE is an 
aft-fuselage mounted, twin turbofan 
configuration. The wing is a high AR wing 
with a reference area of 38m2. The wing 
span is 30m, length 12.67m and height 
4.09m that means a hangar request similar to 
the Airbus 320 size. It has two 
interchangeable non-structural payload bays, 
one up and one down. A T tail configuration 
has been selected in order to avoid tail-
engines interaction. Take off and Landing 
distance are respectively 639m and 1094 m 
respectively. Endurance as well operation 
radius are different for the four versions 
(A,B,C,D) that consider different payloads 
and fuel weights. Aircraft is equipped with 
two Williams/Rolls-Royce FJ44 located on 
the fuselage (noise<74dB). The Designer 
goal is to be able to deploy the UAV in less 
than 24 hours. 

 
MALE (Medium Altitude Long Endurance 
UAVs: 

Reference configuration is: 
• PW-104 PISTON MALE CONFIGURATION 

(WARSAW UNIVERSITY Design [6]) this 
configuration has been designed for long 
endurance (>24 h), medium altitude (4 km) 
and medium payload capabilities (217 kg). 
The climb rate (about 7m/s at sea level) lets 
to reach the operational altitude in short time 
(less than 15 min). It presents good take-off 
and landing characteristics (take-off length 
of about 415 m and landing length about of 
580 m, considering 50 ft obstacle). Cruise 
velocity (IAS) is equal to 130 km/h for best 
endurance (at 4 km altitude) and 152 km/h 
for longest range (at 4 km altitude). 
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Maximum cruise velocity is equal to 280 
km/h. The aircraft has good manoeuvrability 
Compact configuration with two tail beams 
facilitates installation of different payloads 
in payload compartments. Thus it is easily 
possible to change the UAV mission. 
 

Rotary UAVs  
• AGUSTA-EUROCOPTER Design [7]: 

Two type of rotary configuration has been 
considered: 1)Single Main Rotor (Developed by 
Agusta) 2) Co-axial Rotor (Developed by 
Eurocopter). First configuration is a 
conventional helicopter configuration with 
known and proven technology and 

therefore relatively low cost both in 
development and maintenance. The second 
Configuration  is more complex and challenging 
for small rotorcraft, but has performance 
advantages over the conventional single main 
rotor configuration. The Single Main Rotor 
configuration is more efficient for UAVs with a 
MTOW below about 270 kg and the Co-axial 
Rotor configuration is more efficient for UAVs 
with a MTOW above 270 kg.  

 
Small UAV 
• Politecnico di Torino (Prof.Romeo Design 

[8]) 
In order to demonstrate some critical 

technologies and applications, the flying model 
(SESA E-Plane Model) has been built at 
Politecnico di Torino. The flying model SESA 
was built, within the EC funded project 
CAPECON. The starting model was modified 
by replacing its combustion propulsion system 
with an electric one including a single brushless 
motor and a NiMh battery system. The structure 
is realized using glass-fibre reinforced plastic 
and carbon-fibre composite materials for wing 
box. Payload capabilities are in the order of 5-6 
kg. Within the EC funded project TANGO, the 
NiMh batteries have been substituted by 
rechargeable LiPo batteries, mainly utilized 
during the take-off phase. A new wing with 
span of 7m was manufactured and 2 square 
meters of thin high efficiency (21%) mono-
crystalline silicon arrays have been bonded over 
the wing skin; during the level flight the needed 

power is being achieved from the solar cells 
system covering the wing. All the structures 
were designed according to EASA-VLA to 
withstand a limit load of 3.8. 
In order to evaluate and compare the aircrafts 
selected, the performances criteria shown in 
Table 2 have been chosen [9,10]. Some of these 
criteria are exclusive like “Vertical takeoff”, 
“HOGE” and the “All weather capability”. The 
value for these characteristics can be 1 if the 
aircraft is able to perform them or 0 if not. Other 
characteristics are dimensional characteristics 
that give a high score as higher they are (Range, 
Endurance, Range of controllability, Maximum 
velocity, Climb rate, Ceiling and Payload 
weight). Finally others criteria are dimensional 
characteristics that give a high score as lower 
they are (Maneuverability, Minimum velocity, 
Landing length: Take off length, Noise on 
flight, Minimum altitude, Loiter velocity). 
In Fig 1 are reported the collected requirements 
for the “Oceanic Observation mission”. 
 

Table 2 
Capability Description 

Vertical Take Off capability to perform vertical take off 
and landing typical of helicopter. 

HOGE capability to perform hovering 
out of ground effect typical of 

helicopters. 
 

All weather 
capabilities 

ability to flight in every adverse 
weather conditions. 

Range maximum flight range to perform the 
mission expressed in meters 

Range of 
controllability: 

distance of the UAV from the ground 
control station 

Maximum 
velocity: 

maximum velocity that can be 
reached in level flight expressed in 

m/s 
Climb rate the altitude expressed in meters 

that can be achieved in one second, it 
express the ability to 

reach the desired altitude quickly 
Ceiling maximum flight altitude in meters 

Payload weight maximum admitted weight of the 
operative payload expressed in kg. 

Manoeuvrability ability to perform short range 
manoeuvres, the value is the turn 

radius expressed in 
meters. 

Minimum 
velocity 

minimum flight velocity in level 
flight before stalling in m/s. 

Landing length distance necessary to land 
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expressed in meters. 
Take off length distance necessary to take off 

expressed in meters. 
Noise on flight noise produced during the flight 

operations caused by engines and 
rotors expressed in dB. 

Minimum 
altitude 

Minimum flight altitude 
correlated to the airspace 

categorization. 
Loiter velocity cruise speed on level flight 

expressed in m/s. a suitable aircraft 
should have a loiter 

velocity as close as possible to the 
optimal value required by the specific 

mission. 
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2.3 Analysis of capabilities versus user 
needs through a multi-criteria analysis. 

The algorithm implemented is based on 
inputs from performances characteristics of the 
aircrafts (Ji) and requirements from mission 
typology, it analyze each aircraft considering 
some weight indices given to the missions (Wi) 
and shows a final score for each aircraft and for 
each mission excluding those UAVs that are not 
able to complete the specified mission. The 
comparison algorithm takes in consideration the 
gap between the lowest and the highest value of 
single requirements and considers how near is 
the aircraft from the best value, then it applies 
the weight indices required by specified mission 
and give the global score (Fig 2). 

 
 

 
Fig. 2 Multicriteria analysis 

3 Results For Selected Missions 
Several scenarios in each TANGO thematic 

has been considered for the analysis.  
Below are shown results of some scenarios  
related to few thematics of the five main 
scenarios considered during the project TANGO 
(Fig 3). 

 

 
 
Fig. 3 Thematic and Scenarios considered in the 

analysis 
 
Maritime Thematic  
 
• Oceanic Observations 

 
The interests of these types of missions mostly 
involve superficial determination of the water 
temperature and masses movements to different 
temperature to evaluate the consequences on the 
continents climate; Monitoring and check of 
some icebergs routes, along the oceans, which 
come off the poles; Definition and identification 
of the routes along which some protected 
species move (whales, turtles, etc); 
Identification and check of some fishing zones 
to exploit and to assign them; Movements, 
formations and intensity study of the waves 
which form themselves in the oceans and their 
impact along the coasts. 
In  this case the mission main objective is to 
monitor phenomena with slow variations on 
time so a long endurance and range as well the 
possibility to fly at very low speed are very 
important criteria. Capacity to reach the 
operational scenario in a very short time 
(especially for fishering and maritime traffic 
control) is another key issue that require a high 
value of maximum speed and manoeuvrability. 

 

172



Innovative Unmanned Aircrafts: role and constraints for GMES applications 
 

The HALE UAVs seems to be the best 
candidates for this type of missions (Fig 4). 

 

 
 
Fig. 4 Example of Results for Oceanic 

Observations 
 

• Maritime Patrol  
 
Marine surveillance and tracking missions have 
the main purpose of  detection and localization 
of sea moving targets (ship imaging and 
classification, man in life raft, oil tankers…); 
sea pollution monitoring: detection of oil spills, 
position, thickness and extent of the oil surface. 
The aircraft would fly from one sea region to 
the next and track targets (different ships 
categories) or loiter at speeds of about 50m/s in 
a region for a period of time. A long endurance 
not less than 8hr as well long range mission not 
less than 1000km are the two main mission 
parameters. The vehicle management system 
should allow for direct control or flight path re-
direction from a ground station so a high 
manoeuvrability is requested for the mission. 
Payloads will consist of various sensors 
including detection and tracking of ships. 
Sensor data from the UAV must be available 
real-time. OTH network communications for 
command and control of the UAV are required. 
For these reasons mission require a high 
payload weight capacity not less than 90kg and 
better if it is higher. 
Also in this case the use of very long endurance 
HALE UAVs seems the best solution. Results 
are shown in Fig 5. 
 

 
 
Fig. 5 Example of Results for Maritime Patrol 

 
• Boat Identifications 
 
This mission is an additional support for the 
previous mission and may include the 
deployment of a platform in closer proximity to 
suspicious vessels, the HOGE capability could 
give a contribution to the success of the mission 
but is not an excluding requirement. The 
platform would be released low altitude less 
than 5000m and in some case a very low fly 
altitudes is requested so the capability to fly at 
very low altitude is weighted with an high 
value. The mission require low turn radius that 
means high maneuverability in order to fly 
around the vessel under suspicion. The analysis 
results shown high rates for Rotary and for 
small UAVs (Fig 6). 
 

 
 
Fig. 6 Example of Results for Boat Identification 
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Risk & Crisis thematic 
 
• Fire Detection 

 
The objective is a continuative 24 hours 

vigilance of the territory, to identify fires and to 
help the turning off. The platforms must have an 
endurance capability of 24 to 72 hours, Flights 
emanating and terminating at field locations 
would require aircraft with high crosswind and 
gust limits that means a high maneuverability 
(weight=5). The platform required for this 
mission may need to have a high range 
capability greater than 300km and transit from 
one fire location to the next around the country. 
Launch and recovery would occur at either field 
locations or dedicated fire fighting airfield 
locations (take off and landing capability=4). 
 

 
 
Fig. 7 Example of Results for Fire Detection 
 

Both HALE and MALE categories seem to 
accomplish the mission with good results (Fig 
7).  
 
Security thematic 
 
• Borders Patrol 

 
The UAV flies along the border conducting 
surveillance, and detecting cross-border activity 
and informs personnel at the Border Patrol 
Regional Command Centre. An area supervisor 
dispatches resources and re-tasks the UAV(s), 
as appropriate. Once on station, the UAV serves 
as a communications node and identifies border  

violators. Desired attributes for the platform 
include multi-day endurance (>24h weight=6), 
and the ability to carry multiple payloads 
(>40kg weight=5). High altitude flight is 
desirable (weight=7) as it increases platform’s 
covertness. The ability of the sensor package to 
“steer” the platform to a target of interest is 
highly desirable (maneuverability=5). 
 

 
 

Fig. 8 Example of Results for Fire Detection 
 
The results show that the Solar powered and 
blended HALE configurations have the best 
result for this mission (Fig 8) 

 
 
Land Cover thematic 

• Archaeological observations 
 

The main interest of this kind of mission is  to 
check for archaeological areas already existing 
and evaluation of their conservation state. 
The possibility to have a simple take off and 
landing as well as the hovering over the site of 
interest are very important parameters for this 
kind of mission (HOGE=5 Vertical take off=5 
landing and take off length=7). In order to 
increase the quality of the detection the 
possibility to fly at very low speed is also an 
important parameter (minimum speed=7). 
The analysis shows that, despite all the 
platforms may accomplish this mission, the 
small UAVs and Rotary UAVs, in particular, 
seem to be the best candidates (Fig 9). 
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Fig. 9 Example of Results for Archaeological 

observations 
 

Humanitarian Aids thematic 
• Evacuation Event 

 
The goal is to provide images and voice 

communication during evacuation events. For 
emergency evacuation, the communications 
system must be rapidly reconfigurable. For 
example, mobile ground stations may have to be 
delivered to a disaster area because existing 
base station may lose power or connectivity. 
The ground stations and any UAVs deployed in 
the area must be able to quickly establish 
communications and not controlled by a global 
authority but by a local entity. A UAV that not 
need a complicated ground control station and 
able to have a high maneuverability 
(maneuverability=9), capable to fly at a low 
speed (minimum velocity = 8) with a good rate 
of climb (rate of climb =6) and for at least 5 hr 
could give a great contribution to the operation. 

 

 
Fig. 10 Example of Results for Evacuation Event  

Because several configurations are able to 
perform almost all the applications, 
interpretation of these results is very dependent 
on the preferences of the user. So, it has been 
decided to keep as much information as possible 
when giving the primary results, instead of 
degrading information making interpretations. 
Results of the preliminary analysis are only a 
first support and should be interpreted directly 
by the user, to allow him to make his own trade-
offs. Some important additional criteria should 
be considered during the selection of a UAVs.  
A key technology which supports all of the 
future missions is, for example, the ability to 
transmit data over the horizon (OTH). 
Three classes of Satcom data relay payload have 
been defined during TANGO Project [9,10] and 
described in terms of mass, volume and power 
requirements. Selecting Platform for a specific 
scenario it is important to take into account 
which are the data link possibilities: 
CLASS1: INMARSAT 4L BAND terminal: 
implementation possible for all reference UAVs 
excluding Small Solar UAV. 
CLASS2: Ku or Ka Satcom terminal: 
implementation possible for all reference UAVs 
excluding Small Solar UAV. The Solar HALE 
UAV is at the limit of its capability due to high 
power request from amplifier. 
CLASS3: Optical Terminal: implementation 
possible for all reference UAVs excluding 
Small Solar UAV. The small size of the Small 
Solar UAV preclude the use of high bandwidth 
geostationary satellite systems. The only 
systems capable of being installed are those 
which have small antennas, and thus it is the 
Low Earth Orbit (LEO) systems 
(Iridium/Globalstar). An OTH scenario is 
possible but with link at 2200–9600 baud.  
Another important factor in order to choose the 
proper UAV for a specific mission is the cost. 
Preliminary results indicated the following costs 
for the different UAV classes:  combustion 
engine HALE are between 1000 to 3000 €/FH, 
Solar configuration presents an asymptotic 
value of about 1000 €/FH , MALE are in the 
range of 300-900 €/FH and Rotary 
configuration about 500-1400 €/FH with the 
coaxial configuration slightly more expensive. 
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Small solar UAV is the less expensive platform 
with a cost range of about 100-200 €/FH. 
 
Finally the choice of a suitable UAV is strongly 
dependant on the development of a UAS SRM 
(Safety Risk Management) framework, 
supporting regulators and applicants through 
provision of detailed guidelines for each SRM 
step to be conducted, including 1) system 
description, 2) hazard identification, 3) risk 
analysis, 4) risk assessment, 5) risk treatment.  

The purpose is that all potential risks of the 
newly proposed UAS operations are controlled 
so that the existing safety level does not 
decrease as compared to the current aviation 
system with manned aircraft only.  

4 The use of the SESA UAV in the 
TANGO demonstration. 

Within the project TANGO a flight 
demonstration by the scaled Solar Powered 
UAV (SESA) was carried out to monitor boats 
and ships prior to boarding in port [10,11]. 
Demonstrations would integrate satellite 
telecommunication solutions with on-going 
GMES developments in the framework of 
fisheries management. Inclusion of UAVs in the 
global relay infrastructure enables quasi real 
time and continuous access to dedicated zones 
for monitoring or surveillance. SESA can be 
used, in cooperation with Iridium satellite 
system, as a reconnaissance aircraft sending real 
time images and videos to the ground control 
station. The flight test was carried out starting 
the flight from S. Giorgio airfield (5km south 
Lido di Tarquinia, about 10 km north of 
Civitavecchia. In Fig 11 shows the mission 
architecture. During the demonstration the 
SESA UAV was equipped with a) video camera 
heading forward, for see & avoidance purpose. 
b) photo/video camera heading downward; the 
video images are continuously wireless sent to 
the ground control station c) An autopilot 
system was installed on board for an 
autonomously flight up to 40km of distance by a 
highly integrated data acquisition, processing 
and control system. d) Satellite based 
Communication System was installed onboard 

for the Iridium satellite communication network 
aiming to a BLOS flight. 

 

 
 
Fig. 11 Mission Architecture  
 

The experimental tests validated main 
technologies for high altitude very long 
endurance flight.  

5 Conclusion 
 
Paper shown that today’s technology allows to 
define and produce different types of UAVs, for 
a high number of potential GMES applications.  
A multi-criteria analysis, which compares the 
mission requirements with the performance of 
different UAV configurations has been 
developed as a decision support for future end-
users. The limits of the proposed algorithm 
mainly are the difficulty of taking into account 
additional criteria such as costs and level of risk 
introduced by a specific UAS configuration.  

The ability to use, on the maritime 
surveillance scenario, a real configuration of 
Small UAV was demonstrated by means of an 
experimental campaign. 
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Abstract  

This paper is focused on design, optimisation 

and testing of a mini UAS called SAMONIT. The 

main goal of the activity within this project is to 

design an UAV system for long endurance 

border surveillance and monitoring having high 

level requirements in term of reliability and 

safety and being affordable for potential users 

in terms of cost. The design process is treated as 

an interdisciplinary approach, and includes a 

selection of thick laminar wing, aerodynamic 

optimisation of swept wing, stability analysis, 

weight balance, structural and flutter analysis, 

many on-board redundant systems, reliability 

and maintainability analysis, safety 

improvement, cost and performance 

optimisation. A baseline configuration (straight 

wing with V-tailplane placed behind the main 

wing) will be used as a reference for more 

advanced layouts, especially swept tailless 

configuration, considered as the goal 

configuration in two versions – with pulling and 

pushing propellers. Comparisons between these 

3 configurations will be used to show expected 

advantages and possible drawbacks. Full scale 

free flight airplane testing is in progress, both in 

manual and automated modes. 

1 Introduction 

The main goal of the activity within this 
project is to design an UAV system for long 
endurance border surveillance and monitoring 
[1], having high level requirements in term of 
reliability and safety (expected by other users of 
national airspace and people on ground) and 
being affordable for potential users in terms of 
cost. One such system (2 airplanes + sensors + 
Ground Control Station) must cost no more than 
200 000 euros [2]. The design process is treated 
with an interdisciplinary approach, and includes 
a selection of a thick laminar wing [3], 
aerodynamic optimisation of swept wing, 
stability analysis, weight balance, structural and 
flutter analysis, many on-board integrated 
redundant systems, reliability and 
maintainability analysis, safety improvement, 
cost and performance optimisation. Assumed 
endurance is 24 hours, the main aircraft parts 
and systems weight is as follows: composite 
structure - 15 kg, power unit - 6 kg, 
communication + navigation + flight control 
systems – 6 kg, emergency parachute – 2 kg, 
payload –14 kg, fuel for 24 hours flight – 24 kg. 
Wing area is equal to 1.4 m2, wing aspect ratio 
is 11.4. Stall speed at SLF is 24 m/s, typical 
landing speed is 20 m/s. Typical lift coefficient 
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during patrol is equal to 0.46, aerodynamic 
efficiency is 15, power coefficient (required 
power over the available power) during typical 
patrol is equal to 0.44. The airplane is powered 
by two KOMATSU gasoline engines, model 
G800BPU, 8 bhp each, air cooled two stroke 
cycle opposed cylinder type. This paper is 
focused mainly on the design aspects, a 
selection and refinement of its external layout – 
choice between straight wing with V_tail 
configuration and tailless, swept wing 
configuration and is based on the author’s 
experience gained during former, UAS related 
design activity, [5-12]. Design details, 
technology of manufacturing processes 
encompassing both negative moulds and 
positive aircraft components, and progress in 
production of prototype is shown and discussed. 

 

2 Design layout 

Tailless, swept wing configuration for a 
long endurance surveillance mission was 
adopted, mainly due to its aerodynamic 
characteristics and utility properties [13-15]. 
Such a layout has improved aerodynamic 
efficiency due to a lower wetted area, also 
possessing less parts that could be exposed to 
damage, especially during a difficult landing. 
Self-stable, 15% wing section was intentionally 
designed [16] to increase negative pitching 
moment by inclination of trailing edge up.  

 
Chord of the wing is constant along the 

span. Wing tip is twisted down with respect to 
the wing central part on –3o to move the stall 
from elevon area into the wing central part. The 
so-called end plates are mounted at the wing 
tips and they play the role of vertical stabilizers. 
These plates have rudders, deflected outside of 
the wing only (the reason that rudders are not 
deflected inside the wing is to avoid the 
interference between rudders and elevons). 

 
Fig. 1 Swept wing tailless configuration – version with 

wing tip plates [13-15] 

 
Fuselage plays the role of container, and 

holds different on-board systems – navigation, 
communication, surveillance and fuel. It was 
assumed that initially FLIR system will be used. 
In second stage of aircraft development also a 
SAR system can be hosted into the fuselage, so 
the fuselage (container) dimensions are dictated 
by one of such systems available on the marked 
(SANDIA mini SAR,[17]). 

 

 

Fig. 2 Fuselage - container for sensors, electronics and 

fuel tank 

 
On-board SAR system [17] is optional – 

either can be selected and mounted, or not, and 
therefore its centre of gravity (CG) is located in 
order not to influence the whole aircraft’s CG 
location. A SAR antenna is relatively large and 
it is the reason why the fuselage cross-section is 
also large. Fuselage overall shape was designed 
and optimised to minimise its drag coefficient. 
It was found that a streamline (droplet) shape 
will fulfil this requirement well. The large 
fuselage cross-section, in a natural way, offers a 
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possibility to design a high capacity fuel tank, 
which can be located ideally at the aircraft 
centre of gravity (CG). The rear part of the 
fuselage is used as a container for a recovery 
parachute. Such a recovery system offers the 
possibility to land in a difficult environment 
(where vertical falling is unavoidable), and also 
increases the safety factor in standard operation, 
when in an emergency. This two-stage 
parachute system consists of smaller breaking 
parachute (a piloting chute) and bigger recovery 
parachute (to be opened after a deceleration 
phase). This COTS system is routinely used in 
para-gliding and produced in Poland by AirPol-
Legionowo ltd. 

 Tailless configuration offers many 
advantages over the orthodox configuration, 
however it is still aerodynamically difficult and 
can reveal some unexpected phenomena (trim 
issues, stability etc.). It is the reason why it has 
been decided to develop a second configuration 
with a straight wing and V-tail control surface 
placed behind of the main wing, called further 
baseline configuration. It was assumed that both 
configurations (tailless and baseline) are unified 
as much as possibly (they have the same wing 
aspect ratio, wing loading, power-to-weight 
ratio, on-board systems, fuselage etc.). The 
wing section of the baseline configuration, the 
Wortmann profile (FX66-17A-II-182/20), was 
selected because in this case, the pitching 
moment can be controlled by elevator’s 
deflection and there is no need to modify the 
pitching moment through the change of profile 
camber in the TE region. The baseline 
configuration will be used as a reference for 
different comparisons between both 
configurations and for evaluation of expected 
advantages and possible drawbacks. Attachment 
of the wing on a pylon above the fuselage will 
facilitate an easily change of this wing (from 
swept to straight and vice versa) using the same 
fuselage, landing gear system etc. 

 
Fig. 3 Fuselage - container for sensors, electronics and 

fuel tank 

Additionally, to reduce the unavoidable risk 
connected with first flights of unconventional 
configuration (tailless one), it was decided to 
design, manufacture and test in flight, a scaled 
(1:2) tailless configuration model. These flight 
tests have shown that the configuration initially 
proposed for the tailless layout must be 
changed. It appeared that during the take-off run 
a normal reaction force acting on the front 
landing gear was too high, mainly due to nose-
down pitching moment generated by highly 
located engines. Elevons were not able to 
produce the counterbalancing, nose-up pitching 
moment and the accelerating model turned over 
on the runway. After the necessary redesign 
process the new layout of tailless configuration 
are shown at Fig.4-6 and baseline configuration 
at Fig.7. 

 
Fig. 4 Swept wing tailless configuration – current 

version with the wing moved down and wing tips 

optimised for lateral dynamic stability 
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Fig. 5  Baseline configuration – redesign to be unified 

with last, modified version of the swept wing 

configuration 

 

Fig. 6  Swept wing configuration with pushing 

propellers –flying  pre-prototype no 3 

 
Pre-prototypes no 1 (Fig.5) and 2 (Fig.4) are 

designed to be operated from typical concrete 
runways. Pre-prototype no 3 (Fig.6) could be 
operated both from traditional runways and 
from catapult and can be captured with a net, 
Fig.7. Pushing propellers are protected against 
damage when aircraft is decelerated by a net, 
Fig.7.  

5m 

5m 
20m 

 

 

Fig. 7 Aircraft being recovered in the net 

3 Selection of power unit 

The two-engined configuration was selected 
to increase the safety level (according to 
statistics gathered in IAI, one of the most 
frequent critical failures of UAVs was engine 
dysfunction [ ] and redundancy can increase the 
so-called MTBL (Mean Time Between Losses). 
Engines are placed along the wing’s 
centreplane, close to the aircraft’s vertical plane 
of symmetry. Moreover, they are skewed at 6o 
outward with respect to vertical plane of 
symmetry to decrease yawing engine torque 
when one engine is not working. In order to 
decrease the level of vibration (important for 
stable usage of sensors) the two cylinder 
engines (KOMATSU) were selected. Another 
desired feature of these engines, especially 
required for long endurance mission, is their 
high mean life. The design philosophy and 
production technology, of the main components 
of this type of engines, are based on experience 
gained from the family of engines produced for 
pumps widely applied in civil engineering. 
Therefore they are likely to able to work for 
several dozens of hours with no failure. With 
respect to earlier requirements of power access, 
the available power was increased to 8 hbp and 
therefore it will make it possible to increase 
MTOW in the future, if necessary. A further 
reduction of vibration transferred from engine 
into the aircraft structure is possible through the 
flexible friction dampers of an engine 
suspension system. The special dumpers 
developed by KOMATSU were also used for 
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noise reduction. The engine spark device 
(originally supplied with the engine by 
KOMATSU) together with an additionally 
designed and manufactured coil was used as a 
current generator.  

4 Components of aircraft structure 

The structure is designed from carbon fibre. The 
main parts of fuselage consists of horizontal and 
vertical plates, attached to a set of frames and 
with a few easily disassembled covers. Plates 
are designed for a sandwich construction. The 
wing spar in the fuselage area is made from a 
steel, with a circular cross-section (φ 50 * 48), 
being hardened for high strength. The integral 
fuel tank, in the fuselage central part, has 49 
litre capacity. 

Wing (and tailplane) are built from the same 
materials as the fuselage. Straight wing consists 
of a central part and two outer wings. Two 
tailbeams are attached to the wing central part 
and ended with V-tails. Central part of the wing 
is attached to the fuselage through a pylon and 
therefore aerodynamic interference is reduced. 
Wing has a single spar only, Fig.9-11. 

 

 
Fig.8 Design structure of sensor container - lower and 

upper covers disassembled for inspection 

 

 
Fig.9 Design details of the straight wing central part 

Swept wing is divided into left and right 
parts, Fig.10. Both parts are slid over the pipe 
spar standing out from the fuselage. Fast joining 
can be performed screwing down two screws, 
one per each wing, Fig.10-11. 

 

 
Fig.10 Design details of the swept wing 

 

Fig.11  Method of join between swept wing and 

fuselage 

 
The aircraft with straight wing has the V-

tails, mounted on tailbeams. The method of 
attachment between tailbeams and the wing 
central parts, and between tailbeams and the 
engine’s mount, is shown at Fig.12. 

Main landing gear was designed as a 
composite spring beam, Fig.13, and the front 
landing gear is of telescopic type, external spiral 
spring and internal pneumatic damper. 

 

 
Fig.12 Baseline configuration - design details of right 

V-tail 
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Fig.13 Main landing gear 

5 Parachute recovery system 

 This system is important to decrease the 
probability of a ground collision – the case in 
which either innocent people could be injured 
or/and infrastructure could be damaged. The 
system is based on the well-known parachute 
produced by AirPol ltd (KSKY-36,7), widely 
used by para-gliding pilots (standard load equal 
to 70 kg), fully ertified. To avoid damage to the 
aircraft’s structure due to a rapid deceleration, 
the opening of main parachute is preceded by 
opening of a breaking, much smaller parachute 
(area of 1 m2), which is shown at Fig. 14. 

 

 
 

Fig.14 Successive phases of parachute deployment

 

6 Summary of design features 

The main design features can be summarised 
as follows: 

• Tailless layout is the target configuration. 
Baseline layout is used for comparison and 
evaluation only; 

• Aircraft design is easy for transportation on 
the trolley behind a passenger car and easy 
for quick assembling / disassembling; 
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• Tailless configuration with selfstable wing 
section and geometry offering wide range of 
angles of attack is resistant to stall; 

• Two engines of high reliability offer 
increased MTBF level with high power 
access; 

• Parachute recovery system increases safety 
level for people and property on the ground; 

• Main landing gear made from carbon fibre, 
endowed with efficient breaking system, 
ensures short, well dampened landing. Front 
landing gear consisting of telescopic type 
external spiral spring and internal pneumatic 
damper, ensures good damping 
characteristics and protects against potential 
turnover on the runway; 

• Wing tip plates used on tailless 
configuration increase wing aspect ratio, 
provide lateral stability and good 
controllability in sideslip; 

• Centre of gravity (CG) does not travel with 
respect to aircraft during flight mission; 

• The swept wing configuration was modified 
to fulfil stability requirements. Corrections 
to be done by the Automatic Flight Control 
System (AFCS) in terms of dynamic 
stability will be marginal. 

 

7 Free-flight experiments 

 
Taxi tests, landing runs and free-flight 

experiments were initiated in Dec.2009 and are 
still in progress. Several free-flights were 
performed, either in manual or automated 
modes. All 3 airplanes were in the air longer 
than 3 hours and authors have in their disposal a 
very wide material including logs, videos from 
the ground and from the 3 cameras attached to 
the airplane. In Fig.15 there is a trajectory seen 
over the terrain and in Fig.16 there is a 
trajectory and turning points seen on the control 
monitor in GCS. 

 

 
 

Fig.15 Trajectory supervised by autopilot (turning 

points and flight altitudes were changed on-line when 

in progress) 

 

 

 

Fig.16 Trajectory and turning points seen on the 

control monitor 

8 Conclusion 

 
SAMONIT project, focused on the design, 

optimisation, manufacturing and testing of a 
surveillance long endurance mission aircraft, 
named as PW-141, is well advanced. Three 
versions ((1) baseline with straight wing and 
empennage placed after the main wing; (2) 
swept, tailless, tractor configuration and; (3) 
swept, tailless, pushing propellers 
configuration) are fitted with fully autonomous 
flight control system. Before the free flight 
experiments all these pre-prototypes were 
aerodynamically tested in φ5 WT. The baseline, 

184



Z.Goraj, M.Rodzewicz, W.Grendysa, M.Jonas, C.Gorniak, J.Hajduk 

CEAS 2011 The International Conference of the European Aerospace Societies 

straight wing configuration was extensively 
tested in the ground vibration experiments and 
then numericaly checked with respect to flutter. 
The main goal of the whole programme is to 
optimise the platform and its systems to obtain 
the economically competitive aircraft, safe, 
affordable and efficient in its main long 
endurance, surveillance mission. 
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Abstract  

Dynamics-aided INS utilizes available control 
information and dynamic model to obtain 
UAV’s motion information, and fuses theses 
information with INS using a filter. The 
integration of dynamics model with INS leads to 
the compensation of inertial sensors’ errors, 
causing the improvements of navigation 
accuracy, especially in GPS-denied 
environments. Our purpose is to explore the 
navigation accuracy improvement brought by 
the UAV dynamics model aiding technique in 
short periods. This paper explores the feasibility 
of using dynamics model aided INS in an UAV 
which is flying in an area where GPS signals 
are intermittent. Bedsides, we analyze the 
sensitivity of navigation accuracy on the error 
of aerodynamic coefficients, and some 
simulations are designed. 
 

1 General Introduction  

Since INS is a diverging system, its error 
spreads over time. So INS is generally used 
combined with another navigation system 
whose error is relatively constant over time, and 
Global Position System (GPS) is a good choice. 
When GPS measurements are available, the 
combined navigation accuracy is usually 
satisfactory. However, when GPS signals are 
absent for some reason (e.g., environment 

factors or jamming), the INS will be used for 
navigation as a stand-alone system. In this case, 
position errors of UAV increase rapidly with 
time since INS is a dead-reckoning navigation 
system [2]. Especially for small UAVs, accurate 
INSs are bulky and power-hungry, so low-
accuracy micro-electromechanical systems 
(MEMS) INSs are always used, and GPS outage 
will lead to a huge decrease of position accuracy. 

A common way to circumvent this situation 
is to fuse other sensors with the INS. Vision 
navigation and celestial navigation are 
applicable schemes for certain types of UAVs, 
but both of them need corresponding sensors 
which require space, power and extra cost. An 
alternative scheme is to use information from 
the dynamic model of UAV, which is called 
dynamics-aided INS. Dynamics-aided INS 
utilizes available control information and 
dynamic model to obtain UAV’s motion 
information, and fuses theses information with 
INS using a filter. The integration of dynamics 
model with INS leads to the compensation of 
inertial sensors’ errors, causing the 
improvements of navigation accuracy, 
especially in GPS-denied environments. This 
aiding scheme can be adopted in nearly any 
UAV whose dynamics model is known, 
requiring no additional sensors and with low 
cost, so it has good application value. 

This concept was first proposed by M. 
Koifman [3], it was demonstrated that INS 
aided by aircraft dynamic model could get better 
positioning accuracy than pure INS. Later Mitch 
Bryson discussed two different methods 
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( velocity and attitude aiding or acceleration and 
rotation rate aiding) for aiding INS using 
aircraft dynamic model information [4], the 
characteristic of two methods were shown. 
Dynamics-aided INS is widely used in vehicles, 
since constraints of the vehicle motion can also 
be introduced to the system (e.g., a vehicle’s 
sideways velocity is zero) which aircrafts don’t 
have. Recently the contribution of dynamics-
aided method to INS in vehicles was tested by 
Simon J.Julier [5] and Itzik Klein [6]. 
Dynamics-aided INS was applied to underwater 
vehicles by Øyvind Hegrenæs [7~9].  

Our study is carried out in the following 
scenario: an UAV is traveling in an area where 
GPS signals are intermittent (e.g., urban 
canyon), equipped with an INS and a GPS 
receiver. During the UAV’s flight, GPS signals 
are unavailable at some time. Our purpose is to 
explore the navigation accuracy improvement 
brought by the UAV dynamics model aiding 
technique in short periods. 

The rest of the paper is organized as follows: 
section 2 describes the inertial components error 
and the INS error equations; section 3 describes 
the UAV aircraft dynamic model used to aid 
INS; section 4 describes the filter structure. 
Section 5 presents results of simulation that 
demonstrate the effect of dynamics-aided INS. 
Section 6 presents the conclusions. 

2 INS Error Model 

The accuracy of INS is greatly affected by 
the error of inertial components, which includes 
gyros and accelerometers. Gyro error is 
supposed to consist of bias, white noise and first 
order markov noise: bias is constant error; white 
noise represents noise of short time 
characteristics; first order markov noise 
represents noise of long time characteristics. So 
the raw measurement of a gyro is given by Eq. 
(1). 

m n b w mω ω ε ε ε= + + +
 

(1) 

mω  is the measurement value of gyro, nω  is 
the nominal value of gyro, bε  is bias , wε  is 
white noise, mε  is markov noise. The raw 

measurement of a accelerometer is given by Eq. 
(2). 

m n b mf f δ δ= + +
 

(2) 

mf  is the measurement value of accelerometer, 

nf  is the nominal value of gyro, bδ  is bias , mδ  
is markov noise. 

In this paper the following coordinate 
frames.are used: Inertial frame (i-frame), Earth 
Centered Earth Fixed (e-frame) frame, North-
East-Down (NED) frame (n-frame) and Body 
frame (b-frame). b

ibω  is gyro’s output, which 
means angular velocity vector of b-frame) with 
respect to i-frame resolved in the former. b

ibf  is 
accelerometer’s output, which means specific 
force vector of b-frame) with respect to i-frame 
resolved in the former. 

From b
ibω  and b

ibf , attitude and position can 
be calculated through INS algorithm. Figure.1 
shows the basic principle of INS. 

n
ibf

n
inω

b
ibf

b
ibω

Fig.1 The principle of RSINS 
In order to compensate INS error, it is 

necessary to develop INS error model. Error 
model as Eq. (3) is adopted in this paper. l  is 
the latitude, L  is the longitude, h is the height 
above the earth surface. , ,l L hδ δ δ  represents 
their errors. [ , , ]E N Uv v v v=  is the vehicle velocity, 

[ , , ]E N Uv v v vδ δ δ δ=  represents their errors. 
, ,δα δβ δγ  represents platform angle error. Ω  is 

earth rate. R  is earth radius. 
[ , , ]x y zδω δω δω δω=  is the gyro error, 

[ , , ]x y zf f f fδ δ δ δ=  is the accelerometer error. 

11 22 33, ,C C C  represents scale factor error of three 
gyros, 12 13 22 23 31 32, , , , ,C C C C C C  represents 
misalignment angle of three gyros. 11 22 33, ,D D D  

represents scale factor error of three
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accelerometers, 12 13 22 23 31 32, , , , ,D D D D D D  

represents misalignment angle of three 
accelerometers.

11 12 13

21 22 23

31 32 33

11 12 13 11 12

21 22 23

31 32 33

0 0 0
0 0 0
0 0 0

0 0 0N N

E E

D D

C C C
C C C
C C C

A A Av v D D
A A Av v
A A Av v

L L
l l
h h

δα δα
δβ δβ
δγ δγ
δ δ
δ δ
δ δ
δ δ
δ δ
δ δ

− − −⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ − − −⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ − − −
⎢ ⎥ ⎢ ⎥

⎡ ⎤⎢ ⎥ ⎢ ⎥
⎢ ⎥⎢ ⎥ ⎢ ⎥= +⎢ ⎥⎢ ⎥ ⎢ ⎥
⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦

⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

13

21 22 23

31 32 33

0 0 0
0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

x

y

z

x

y

z

D
D D D

f
D D D

f
z

δω
δω
δω
δ
δ
δ

⎡ ⎤
⎢ ⎥
⎢ ⎥ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
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⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦
⎢ ⎥
⎢ ⎥
⎣ ⎦

 

(3) 

A detailed description of 11 33~A A the parameters in 
Eq. (3) is given in an appendix. 

3 UAV Dynamic Model 

The force applied to UAV make UAV do 
various maneuvers in flight. UAV dynamic 
model consists of dynamic equations and 
kinematic equations. UAV’s dynamic equations 
represent the relationship between forces, 
moments and its flight status (thrust, control 
surface angle etc.). UAV’s kinematic equations 
represent the relationship between forces, 
moments and its kinetic parameters 
(accelerometer and angular acceleration). So 
UAV’s kinetic parameters, which can be used to 
aid INS, can be got through dynamic model. 

The forces and moments acting on UAVs are 
mainly due to thrust provided by the aircraft’s 
motor and aerodynamic forces caused by control 
surface, which are given by Eq. (4)~(9). 

21
2 aa w XX T V S Cρ= +

 (4) 

21
2 aa w YY V S Cρ=  (5) 

21
2 aa w ZZ V S Cρ=  (6) 

21
2 w lL V S bCρ=  (7) 

21
2 w a mM V S c Cρ=  (8) 

21
2 w nN V S bCρ=  (9) 

aX , aY , aZ  are components of the total force 
resolved in velocity frame. L , M , N  are 
components of the total moment resolved in 
velocity frame. wS  is the UAV’s platform wing 
area, b  is the UAV’s platform wing span, ac  is 
the UAV’s platform wing chord, ρ  is the 
atmospheric density of surrounding airflow, V  is 
UAV’s velocity, T  is UAV’s thrust force. 

aXC ,
aYC ,

aZC , L , M , N  are coefficients of 
UAV’s forces and moments, and they are 
functions of UAV’s velocity and attitude. Theses 
coefficients can be evaluated through Eq. 
(10)~(15). 

2
0a aX D ZC C AC= +  

(10) 

( ) ( )
2 2a rY Y Y r YP Yr
b rbC C C C p C
v vβ δβ δ= + + +  (11) 

0 ( )
a eZ L L L eC C C C Mα δα δ= + +  (12) 

( ) ( )
2 2rl l l l r lp lr
pb rbC C C C C C
v vαβ δ α δβ δ δ= + + + +  (13) 

0 ( ) ( )
2 2 2e e

e AA A
m m m m e mq m m

cqc cC C C C C C C
v v vα δ α δ

δαα δ= + + + + +
 (14) 
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( ) ( )
2 2rn n n n r np nr
pb rbC C C C C C
v vαβ δ α δβ δ δ= + + + +  (15) 

Where α , β  are the angle of attack and angle 
of sideslip, the parameters 

( )( )C
⋅⋅  are UAV 

aerodynamic coefficients. 
After forces and moments are solved, UAV’s 

velocity, Euler angles and rotation rates can be 
got through kinematic equations as Eq. (16)~(21). 

( / )
abx bz by by bz x XV V V g C mω ω= − + +  

(16) 

( / )
yby bx bz bz bx y XV V V g C mω ω= − + +  (17) 

( / )
zbz by bx bx by z XV V V g C mω ω= − + +  (18) 

3 4 1 2bx by bx by bz l nC C C C C Cω ω ω ω ω= + + +  (19) 

2 2
7 6 5( )by bz bx bx bz mC C C Cω ω ω ω ω= − − +  (20) 

9 3 2 2bz by bx by bz l nC C C C C Cω ω ω ω ω= − + +  (21) 

Where [ , , ]b bx by bzV V V V=  is UAV’s velocity in b-

frame, [ , , ]b bx by bzω ω ω ω=  is UAV’s rotation rates in b-

frame, , ,x y zg g g  are components of gravitational 

acceleration. 0 9C −  are given by Eq. (22)~(31). 

2
0 xx zz xxC I I I= −  (22) 

1 0/zzC I C=  (23) 

2 0/xzC I C=  (24) 

3 2 ( )xx yy zzC C I I I= − +  (25) 

4 1 2( )yy zz xzC C I I C I= − −  (26) 

5 1 / yyC I=  (27) 

6 5 xxC C I=  (28) 

7 5 ( )zz xxC C I I= −  (29) 

8 0/xxC I C=  (30) 

9 8 2( )xx yy xzC C I I C I= − +  (31) 

, , ,xx yy zz xzI I I I are moment of inertia of UAV, 
which are related to UAV’s structural and called 
structural coefficients. 

UAV’s dynamics model coefficients include 
structural coefficients and aerodynamic 
coefficients. There is a certain degree of 
uncertainty with dynamics model coefficients 
during UAV real flight, and dynamics model 
couldn’t provide accurate information to INS. 
Structural coefficients are concerned with the 
mass distribution and shape of UAV, which are 
relatively stable. Aerodynamic coefficients are 
usually evaluated for an UAV using a 
combination of wind tunnel testing and empirical 
analysis, which are concerned with flight 
environment (e.g., velocity, attitude, wind speed). 
Usually real flight environment is not completely 
consistent with the testing environment, so there 
exists error in aerodynamic coefficients. In this 
paper, the sensitivity analysis of navigation 
accuracy on the error of aerodynamic 
coefficients will be studied through simulation, 
which is an inevitable problem when dynamics-
aided INS is applied to AUVs. 

4 Filter Configuration 

The UAV dynamics model and the INS 
outputs are fused using a filter. In INS/GPS 
integrated navigation, a Kalman filter (KF) is 
used. KF is one of the best estimation techniques 
for integrating signals from short-term high 
performance systems, like INS, with reference 
systems exhibiting long-term stability, like GPS. 
However, KF only works well under 
appropriately predefined linear error models. 
Since UAV’s dynamics model has strong 
nonlinear characteristics, an extended Kalman 
filter (EKF) is adopted which is suitable for 
nonlinear model. 

The state equation can be established as Eq. 
(32) referenced to section 2 and section 3.  

1

2

0
0

D D D

I I I

x A x w
x A x w

⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (32) 
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Dx  is the error vector of dynamics-based 
navigation, consisting of 9 states as Eq. (33). 

[ , , , , ,
, , , ]

D D D D ND ED

DD RD PD HD

x l L h V V
V
δ δ δ δ δ
δ δ δ δ

=
Φ Φ Φ

 (33) 

[ , , ]D D D DR l L hδ δ δ δ= , [ , , ]ND ND ED DDV V V Vδ δ δ δ=  
and [ , , ]D RD PD HDδ δ δ δΦ = Φ Φ Φ  are position error, 
velocity error and attitude error of dynamics-
based navigation separately. 

The matrix DA  is the error model of 
dynamics-based navigation, which is expressed 
by Eq. (33). U is the control input of UAV. 

( , )
D

f X UA
X

∂
=

∂
 (34) 

Ix  is INS error vector, which contains 13 states 
as Eq. (35). 

[ , , , , , ,
, , , , , , ]

I I I NI EI RI PI

HI x y z x y z

x l L V Vδ δ δ δ δ δ
δ ε ε ε

= Φ Φ
Φ ∇ ∇ ∇

 (35) 

[ , , ]I I I IR l L hδ δ δ δ= , [ , , ]NI NI EI DIV V V Vδ δ δ δ=  
and [ , , ]I RI PI HIδ δ δ δΦ = Φ Φ Φ  are position error, 
velocity error and attitude error of INS 
separately. [ , , ]x y z∇ = ∇ ∇ ∇  represents gyro’s 
error, [ , , ]x y zε ε ε ε=  represents accelerometer’s 
error. 

IA  is the dynamics matrix of INS, which can 
be got through Eq. (3). 1w  is a white noise vector 
of dimension 15, and 2w  is a white noise vector 
of dimension 9. 

The measurement equation can be established 
as Eq. (36). 

3
D

I

x
Z H w

x
⎡ ⎤

= +⎢ ⎥
⎣ ⎦

 (35) 

The measurement vector Z  is the difference 
of position, velocity and attitude between INS 
and dynamics-based navigation. 3w  is a white 
noise vector of dimension 7, and a detailed 
description of H  is given in an appendix. 

The filter configuration can be expressed as 
Fig. 2. 

,b bfω

Control Input

, ,I I IR V Φ

, ,D D DR V Φ

+
−

, ,R V Φ

, , , ,I I IR Vδ δ δ εΦ ∇

, , , ,D D D W DR V Vδ δ δ δ δωΦ  
Fig.2 Block diagram of the filter configuration 

5 Simulation Results 

Our study is carried out in the following 
scenario: an UAV is traveling in an area where 
GPS signals are intermittent (e.g., urban canyon), 
equipped with an INS and a GPS receiver. 
During the UAV’s flight, GPS signals are 
unavailable at some time. We adopt one typical 
flight path (Fig. 3), which includes level flight, 
take off and landing, and slalom-like flight, to 
demonstrate the usefulness of the UAV 
dynamics model aiding technique. During the 
flight, GPS signals are set to be lost respectively 
lasting 1min, 5mins and 10mins. When GPS is 
outage, dynamics model aided INS works and its 
navigation results will be compared with a pure 
INS’s to demonstrate the accuracy improvement. 

110
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Fig.3 Simulation Trace 

The simulation conditions are set as follows: 
1) As to three gyros, bias、first-order Markov 

process and random constant is each 
0.1deg/ h , scale factor symmetrical error is 
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1ppm, and installation error is ''4 ； 
2) As to three accelerators, bias and first-order 

Markov process is each 5 510−× g, scale factor 
error is 50ppm, and installation error is ''4 ； 

3) Simulation time is 1h, step length is 0.02s, 
and the initial position is [110 ,20 ,500 ]m . 

4) GPS is outage at the 10th minute, from the 
20th to 25th minute, from 40th to 50th 
minute. 

Figure 4 shows the position error.  

 
Fig.4 Position Error of Dynamic Aided INS  

and Pure INS 
Through Fig.4 it can be concluded that 

position error of pure INS is far larger than that 
of dynamic model aided INS during GPS outage. 
The advantage of dynamic model aided INS 
becomes more and more evident with the time of 
GPS outage increasing. 

In order to analyze the sensitivity of 
navigation accuracy on the error of aerodynamic 
coefficients, simulation is designed as follows: 
different degrees of aerodynamic coefficients 
error (5%, 10% and 20% respectively) are set, 
and corresponding navigation results will be 
analyzed to confirm the sensitivity of navigation 
accuracy on the error of aerodynamic 
coefficients. 

 
Fig.5 Position Error of Different Degrees of 

Aerodynamic Coefficients Error 
It can be concluded that the position error 

become larger as the growth of the error of 
aerodynamic coefficients. 

6 Conclusion 

The UAV dynamics model aiding technique 
with the stand-alone INS can efficiently reduce 
the navigation errors during GPS outages. The 
navigation accuracy improvement brought by the 
UAV dynamics model aiding technique in short 
periods is explored. Simulation is carried out and 
the advantage of dynamics model aiding 
technique is verified. Besides, the sensitivity of 
navigation accuracy on the error of aerodynamic 
coefficients is analyzed through simulation, 
which has good reference value to the 
engineering application of this technique. 
Furthermore, the technique can also be used 
when GPS is available, which increases the 
redundancy of data input to the filter, enabling 
the navigation system more reliable. 
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Appendix 

The following matrixes are parameters in Eq. (3)  
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The following are coefficients of H in Eq. (36)  
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Abstract  

The fundamental aim of the present paper is to 

model the aerodynamic characteristics of an 

Unmanned Aerial Vehicle(UAV) flying in 

ground effect. The second aim is  to determine 

the relationship between the optimal avoidance 

maneuver and the control to execute it. In fact, 

this relationship is basilar to the development of 

a guidance scheme capable of approximating 

the optimal trajectory in real time. In the first 

part of this work ,a non-linear model is built in 

order to model the aerodynamic characteristics 

of an UAV  flying In Ground Effect. To use  a 

single model in the whole range of flying 

altitude, aerodynamic coefficients are modeled 

by means of hyperbolic equations. In particular, 

these ones  depend on the ground distance.  

Such a model is employed to describe 

aerodynamic forces and moments in the 

equations of motion which are used in order to 

obtain optimal trajectories for solving   the 

collision avoidance problem. 

1 General Introduction  

As it is well known, UAVs are today 

employed for several civil and military 

missions, such as territorial surveillance (forest 

fire detection, volcanoes monitoring, etc.), law 

enforcement, disaster assistance, frontier 

surveillance, agricultural surveying, power-line 

monitoring, archaeological sites surveillance 

and many others [[1]], [[2]], [[3]]. In particular, 

they can be usefully employed in applications 

which require flight in ground effect (IGE) 

above water surface [[4]]. This is the case, for 

instance, of antisubmarine missions [[5]] and, in 

the civil field, of search and rescue operations or 

servicing and maintenance of oil rigs. as a 

consequence, they need to operate at very low 

altitude, under the influence of extreme ground 

effect [1], [2], [3]. Safe IGE flight requires high 

performance flight control systems, particularly 

when dealing with relatively small aircraft (and 

this is often the case for UAVs) and/or flight 

above rough sea. 

As it is known, when an aircraft flies near 

the ground, the lift increases, the induced drag 

decreases, the neutral point shifts, the pitching 

moment at zero lift varies and it is necessary to 

take into account the bank angle(φ) 

derivatives[6]. 

. The stability characteristics of such a vehicle 

are strongly correlated to the ground distance, 

so the primary goal of researchers in this field is 

the evaluation of aerodynamic coefficients in 

presence of ground effect. Many Authors have 

carried out studies in this field[7],[8],[9], [10].In 

spite of all these studies, there are no 

mathematical model which affords to analyze 

the whole flight range of an aircraft. To study 
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take-off and or landing manoeuvres, for 

example, the aerodynamic coefficients are 

modelled by using semi-empirical equations 

Often, medium values of these ones are used . 

Nevertheless, stability characteristics are not 

determined in the whole range of the h/b ratio 

(altitude-span ratio) from in to out ground 

effect.. Therefore, up to now, two different 

mathematical models are used to study  the 

dynamic behaviour of aircraft out or in ground 

effect, [7],[9], [10],[11],[12]. 

In the present paper, a general mathematical 

model is built  to obtain non – linear analytical 

equations for aerodynamic coefficients both Out 

of Ground Effect and In Ground Effect 

conditions. Such a mathematical model is used 

to obtain optimal trajectories for solving   the 

collision avoidance problem  for a particular 

UAV in Tandem – Canard architecture [5], [13]. 

2 Mathematical Model for Aerodynamic 

coefficients 

The studied UAV, as previous stated, has a 

tandem – canard arrangement; it is particularly 

suitable to very low altitude missions (for 

example forest fire detection, volcanoes 

monitoring and/or battle field surveillance). The 

fixed tail surface (Sf)is identical to the main 

wing(Sb) . 

All the aerodynamic coefficients have been 

evaluated in function of classical variables and 

including also the flight altitude. Obviously, 

because of the strong nonlinearities due to the 

ground effect presence, the superposition 

principle is not applied. 

2.1 Longitudinal Coefficients 

The influence of ground effect on 

aerodynamic coefficient has been evaluated as 

an angle of attack (α) variation, as a 

downwash(ε) variation and as an aspect ratio(λ) 

variation due to flight altitude [6], [14]. So, the 

equations of Lift, Drag and  Pitching Moment 

are: 
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Obviously, Lfc  and Lbc  (respectively 

forward and backward wing lift coefficient) 

depend on angle of attack of the single wing: 
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IGEα∆  is the angle of attack variation due 

to ground distance. 

In a previous research [15], it has been 

found that aerodynamic coefficients can be 

expressed by hyperbolic equations. These ones 

afford to evaluate  aerodynamic coefficients 

both in Out Ground Effect (OGE)  and  In 

Ground Effect (IGE) conditions. 

 

194



Mathematical Model of Unmanned Aircraft In Ground Effect for Optimal Collision Avoidance 

 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

1.748

1.75

3.3574 0.0045

1
3.3574

1 0.001317

IGE

OGE

h

b

h

b

α

α

−

−

  
 + ⋅ 
  

∆ = − ⋅ 
 
 
 

  
 ⋅ + ⋅    

  (6) 

 

            
( )

( )
2

wh
2
eff

2
wh

2
eff

g
HH4b

HH4b

++

−+

=∆ εε              (7) 

 

where b
2

eff  is the wing span in IGE and it has 

been evaluated by using calassical 

methodologies[16], [17]. 

Moreover: 
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In order to evaluate the aspect ratio 

variation due to altitude, the variation of the 

induced angle of attack caused by the altitude 

has been evaluated for each wing: 
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2.2 Lateral Coefficients 

The variation of either Side Force, or Rolling 

and Yawing Moment due to Ground Effect have 

been obtained taking into account : 

- bank angle(φ) effects 

- angle of attack (α) variation on aerodynamic 

surfaces 

- aspect ratio(λ) variation due to flight altitude 

Side force has been evaluated by modeling the 

variation of the angle of attack (α) of the 

vertical tail [16] : 
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To evaluate Bg  the methodology of [16] has 

been used. 

Rolling and Yawing Moments have been 

calculated, by inserting Eqs (6), (7), (9) into Eqs 

(1) (2),(4), (5), and by modeling the φ effects. 

In fact, near the ground, left and right wing have 

different distance from the solid  surface, so 

φ generates an  angle of attack variation . 

In particular, for a positive bank angle, the 

right(hr) and left (hl)  wing distances from the 

ground are: 

 

hr = h +y sin φ 

                                                                  (14) 

hl = h -y sin φ 

 

(h is the distance from the ground of the center 

of gravity). 

By inserting Eq.(14) into Eqs (6), (7), (9), it is 

possible to model lift and drag to evaluate 

rolling and yawing moments. 

3 Collision Avoidance problem 

As it is well known, the dynamic equations of a 

rigid UAV, flying over a flat Heart , in body 

axes are: 
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The state vector for the system of Equations 

(15) is : 
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with  the distance from ground (h) instead of the 

altitude z. 

By using the above described mathematical 

model of Aerodynamic forces and moments it is 

possible to solve the collision avoidance  

problem. 

The best strategy is to maximize wrt the 

controls the timewise minimum distance 

between the aircraft and the obstacle. At the 

maximin point of the encounter, the distance 

between the UAV and the obstacle has a 

minimum wrt the time, which occurs when the 

relative position vector is orthogonal to the 

relative velocity vector. In this way, we obtain 

an inner boundary condition to be satisfied at 

the maximin point separating the two main 

branches of the maneuver: the avoidance branch 

and the recovery branch. As a consequence, a 

one-subarc Chebyshev problem wich is not 

solvable in a direct way  can be transformed into 

a two-subarc Bolza problem solvable via the 

multiple-subarc sequential gradient-restoration 

algorithm (SGRA)[18],[19]. 

4 Conclusion 

A non-linear model has been built in order to 

model the aerodynamic characteristics of an 

UAV  flying In Ground Effect. The obtained 

model can be  used  in the whole range of flying 

altitude,because of the aerodynamic coefficients  

depend, in a direct way, on the ground distance.  

Such a model has been  employed to describe 

aerodynamic forces and moments in the 

equations of motion. To cope with the Collision 

Avoidance problem it has been proposed to 

transform the Chebyshev problem of optimal 

control into a Bolza problem, which can be 

solved , numerically, applying the multiple-

subarc sequential gradient-restoration algorithm  
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Abstract 

The design and testing of a miniaturized Fourier 
transform spectrometer devoted to Mars 
observation are presented. MIMA (Mars 
Infrared Mapper) is an FTS based on a 
michelson interferometer, working in the near-
middle infrared range and devoted to Mars 
observation. The instrument design was guided 
by strict mass and size limitations, low power 
availability, all demanding constraints. These 
requirements combined with the mechanical and 
thermal environments predicted during the 
mission, led to a challenging thermo-
mechanical design with a constant search for 
unusual solutions and tradeoff among lightness, 
resistance and instrument performances. 
Structural and thermal models were developed 
and validated through an intensive testing 
activity. Despite the tested model included many 
commercial components, in particular for the 
proximity electronics, the path for the 
development of a flight quality version was fully 
identified and the successful testing of the DM 
(Development Model) proved the soundness of 
the instrument concept. 

 

1 Introduction  

MIMA is a Fourier spectrometer developed to 
be a part of the Pasteur Instrument Payload for 
the ExoMars Rover Mission. Mapping of the 
mineralogical composition of the Martian 
surface and analysis of its atmosphere, were the 
scientific goals of the instrument. Moreover, 
identification of interesting areas for detailed 
studies using the contact instruments onboard 
the rover, devoted to the search of biological 
activity were additional goals. The instrument 
was conceived with a double pendulum scheme 
for the interferometer, and two channels to 
cover the 2 to 25 µm spectral range with a 
resolution of 5 cm-1. Unfortunately, the last 
mission redesign bound to mass and cost 
reductions of the ExoMars program, led to 
MIMA descoping because its mineralogical and 
atmospheric studies were considered of 
secondary importance with respect to the main 
exo-biologic mission’s goals. Despite this 
unfortunate ending, MIMA development was 
carried-out up to the qualification testing level. 
This advanced development stage will hopefully 
be exploited for the design of similar 
instruments for future planetary missions. 
Strong constraints guided the instrument design: 
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being MIMA mounted on the rover’s pointing 
platform, its overall mass had a ceiling of 1 kg. 
This was for instance less than half the mass of 
the Mini-TES experiment (Miniature Thermal 
Emission Spectrometer), a similar FTS mounted 
onboard the rovers of the NASA-MER mission. 
Moreover, instrument size was restrained to a 
volume of 140 mm x 140 mm x 120 mm and the 
allowed power consumption to 7 W. A design 
load of 1000 m/s2 was considered because the 
type of loading caused by landing on Mars was 
uncertain at the time the design started. In 
addition to this harsh mechanical environment, 
the non-operational temperature range for 
MIMA was from -90 to 120 °C. The upper 
value derived from the wished possibility of dry 
heat sterilization while the lower depended on 
the requirement of using no power for thermal 
control during the non operative phase. These 
conditions led to an unusual design. 
Unconventional solutions were developed for 
the main instrument components. Purposely 
designed kinematic mountings were devised to 
mount the optical components warranting high 
mounting stiffness and low thermally induced 
stress [1]. An innovative calibration strategy 
was developed with a calibration cover system 
designed to perform different tasks, i.e. 
protecting the instrument entrance window by 
external contamination or dust deposition, 
perform as a black body for the LW channel 
calibration or as a diffuser to reflect the light of 
the calibration source for the SW channel [2]. 
Eventually, an instrument mockup was 
manufactured, calibrated and underwent most of 
the qualification tests foreseen by the mission 
[3]. Thermo-vacuum tests were performed, 
instrument performances were verified while 
decreasing the optical bench temperature down 
to -70°C and after cycling to -90°C, values 
identified as design limits for operative and non 
operative conditions. 
The paper summarizes the full development 
activity and is organized as follows: MIMA 
optical layout is firstly described then thermo-
mechanical design is presented and testing 
activity is concludes the work. 

2 Optical design 

A sketch of MIMA optical layout is shown in 
figure 1. The incoming radiation passes through 
the entrance window, is divided by the 
beamsplitter optics and travels within the 
instrument following two interferometer arms. 
After reflection at the cubic corner mirrors 
(CCM), the radiation goes back to the 
beamsplitter, generates the interference and is 
finally focused on the detectors by a parabolic 
mirror. 

 
Figure 1 MIMA optical layout. 

Such configuration was adopted since more 
compact than the classical Michelson 
interferometer setup where optical path 
difference (OPD) is varied by moving linearly 
one mirror. The latter configuration moreover 
requires an accurate linear guide for the moving 
mirror, capable of warranting during the motion 
a mirror parallelism within a fraction of 
micrometer in order not to compromise the 
system efficiency. This requirement would have 
been more critical in our case owing to the strict 
mass budget. Moreover, the heritage on of the 
double pendulum scheme was available from 
the previous development of the Planetary 
Fourier Spectrometer, for the European Mars 
Express mission [4]. The required 2.0-25 µm 
wavelengths range could be covered by one 
optical system with good efficiency but could 
not be matched by a single uncooled detector 
with the required signal to noise ratio. Two 
detectors mounted side by side, a 
fotoconductive PbSe for the Short Wavelength 
(SW) range from 2 to 5µm and a Pyroelectric 
for the 5 to 25 µm allowed to solve the problem. 
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Being the two sensing areas placed one next to 
the other (see Figure 2) and in the focus of the 
same optical system, two nearly contiguous 
fields of view are achieved and no dichroic 
mirror is implemented. Such solution was 
mainly guided by the tradeoff between 
instrument efficiency and mass. [4]. 
Geometrical features of the final optical layout 
are summarized in table 1. It is worth noticing 
that the mass allocated for the optics was 200g, 
20% of the overall instrument budget. 
 
Optical part Features 
Parabolic Mirror clear aperture with a 

diameter of 24 mm; 
focal distance of 17.5 mm; 

Cube Corners clear aperture useful 
diameter: 37 mm; 
overall size total diameter: 
38 mm or lower 
angular accuracy 1 arc 
sec; 

Beamsplitter/ Compensator 
disk 

size: ellipsoidal, axes 
58mm and 37mm, 
thickness 5 mm (matching 
to 0.05 mm within the 
same pair); 
coating R / T = 50 / 50 % 
± 20 % 

 
PbSe / Pyroelectric detectors size: 1x1 mm² / 0.85x1.15 

mm² SW/LW FOV ≈1.6° 

Table 1 MIMA optical features. 

 
Figure 2 (left) sketch of the MIMA detector assembly, 
(right) tridimensional model of the optical layout used 

for ray tracing and optical efficiency analyses. 

3 Thermo-mechanical design 

 
Numerical models were developed to predict 
instrument behavior considering both thermal 

and mechanical environments. Modal and stress 
analyses were performed to achieve a lower 
natural frequency higher than 140 Hz to survive 
both takeoff and landing loads at Mars. 
Moreover, an instrument thermal model was 
built to determine the temperature distributions 
during the different mission phases; moreover, 
its outputs have been used for the thermo-elastic 
analysis bound to assess and reduce the thermal 
stresses and the distortions of the optical system 
during the operative phases on the surface of 
Mars that affect the instrument efficiency. 

3.1 FE mechanical model 

Figure 3 shows a screenshot of MIMA solid 
model. 

 

External Box

Pendulum group

Calibration and cover

mechanism

Optical bench

X

Y

Z

 

Figure 3 MIMA solid model. 

The system can be divided in four main 
subassemblies, i.e. Optical Bench (OB), Double 
Pendulum (DP), Beamsplitter Assembly (BA) 
and External Box group (EB). OB is an 
aluminum alloy structure, like most of the 
interferometer components. This is the main 
structural element that was optimized with a 
separated set of analyses mainly driven by 
stiffness, with a requirement of the first natural 
frequency above 140 Hz. The overall instrument 
is packaged inside the external box. This 
assembly has been designed to achieve a sealed 
enclosure with a single venting path through an 
EPA filter so that less demanding Planetary 
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Protection procedure can be implemented for 
the instrument internal components. Moreover, 
the EB has a thermal function because it 
protects the internal part from the severe 
thermal conditions of mars atmosphere. To 
speed-up the structural optimization a simplified 
model, including many concentrated inertial 
elements was implemented. More details about 
the FE model and a complete description of all 
the analyses can be found in [6]. The connection 
of the instrument to the rover was a critical issue 
since two opposite goals were sought: high 
stiffness was desired to achieve resonances 
above the sine excitation frequency range i.e. 
within 10-100 Hz range. On the contrary, low 
resonance frequencies with high damping ratios 
were sought to reduce the transmission of the 
random vibration whose spectrum was spread 
between 20 and 2000 Hz. To match these 
opposite requirements passive non-linear 
tunable dampers were designed. Their dynamic 
properties were individually tuned with a 
specific testing reproducing the excitation 
amplitudes expected at the various frequencies. 
Outputs of the dampers tuning tests were also 
stiffness and damping characteristics to be used 
in FEM dynamic analyses.  

 

Figure 4 First vibration mode, MIMA model,146 Hz. 
Displacements are shown in color scale from red to 

blue. 

Figure 4 shows the first natural frequency for 
damper’s parameters corresponding to the low 

level sweep sine condition while table 2 
provides model results also for the random 
environment. 
 

Modes SINE [Hz] RANDOM [Hz]  
I 146 102 
II 154 131 
III 170 160 

Table 2 Vibration modes with equivalent dampers 
parameters for sine sweep and random excitations. 

Static analyses were made to compute 
stresses arising from expected loading during 
the landing on Mars. Being the direction of the 
impact with mars surface initially unknown, 
1000 ms-2 was applied as quasi-static 
acceleration in all directions of the reference 
system of Figure 3. Z direction proved to be the 
worst loading condition for both kind of 
excitations. Results are reported in table 3.  

 

Dampers 
parameters 

Material 
VM 

Stress 
[MPa] 

FOS 
Rs 

[MPa] 
MS 

Aluminum 60 2 380 2.2 

KBr 0.6 2.5 5 2.3 SWEEP 
SINE Epox.-

Aram. 
Composite 

110 2.5 400 0.5 

Aluminum 28 2 380 47 

KBr 0.25 2.5 5 7.9 
RANDOM 

Epox.-
Aram. 
Composite 

50 2.5 400 2.2 

Table 3 Von Mises stresses computed on the worst 
loading case using connections for sweep sine and 

random conditions. 

Material properties were derived from MIL-
HDBK-5J database. For each material the 
margin of safety (MS) was computed according 
to ECSS standards as follows: 

1
*

−=
MAX

ADM

FOS
MS

σ
σ

 

σADM is the material yield stress, σMAX is the 
maximum Von Mises (VM) stress and FOS is 
the factor of safety derived from ECSS 
standards [7]. Analyses proved that MIMA 
design is fully compatible with the mechanical 
environment. Moreover, the implemented 
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dampers allow to strongly reducing the stresses 
due to the random excitation, critical for the 
optics in particular for the KBr (potassium 
bromide), weak material used for the beam 
splitter. 

3.2 Thermo-elastic analyses and instrument 
performances. 

A FE thermal model was built in order to 
predict temperature distribution, thermal 
stresses and optical misalignments within the 
expected environment. Thermoelastic 
deformations are one of the most critical causes 
of instrument performances loss and, in the 
worst case, they may lead to failures affecting 
instrument integrity. A thermal model was 
developed considering four main components: 
moving equipment, electronics and instrument 
cover. Different Mars scenarios were simulated 
seeking for the worst condition. These were 
identified in the cold operative scenario 
characterized by a cyclical change of Mars 
temperature within -100÷-20 °C. The 
temperature predicted over the instrument is 
reported in figure 5. 
 

 
Figure 5 Temperatures of the main instrument parts. 
Blue line represents the electronic board, the green 

ones the interferometer internal parts while the 
orange line for the cover group. 

The simulation represents ten days with MIMA 
in off state where the temperature of the 
interferometer never goes above –50°C, 
followed by a measurement session with 
temperature varying cyclically within the range 
-100÷20 °C. Temperatures fields from thermal 
analysis were imported and interpolated in the 

FE structural model. A worst case condition for 
the beamsplitter assembly is shown in figure 6.  
 

 
Figure 6 Temperature distribution over the 

beamsplitter assembly with OB and DP respectively at 
-66.7 °C and -72.4°C. 

Thermal stress analysis showed on the optics a 
maximum VM stress close to KBr yield stress. 
Beside this critical result, the analysis was a 
worst case because the model did not account 
for any stress release within the glue therefore 
an experimental validation of the optics 
mounting through thermal cycling was carried-
out; the successful test eventually led to the 
validation of the optics mounting. This activity 
was anyway one of the most critical issue that 
eventually led to the refinement of a technique 
for the mounting of optical components in wide 
temperature ranges applicable in a more general 
case and already experimentally qualified[1]. 
Optical misalignments were computed from the 
thermo-elastic analysis. The need of a kinematic 
mounting of the interferometer on the 
supporting structure of the rover was evidenced 
due to the different temperatures and CTE of the 
two structures. The identified solution was 
based on dampers with different stiffness along 
two directions in the plane of the mounting. 

4 Testing activity 

MIMA design was accomplished leveraging 
on an intensive testing activity aimed to verify 
the conceived solutions and assess performances 
and resistance of many components in the vide 
temperature range [7]. In the following 
paragraphs, the thermal and mechanical tests 
performed on the instrument DM are described. 
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4.1 Optical stability testing 

Performance test were carried-out at different 
operating temperatures to prove that the 
misalignment induced by thermal distortions 
was below the acceptable value as predicted by 
the thermo-elastic analysis. The criterion for the 
alignment verification was based on the 
evaluation of the instrument efficiency in the 
low wavelength range that is the most sensitive 
region to misalignmens. The responsivity (DN 
/Radiance) and NESR at room temperature and 
at -70°C are shown in figure 7 and 8. It can be 
seen that the responsivity increases at lower 
wavenumers, (thanks to cut-off shifting of the 
colder detector) and is almost stable in the rest 
of the range, demonstrating that the instrument 
alignment does not degrade significantly. 

 
Figure 7 Responsivity and NESR at room 
temperature 

 
Figure 8 Responsivity and NESR at -70 °C 

4.2 Mechanical Qualification testing 

The mockup was tested at the excitation 
levels defined for the mission [8]. The test 
facility was based on the LDS V830 SPA-16 
electro-dynamic shaker, with LMS SCADAS III 
controller for sine, random and shock excitation. 
Acceleration signals were acquired by means of 
three accelerometers placed in the bottom part 
of the mockup. In figure 9 pick-ups position and 
measurement axes are shown. The test 
procedure, in compliance to the ECSS 
standards, is summarized in the following steps: 

• "resonance search": it is a sweep sine at 
5 ms-2 within the range 20-2000 Hz. This 
is repeated after each power test in order 
to detect any changes occurred in the 
instrument behavior. This must be 
regarded as a complementary check 
respect to the always present visual 
inspection and functional test procedure; 

• "sine test": instrument is excited in the 
range 10-100 Hz with a constant 
acceleration amplitude of 200 ms-2 

between 20÷60 Hz and a sweep rate of 2 
oct/min; 

• "random test": mockup is vibrated for 
2.5 minutes with a random profile within 
20-2000 Hz and an RMS value of 140 
ms-2; 

• "shock test": the maximum shock 
achievable with the shaker is applied to 
the instrument. 

These steps were performed for all three 
directions of figure 9. Before, during and after 
each test “visual inspection” procedure allowed 
checking for damages or unexpected behavior. 

Acceleration levels along Z axis are shown in 
figure 10. The main result was that MIMA DM 
successfully withstood the full mechanical test 
program. Concerning the general dynamic 
behavior, it is noticeable that in the frequency 
range up to150 Hz no modes with significant 
amplification were present. This validated the 
FE models prediction and prevents dangerous 
dynamic coupling with the low frequency 
modes of the rover module. 
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Figure 9 (top) Mounting of the accelerometers used to 
measure mockup vibration under qualification testing 

activity. (bottom) Mockup mounted on the testing 
facility is shown.  

 
Figure 10. Measured acceleration spectrum for sweep 

sine, (top), PSD during random (middle) and 
acceleration time history of the shock (bottom) tests 

along Z direction. 

5 Conclusions 

MIMA Fourier spectrometer was born to face 
harsh mechanical and thermal environments, 
like those expected for the planned robotic 
exploration of the Mars surface. Innovative 
solutions were conceived to fulfill the 
challenging constraints imposed by the mission 
and above all the requirement on the mass 
budget. Design led to a flight quality model 
fully compliant in terms of expected mechanical 
resistance, dynamic behavior and radiometric 
performances. So, the robustness of the 
proposed concept was proved and the basis for 
the development of future experiments for 
planetary exploration was successfully set. 
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Abstract  

The present paper analyzes in detail the 
measurement uncertainty achievable in 3D 
reconstruction of a planetary surface by means 
of stereo or multiple images. The analysis is 
performed for SIMBIO-SYS experiment onboard 
BepiColombo ESA space mission. The main 
uncertainty sources, that propagate to the 
indirect measurement of 3D points of the 
surface by means of the stereo camera (STC), 
are evaluated. A simplified model is used to 
experimentally evaluate the uncertainty sources 
in laboratory and allows to define a procedure 
employable during the future development 
phases of the mission. 

1 Introduction  

The measurement uncertainty achievable in 
3D reconstruction of a planetary surface by 
means of stereo or multiple images is deeply 
analyzed. The analysis  is performed for the 
experiment named SIMBIO-SYS on board 
BepiColombo ESA space mission. The launch is 
scheduled for 2014 and the rendezvous with 
Mercury will take place after a journey of about 
six years. The three main sub-systems of 
SIMBIO-SYS are the High spatial Resolution 

Imaging Channel (HRIC), the Stereo Channel 
(STC) and the Visible and Infrared 
Hyperspectral Imager Channel (VIHI). 
SIMBIO-SYS is able to reconstruct the 3D 
planetary surface using the colored stereo 
images of STC, to acquire colored images with 
high spatial resolution with HRIC and to 
perform the spectroscopic analysis of the 
surface by VIHI. The main task of STC is to 
define the morphological and geological 
characteristic of the surface. Thus, STC will be 
an important instrument to measure geophysical 
parameters and it will provide useful 
information for the strategy of observations to 
be performed with the high resolution 
instrument HRIC.  

Due to the importance of scientific tasks and 
the particular structure (two optical channels 
aimed at +/- 20° with reference to the Nadir 
direction), STC will acquire images of the same 
surface part in different time instants and with 
different inclination, respectively +20° with the 
forward channel and–20° with the backward 
one. The present paper describes in detail the 
measurement uncertainty achievable in 3D 
reconstruction of a surface. To maximize the 
trustworthiness of results during the early 
phases of SIMBIO-SYS development, 
experimental tests are performed with a 
simplified model of STC. The employment of a 
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simplified but representative model is due to the 
program schedule; the flight model will be built 
in 2012. On the other hand, before a detailed 
design of the flight model is carried out, it is 
necessary to evaluate the main uncertainty 
sources associated with input quantities on a 
simplified prototype.  

A complete mathematical model of STC has 
been developed; it allows to calculate the 3D 
position of planet surface points, expressed in a 
predetermined frame of reference. The same 
mathematical model is employed also to 
propagate the uncertainty of directly measurable 
quantities to the 3D position of surface points. 
The simplified laboratory model has been used 
to experimentally evaluate the uncertainties 
associated with directly measurable quantities, 
so that uncertainty propagation to the indirect 
measurement is made trustworthy. 

The following section 2 describes the 
mathematical model of STC that is employed 
for the indirect measurements and for 
uncertainty propagation, describing also 
possible variations. Section 3 deals with 
uncertainty analysis, describing the main 
uncertainty sources identified and evaluated 
experimentally, and also the uncertainty 
propagation methods that are employed. Section 
4 summarizes and compares the uncertainties 
obtained by different methods and models.  

2 Measurement algorithm 

To perform the indirect measurement of the 
3D observed points, some physical parameters 
and quantities have to be measured. For each 
camera, its intrinsic parameters (focal length, 
optical center position, pixel densities along the 
two sensor axes, parameters of optical 
distortion) and its extrinsic parameters (position 
and orientation in a chosen frame of reference) 
have to be evaluated. Moreover, the 2D 
position, expressed in pixels, of the projection 
on the sensor plane of each 3D observed point is 
also required. The 3D position of a single point 
can be reconstructed by two or more images that 
comprise the same point. Thus, if the same point 
on the surface is acquired once by the forward 
camera and once by the backward camera, its 

position in space can be evaluated. The number 
of images that comprise the same set of visible 
points depends on the spacecraft velocity and 
altitude from ground and varies with the 
position along the orbit. For this reason, to 
improve the 3D reconstruction, multi-view 
algorithms able to exploit all available images 
(and not only two) are employed in this work, 
[1], [2] . Using multi-view or stereo algorithms, 
3D positions of surface points are the output 
quantities of an indirect measurement, having as 
input quantities the intrinsic and extrinsic 
parameters and the 2D positions of points 
projected on the image sensor.  

In the following sub-sections the employed 
algorithms are described. 

2.1 Calculation of 2D points projected on 
the image plane 

The 2D position on the image plane of the 
surface points is determined by a detector 
algorithm, that locally analyzes intensity levels 
of the image and finds the characteristic points 
(features or keypoints) of the acquired scene. A 
detector finds points or local regions that are the 
projection on the image of characteristic points 
or regions (landmarks) of the viewed scene, 
while a descriptor yields a representation of 
each point or region detected in the image. A 
descriptor allows to find similar regions in 
different images and to identify points or 
regions that are the projections on different 
images of the same point or region in the 3D 
scene.  

Following the advices of [3], the selected 
detector and descriptor are those described in 
[4], that defines the approach named Scale 
Invariant Feature Transform (SIFT). This 
method tries to identify and describe 
characteristic points also in presence of scale 
and orientation variations. For this reason, SIFT 
method is usually described as invariant to scale 
and orientation variations.  

The detector is based on the difference-of-
Gaussian function convolved with the image:  
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Where I(x,y) is the acquired image intensity 

at the x, y position; G(x,y,) is the 2D Gaussian 
with variance 2; varying  makes the 
considered scale vary; the symbol * denotes the 
convolution between the difference-of-Gaussian 
function and the image; k is a multiplicative 
constant appropriately chosen. The image 
characteristic points are found out by the 
maxima or minima values of D function, as 
defined by Eq. 1, varying position x, y and scale 
. Each detected feature is associated with an 
orientation, that is computed by the local 
gradient. More details can be found in [4]. 

After the characteristic points and regions of 
the image have been found, the descriptor yields 
a description of the identified local region. The 
SIFT descriptor is based on a distribution and 
represents the region around an identified point 
using a 3D histogram of positions and 
orientations. The Euclidean distance is 
employed to compare the descriptors of two 
different images and to find out the 
corresponding features among different images. 
In detail, each characteristic point identified in 
one image is associated with the characteristic 
point of a second image having the minimum 
Euclidean distance, if this distance is lower than 
a predetermined threshold.  

2.2 Camera model 

The camera model employed in this analysis 
is described in [5], [6]. STC comprises two 
cameras, each of which has a frame of reference 
with the z axis aligned with the optical axis.  

If X, Y, Z denote the position of a point in 3D 
space, and x, y are the 2D positions on the 
image plane, the camera model allows to write: 

 

   1T T
X Y Z x y   X x  (2) 

 
 

where  is the point depth. Each camera is 
characterized by a set of intrinsic parameters 
that define the functional relationship between 
the coordinates x, y on the image expressed in 
length units and the coordinates x’, y’ expressed 
in pixels. The direct model is: 
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(3) 

 
Where f is the focal length in length units; Sx 

and Sy are pixel densities respectively along x e 
y; x’0, y’0, are coordinates in pixels of optical 
center.  

To perform the measurement of 3D points is 
necessary to know also the position and 
orientation of the cameras when the 
corresponding images are acquired. These 
parameters are named extrinsic parameters of 
the vision system.  

2.3 Calculation of 3D points 

To evaluate the 3D points three methods are 
employed and compared: middle point 
triangulation, least squares approach with more 
than two images, the Bundle Adjustment 
method. 

2.3.1 Middle point triangulation with two 
images 

When cameras are calibrated, the 3D position 
of a point can be measured by the algorithm of 
the middle point, assuming that the coordinates 
x1, y1, x2, y2 of the point are known for two 
images of the same scene. If the two 
corresponding points on the image planes are 
ideally projected towards the scene, the two 
obtained straight lines should intersect each 
other in the 3D point. In actual facts, the two 
straight lines are skew and do not intersect due 
to several uncertainties sources. The middle 
point algorithm finds the segment of minimum 
distance between the two skew lines and 
calculates the 3D point as the middle point of 
the segment, as described in [7]. 
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2.3.2 Method with more than two images 

This method is described in [5], [6] and treats 
the acquired images as an array of images 
without grouping them two by two to obtain 
stereo images. Considering n characteristic 
points that are viewed in m images (grouped in 
one array), the depth j associated with the point 
j seen from the first camera of the array can be 
calculated by: 
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where j= 1, … ,n; i=1, …, m; 1

i R  is the 

rotation matrix from frame 1 of image 1 to 
frame i of image i; 1

i
iP  is the origin of frame 1 

with reference to the origin of frame i and also 
expressed in frame i; j

ix  denotes the coordinates 

in length units of point j in the image i; j
ix  

denotes the cross product, i.e.  1 1
j i j i
i i i i x P x P . 

Each 3D point can be calculated by:  
 

1 011
jw w w

j j   X R x P  (5) 

 
where j=1, …,n; 01

wP is the origin of frame 1 

expressed in the world reference frame; 1
wR  is 

the rotation matrix from frame 1 to the world 
reference frame. In this work, the approach with 
multiple images is applied using 4 images of the 
same scene. 

2.3.3 Bundle Adjustment with two images 

The flow chart of the 3D reconstruction of a 
scene using the Bundle Adjustment (BA) 
approach starting from two images is depicted 
in Fig. 1. As in the two methods already 
described, the first step is always the 
identification of a series of corresponding 
features between two images, which are used in 
BA algorithm. The features identified in the two 
images, together with the a priori knowledge of 

the intrinsic and extrinsic parameters are input 
quantities of the BA algorithm, which calculates 
the 3D positions of points and adjusts the 
parameters (both intrinsic and extrinsic) to 
improve the matching among all employed 
images. The parameters obtained by the BA 
algorithm can be used in subsequent steps to 
find dense correspondences and to reconstruct a 
Digital Elevation Map (DEM) of the scene. 

In the BA algorithm 3D positions of points 
and camera parameters are updated to minimize 
a cost function appropriately defined. Thus, 
from a mathematical point of view, BA is a 
problem of parametric non linear evaluation, 
usually with large dimensions and of sparse 
type, [8] - [10]. 

 

 
Fig. 1 Bundle Adjustment approach with two 

images. 

 
The cost function usually is built as the sum 

of the re-projection errors of the common 
features identified in images. In some 
application examples, the cost function may 
comprise other quantities, e.g. the position of 
Ground Control Points (GCPs) or position 
measurements of the cameras performed by the 
Global Positioning System. In the case of 
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planetary surfaces as in this paper, the position 
of GCPs and GPS are not available. 

To combine in the same calculation the 
contribution of measurements of different types 
that may have different order of magnitude, 
suitable weights are used. In detail, the weights 
are selected as functions of the covariance 
matrices associated with the measurement 
uncertainties, see [6],[10]. 

Even if the BA algorithm allows to treat 
several images, it is applied with only two 
images in this paper. If j

ix  denotes the measured 

2D positions of the feature j on image i, Xj is the 
3D position of point j in the scene, and ai is the 
vector comprising the intrinsic and extrinsic 
parameters of the scene i, the cost function can 
be defined by:  

 

     ,
1

,
2

Tj j
ob i ji i

i j

f   X a x W x  (6) 

 
Where  ,j j

j ii i  x x X a  is the difference 

between the positions of the features measured  
on images and the positions of the 
corresponding features obtained as re-projection 
of 3D points with the cameras models (intrinsic 
and extrinsic parameters). Assuming that j

ix  

measurements are affected by uncertainty of 
Gaussian type, if the matrices W are calculated 
as the inverse covariance matrices of 
measurements, the cost function is the argument 
of the joint probability density of all 
measurements, [11], [12]. 

The minimum value of the cost function can 
be evaluated by a suitable minimization 
algorithm, e.g. Gauss-Newton, Levemberg-
Marquardt or similar. The obtained values of Xj 
and ai are the optimum ones, in the sense that 
they maximize the probability of points 
positions j

ix in the analyzed images.  

3 Uncertainty analysis 

A detailed analysis of the uncertainty 
obtainable in the reconstruction of 3D points is 
performed using the probabilistic approach 

described in the Guide to the Expression of 
Uncertainty in Measurement (GUM) and 
supplement 1 [13], [14]. Since the analyzed 
measurement is indirect, the main uncertainty 
sources for the input quantities are evaluated 
and then propagated combining them with the 
mathematical model of STC.  

To obtain a trustworthy evaluation of the 
uncertainties associated with input quantities, 
experimental tests are performed using a 
simplified model of STC. The set-up that is used 
is depicted in Fig. 2; it comprises a simulated 
rocky scene and a mechanical guide to move a 
camera and its lens. In this first simplified 
model the employed camera is of commercial 
type and is selected with the main 
characteristics as similar as possible to STC. 
The inclined position (+/- 20° with reference to 
the Nadir direction) of the STC cameras is 
obtained by suitably positioning the camera on 
the guide. To light the rocky scene, the set-up 
comprises a lamp, mounted on the guide to 
experimentally simulate the angular variations 
of lighting. 

 

 

Fig. 2 Experimental set-up. 

 
Particular attention was placed in evaluating 

the uncertainty associated with the 2D position 
of image features. More than one uncertainty 
source is identified and evaluated for the 2D 
position, e.g. the lighting variation contribution 
is experimentally analyzed with different 
lighting positions to simulate operative 
conditions. 
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3.1 Main uncertainty sources 

The main uncertainty sources are identified 
for each input quantity: the position of features 
in images, intrinsic and extrinsic parameters. 
The experimental analysis with the simplified 
model of STC allows to evaluate the main 
uncertainty sources in the initial development 
phases of the instrument and to define an 
evaluation procedure applicable also for 
subsequent models of STC. 

3.1.1 2D feature position 

Two uncertainty sources are evaluated for the 
2D position of features in images: reading 
uncertainty of the sensor (commonly named 
“noise” of the sensor) and uncompensated 
variation of lighting conditions between images.  

To evaluate the uncertainty contribution to 
the 2D feature position due to sensor noise, 400 
images of the same simulated scene in the same 
shooting and lighting conditions are acquired. A 
simulated rocky scene is employed since sensor 
noise depends on the scene and lighting 
conditions. The employed scene and lighting are 
not uniform; hence, the uncertainty of the 
acquired intensity levels can not be directly 
evaluated using a simple frequency histogram of 
the acquired image, as it is often performed. In 
this case, for each pixel of the image, the mean 
value is calculated using all 400 acquired 
images. These mean values change pixel by 
pixel due to the non uniform scene. The mean 
value of each pixel is then subtracted to the 
acquired intensity value of the same pixel in the 
acquired images. After this de-trending 
procedure that removes the scene structure form 
images, the Probability Density Function (PDF) 
of the uncertainty associated to the image 
intensity can be evaluated using a frequency 
histogram, pixel by pixel and in the whole 
image. The described procedure requires image 
noise to be of random type.  

The obtained evaluation of image noise is 
more consistent with operative conditions than 
other methods, e.g. using a calibrated gray 
target uniformly lighted. The PDF that is 
evaluated for the whole image is illustrated in 
Fig. 3. 

 

 

Fig. 3 PDF of the intensity values evaluated with 400 
images and associated with image noise. 

 
The PDF of intensity values is used to 

evaluate the uncertainty of the 2D position of 
image features. To this aim, a Monte Carlo 
numerical simulation is performed using a 
numerical propagation function that comprises 
the detector and descriptor algorithms and 
applies them to two images to find out 
corresponding features. Every Monte Carlo 
iteration, one of the two images is kept constant, 
while the other one is obtained from the first 
one adding pixel by pixel the estimated noise. 
The outputs of the propagation function are the 
distances between corresponding features 
identified in the two images. All distances 
obtained from all Monte Carlo iterations are 
gathered in two frequency histograms having on 
the horizontal axis respectively the distances 
along x and y axes. In this way, an evaluation of 
1D PDFs of feature displacements due to image 
noise is obtained. The PDF along y axis is 
illustrated in Fig. 4, while the PDF along x axis 
is not depicted, since it is substantially equal. 

 

 

Fig. 4 Evaluated PDF of image feature 
displacements due to image noise. 

 
The second uncertainty contribution to the 
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uncertainty of feature positions that is evaluated 
is the variation of lighting direction between 
images. During its orbit around Mercury, STC 
will be able to acquire several images of the 
same surface area in different time instants. The 
reasons of this time delay between images are 
two: the particular configuration with axes 
inclined of +/- 20° that produces a time delay 
between the images acquired by the forward 
channel and those acquired by the backward 
one; the second reason is that subsequent orbits 
may yield images partially overlapping that 
must be fused together during the data 
elaboration phase. The maximum angular 
variation of the sun with reference to the surface 
that may takes place between two images of the 
same surface area is evaluated from the mission 
plan. It is assumed that there is not intensity 
variation of the lighting source between images. 
The angular variation of the lighting (sun) yields 
shadow displacements and, hence, a planar 
translation of features on the image plane 
between two images of the same scene. To 
experimentally evaluate this uncertainty 
contribution a movable lamp aimed to the 
simulated rocky scene is used. 20 images of the 
same scene are acquired, moving gradually the 
lamp to simulate the maximum estimated 
angular variation. One of the 20 images is 
employed as reference image, while the others 
are compared one by one with the reference 
image to evaluate the movements of the 
corresponding features. For each couple of 
images, the displacements of all common 
features are recorded. Then, all displacements of 
all couples are collected in two frequency 
histograms having on the horizontal axis 
respectively the movements along x and y axes. 
In this way, an evaluation of 1D PDFs of feature 
displacements due to the possible angular 
variation of lighting direction is obtained. The 
evaluated PDF along x axis is depicted in Fig. 5, 
while that along y axis in Fig. 6. The two 
evaluated PDF along x and y axes are slightly 
different: the PDF along y axis is wider than the 
other one. This result is due to the fact that the 
translation direction of the lamp is substantially 
parallel to y axis of the image sensor. In this 
analyzed case, it is also clear that the 

uncertainty contribution due to lighting 
variation is larger than that due to image noise. 

 

 

Fig. 5 Evaluated PDF of image feature 
displacements along x axis due to angular variation of 
lighting. 

 

 

Fig. 6 Evaluated PDF of image feature 
displacements along y axis due to angular variation of 
lighting. 

 

3.1.2 Intrinsic and extrinsic parameters 

Beside the 2D position of features, the other 
input quantities that are used in the 3D surface 
reconstruction are the intrinsic and extrinsic 
parameters.  

The intrinsic parameters can be evaluated by 
the procedure described in [15], that exploits 
several images of a planar chessboard having 
known dimensions. This procedure is applied to 
the simplified STC model to evaluate the 
intrinsic parameters. The uncertainty of intrinsic 
parameters is evaluated by the Monte Carlo 
method. In this sub-phase, the propagation 
function is the non linear function described in 
[15]; the input quantities are the chessboard 
dimensions and the positions of the chessboard 
points projected on the image plane; the output 
quantities are the intrinsic parameters of the 
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cameras. The uncertainty of input quantities 
should be known to perform the propagation 
and evaluate the uncertainty of outputs. In this 
way the following uncertainty values (with level 
of confidence 68.3%) are obtained: +/- 3 pixels 
for fSx and fSy; +/-0.15 pixels for the optical 
center position. The intrinsic parameters of the 
STC flight model will be experimentally 
evaluated on Earth and then, during the flight, 
they will be adjourned by calibration procedures 
similar to the one described above for the 
simplified model of STC (employing images of 
fixed stars instead of the chessboard).  

The positions and orientations of cameras, 
that define the extrinsic parameters, are 
calculated for STC from the spacecraft 
arrangement and from the mission plan. The 
uncertainty of the extrinsic parameters 
comprises two contributions:  

1. Uncertainty in the measurement of the 
spacecraft position and attitude; 

2. Uncertainty of positioning of the two 
cameras with reference to the spacecraft frame. 

For the linear position, the first contribution, 
which is calculated from Ephemerides, is much 
larger than the second one, which is negligible. 
The obtained values are: +/-10 m with level of 
confidence 68.3% [16].  

The uncertainty of the camera orientation is 
calculated from the measurement uncertainty of 
the spacecraft attitude performed by the onboard 
instruments and from the assembly uncertainty 
of the cameras on the spacecraft. The two 
contributions are comparable and, combined 
together, yields an uncertainty equal to +/-
0.0065° with level of confidence 68.3%. 

The uncertainty of intrinsic and extrinsic 
parameters is correlated with the thermo-
mechanical stability of the internal structure of 
STC in the operative conditions on the Mercury 
orbit.  

3.2 Uncertainty propagation methods  

Uncertainty propagation is performed with 
different approaches: by means of the Monte 
Carlo simulation method (MCM) for the middle 
point triangulation with two images, the least 
squares approach with 4 images, and the BA 

method; by means of an analytical propagation 
method only for the BA method. The Monte 
Carlo simulation is widely used in this work, 
since the whole propagation function is complex 
and non linear. 

For the BA method, it is possible to 
demonstrate that the covariance matrix of 
estimated parameters is, see [12]:  

 

   
1

1
ˆ ˆ,

ˆ ˆˆ ˆ, ,
T 

    X a
Σ J X a W J X a

 (7) 

 
Where J is the Jacobian matrix of the cost 

function, ˆ ˆ,X a  denote respectively the values 
estimated by BA for the 3D positions X and for 
the intrinsic and extrinsic parameters a. The 
uncertainty of the 3D positions X of points can 
be calculated from this analytical expression. 

In detail, the combinations of the methods for 
3D point calculation with the methods for 
uncertainty propagation that are employed are: 

1- 3D reconstruction with middle point 
triangulation from 2 images and uncertainty 
propagation with MCM. 

2- 3D reconstruction with the least squares 
method from 4 images and uncertainty 
propagation with MCM. 

3- 3D reconstruction with BA from 2 images 
and uncertainty propagation with the analytical 
method. 

4- 3D reconstruction with BA from 2 images 
and uncertainty propagation with MCM. 

4 Results and discussion 

In this paper the analysis is carried out 
supposing 4 images acquired with the spacecraft 
at a latitude equal to 13° N and an altitude of 
400 km above the ground. 

The first two images are acquired by the 
forward channel oriented concordant with the 
spacecraft direction, the other two images are 
acquired by the backward channel. The baseline 
(distance between the forward and the backward 
channel during acquisition of a common scene) 
is supposed to be about 350 km.  

Table 1 shows a comparison among the 
uncertainties evaluated in the four cases 

213



Experimental uncertainty evaluation of the Mercury surface reconstruction for the SYMBIO-SIS stereo camera 
 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

enumerated in section 3.2, with a level of 
confidence 68.3%. Uncertainties are expressed 
in meters and the x axis is aligned with the nadir 
(local vertical) direction. As it is expected, 
uncertainties are wider along x direction.  

 
 Middle 

point, 2 
images, 
MCM 

4 
images, 
MCM  

BA, 2 
images, 

analytical 
method 

BA, 2 
images, 
MCM 

x 924 780 518 508 

 y 562 509 139 185 

 z 490 476 238 213 

Table  1 Evaluated uncertainties of 3D points with 
level of confidence 68.3%. 

 
For BA, the results obtained by the analytical 

approach and those by MCM are consistent. 
Moreover, it is clear that the worst method is the 
middle point method with two images. The BA 
approach decreases the obtained uncertainty 
with reference to the simpler middle point 
triangulation, and yields uncertainty also better 
than the multi image approach with 4 images.   

5 Conclusion 

The measurement uncertainty for 3D 
reconstruction of a planetary surface by means 
of stereo or multiple images was analyzed in 
detail. The analysis was applied to the stereo 
camera STC of the SIMBIO-SYS experiment 
onboard BepiColombo ESA space mission. A 
procedure, employable also during the future 
development phases of the mission, to evaluate 
the main uncertainty sources was described and 
applied using a simplified laboratory model. A 
possible future work should be the comparison 
of the indirect measurements obtained by the 
cameras with the direct measurement of the 
same laboratory surface obtained by a reference 
instrument, e.g. a laser scanning instrument. 
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Abstract  

In planetary exploration space missions, motion 
measurement of a vehicle on the surface of a 
planet is a very important task. In this work a 
visual-odometry solution is analyzed. 
Particularly, a vision-based instrument for 
displacement and rotation measurement is 
described and calibrated using a simulated 
rocky scene. The most significant uncertainty 
sources are found out by experimental tests. 
Different motion types are considered and the 
evaluated uncertainty are compared. 

1 Introduction  

In planetary exploration, motion 
measurement of a vehicle on the surface of a 
planet should be very accurate in order to track 
the vehicle also for long paths. The odometric 
evaluation of vehicle position and attitude 
performed measuring the rotation of wheels has 
wide uncertainty due to slippage of wheels on a 
natural, often sandy or slippery, surface. 
Moreover, on extraterrestrial planets GPS-like 
positioning systems are not yet available and 
inertial navigation sensors exhibit unacceptable 
drifts. Thus, the need of a reliable and accurate 
motion instrument is particularly relevant. In 

this work a vision-based instrument for 
displacement and rotation is described and 
calibrated using a simulated rocky scene. 
Displacement and rotation is measured through 
the images taken by a vision system. The use of 
stereo systems for visual-odometry is well 
known, e.g. see [1] -[6]. Stereo-processing 
allows estimation of the three dimensional (3D) 
location of landmarks observed by a stereo-
camera. If the same landmarks are acquired and 
detected by a stereo-system that moves from an 
initial position to a final one, the two 3D point 
clouds allow to evaluate the position and 
orientation of the stereo-system in the final 
position with reference to the initial one. [5] 
describes a method for visual odometry based 
on a stereo camera, providing experimental 
results gathered during development and flight 
phases of the NASA’s twin Mars Exploration 
Rovers Spirit and Opportunity landed on the 
surface of Mars in January 2004. A recent work, 
i.e.[7], emphasizes the importance of a detailed 
and correct uncertainty evaluation, and 
describes a method for visual-odometry that 
allows to reduce the final measurement 
uncertainty. However, [7] does not take 
explicitly into account the uncertainty 
contribution of the feature detector that allows 
to find the projection of landmarks in the image 
plane. In the cited works, a detailed calibration 
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of the vision system as a measurement 
instrument is not present, while in our analysis it 
is performed according to [8]. 

Once the intrinsic and extrinsic parameters of 
a stereo system are carefully determined, one of 
the main uncertainty sources is the position on 
the image plane of the features detected and 
matched in corresponding images. Detectors 
find out regions that are projections of 
landmarks and can be used as features, while 
descriptors provide representations of the 
detected regions. A suitable description allows 
to search similar regions between images and to 
perform their matching, which is required to 
measure the 3D position of features and then the 
position of the stereo system. Thus, several 
detectors and descriptors were considered in the 
preliminary phases of this work, see [9] – [16]. 
Particularly, [13] compares several different 
detectors invariant to scale and affine 
transformations and finds out that the best 
results are obtained by the Hessian-Affine 
detector and the Maximally Stable Extremal 
Regions (MSER) approach. The last one 
performs well on images containing 
homogeneous regions with distinctive 
boundaries. [16] makes a comparison among 
different descriptors and concludes that the 
Scale Invariant Feature Transform SIFT and the 
Gradient Location and Orientation Histogram 
GLOH descriptors are the best. For the reasons 
described above, in the present work, the 
selected detector is the Hessian-Affine (MSER 
was discarded since the simulated rocky scenes 
do not contain homogeneous regions with 
distinctive boundaries), while SIFT descriptor is 
chosen.  

2 Measurement algorithm 

In this section, the procedure employed to 
perform the displacement measurement of the 
stereo system is described. The goal is to 
calculate the displacement and rotation of a 
calibrated stereo system using the images 
acquired in an initial position and in a second 
one. Thus, the input quantities to be measured 
are a displacement and/or a rotation of the 
vision system and the output of the indirect 

measurement is a numerical evaluation of the 
displacement and rotation vectors. Rotation is 
described by a sequence of Euler angles around 
axes X, Y, Z. 

The procedure begins with the detection of 
image features (keypoints) and the calculation 
of their image coordinates for both cameras in 
two different positions. Then, a triangulation 
phase allows to compute the 3D coordinates of 
the detected features and, finally, the 
displacement vector is calculated. In the 
following paragraphs, there is also a brief 
description of the employed camera model.  

2.1 2D points calculation 

As said before, the Hessian-Affine detector 
was chosen for feature extraction. In the 
Hessian-Affine detector the image position of 
interest points is detected using the Hessian 
matrix, the scale-selection is based on the 
Laplacian, and the shape of the elliptical region 
is determined with the second moment matrix of 
the intensity gradient. Particularly, each feature 
is located at the local maximum of the 
determinant of the Hessian matrix: 

 

   
   

, ,
( , )

, ,

xx D xy D
D

xy D yy D

I I
H

I I

 


 

 
  
  

x x
x

x x  

(1) 

 
whose components are the second derivatives 

of the image, expressed in levels of gray. The 
local image derivatives are computed with 
Gaussian kernels of scale σD (differentiation 
scale). 

Then, for each local structure of the acquired 
scene, the detector tries to find a characteristic 
scale, which is useful to detect the same local 
structure when the relative distance between the 
scene and the camera is changed. To this 
purpose, the characteristic scale is selected as 
the one at which there is maximum similarity 
between the feature detection operator and the 
local image structures. In this case the selected 
operator is the Laplacian of Gaussians LoG: 
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When the size σn of the LoG kernel matches 

with the size of a blob-like structure the 
response attains an extremum. Also in this case 
Ixx and Iyy are the second derivatives of the 
image. See [10] and [16], for details. A second 
advantage of this algorithm is that the size of the 
region is selected independently of image 
resolution for each point. 

To obtain features with invariance to affine 
transformations, the iterative estimation of 
elliptical affine regions is applied. The affine 
shape of the point neighborhood is determined 
by the transformation that projects the affine 
pattern to the one with equal eigenvalues of the 
second moment matrix. The second moment 
matrix can be defined by: 
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where D is the covariance matrix that 

defines the Gaussian kernels used to compute 
the local image derivatives, and I is the 
covariance matrix of a Gaussian window g(I) 
used to smooth the derivatives. 

The detector described above allows to 
compute the 2D position of the detected 
features. After that, for each feature in the image 
of a camera, the corresponding feature in the 
other camera has to be found out, if any. 
Moreover, corresponding features have to be 
found out between images acquired by the same 
camera but in two different positions. These 
correspondences are evaluated using the SIFT 
descriptor, which is a distribution based 
approach. The descriptor represents the local 
region around each detected feature by a 3D 
histogram of gradient locations and orientations, 
for details see [9]. The Euclidean distance is 
used to compare the descriptors. Each detected 
feature in a first image is associated with the 

feature in the second image that has the 
minimum Euclidean distance, providing that 
this distance is below a set threshold. 

2.2 Camera model 

The employed camera model can be found in 
[4]. The stereo system comprises two cameras, 1 
and 2, each camera has a corresponding frame 
of reference with its z axis aligned with the 
optical axis. The two cameras are joined 
together with their optical axes substantially 
parallel. Considering the model of each camera, 
the generic position of a point feature comprised 
in the field of view of both cameras may be 
written as:  

 

   1
Ti Ti

i i i i iX Y Z x y   X x  
(4) 

 
where i is 1 or 2, depending on which camera 

is considered;  1X (or 2X) is the point position 
expressed in frame 1 (or 2) associated with 
camera 1 (or 2); x1 (or x2 ) is the projection of 
the point 1X (or 2X) with an ideal camera 
aligned like camera 1 (or 2) with a focal length 

equal to 1 (in length units); i    is a scalar 
parameter associated with the depth of the point. 

Each camera is characterized by a set of 
intrinsic parameters which are evaluated during 
camera calibration, and defines the functional 
relationship between projection xi , expressed in 
length units, and projection x’i , expressed in 
pixels (x’i and y’i are respectively the column 
number and row number, from the upper left 
corner of the sensor); an ideal pinhole camera 
reveals the following direct model: 
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where Sx is the pixel density along xi axis; Sy 

is the pixel density along yi axis; f is the focal 
length in length units; x’0,i , y’0,i are the 
distances (respectively in pixel columns and 
rows) between the upper left corner and the 
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principal point (intersection of the optical axis 
with the sensor). 

A stereo system is also characterized by its 
extrinsic parameters. Particularly, to perform 
triangulation and determine the 3D position of 
the scene points, the relative position and 
rotation between the two cameras have to be 
known. These parameters are named extrinsic 
and should be experimentally evaluated before 
any measurement with the stereo system can be 
performed. Generally, the procedure to evaluate 
the intrinsic and extrinsic parameters is referred 
to as calibration, which should not to be 
confused with the calibration of the whole 
measurement system described in this work. 

2.3 3D points calculation 

When both cameras of the stereo system are 
calibrated, the 3D position of a feature point in 
space may be measured by means of a 
triangulation algorithm. In this work, the 
algorithm of the middle point is used for 
triangulation, as in [5]. The algorithm, assuming 
the projected points xi  as known from camera 
calibration, finds 3D points X1,s, X2,s with the 
minimum distance, belonging respectively to 
the preimage lines of cameras 1 and 2. Points 
X1,s, X2,s define a segment orthogonal to the two 
skew preimage lines. Middle point Xm of this 
segment is selected as the measured 3D point of 
the feature. 

Equation (4) can be used to find two generic 
points X1, X2, each belonging to the 
corresponding preimage line and expressed in 
the reference frame associated with the 
corresponding camera: 

 

1
1 1 1 X x  , 

2
2 2 2 X x  (6) 

 
Both points can be expressed in the reference 

frame 1 attached to camera 1: 
 

1
1 1 1 X x  , 

1 1 1
2 2 2 2 21   X R x P  (7) 

 

where 12R is the rotation matrix from frame 2 
to frame 1, and 1P21 is the origin of frame 2 with 
reference to the origin of frame 1 and expressed 
in frame 1. Points X1,s, X2,s with minimum 
distance are calculated minimizing the 

following cost function: 

21 1
1 2g  X X

 . The 
following values of 1,s, 2,s are obtained: 
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where 1P12=-1P21; 

2P12 is the origin of frame 
1 with reference to the origin of frame 2 and 
expressed in frame 2. Thus, the extreme points 
1X1,s, 

1X2,s of the minimum distance segment 
and the middle point Xm associated with the 
point feature are: 

 

1
1, 1, 1s s X x

,
1 1 1

2, 2, 2 2 21s s   X R x P
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1, 2,1

2
s s

m




X X
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(9) 

 
For convenience, all obtained 3D points are 

expressed in the frame 1 attached to the first 
camera. 

The uncertainties of 3D points are needed for 
the evaluation of stereo system displacement 
and rotation as described in section 2.4. The 
uncertainty evaluation for triangulated 3D 
points becomes an uncertainty propagation 
problem, which employs the functional model 
between input and output quantities: 

 

 1 1 1
1 2 2 21 1 2, , , , ,m fX x x R P K K  (10) 
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Where K1, K2 are the intrinsic parameter 
matrices of camera 1 and 2 of the stereo system. 
To calculate the propagated uncertainty of the 
triangulated position, taking into account the 
contributions of all uncertainty sources, the 
Kline-McClinton formula is used in this phase 
of the measurement algorithm, see GUM [8]. 
This method is selected, instead i.e. of the 
Monte Carlo propagation approach, since the 
calculation is embedded in the algorithm that 
calculate the displacement and rotation of the 
stereo camera, and is performed for all detected 
features. Thus, the use of a Monte Carlo 
simulation could lead to unacceptable time 
delays in the position and attitude evaluation of 
the stereo camera. The uncertainties of input 
quantities (intrinsic and extrinsic parameters, 
image feature positions) are evaluated as 
described in section 4. 

2.4 Stereo system displacement and 
rotation 

As described above, when the stereo system 
is calibrated (intrinsic parameters of both 
cameras and the position and orientation of 
camera 2 with reference to camera 1 are 
known), the middle points P1Xm can be 
calculated for all features detected by both 
cameras when the vision system is in an initial 
position P1. The notation P1Xm means that these 
points are expressed in the reference frame 
attached to the first camera, when the vision 
system is in the initial position P1. When the 
vision system is moved (cameras are rigidly 
connected) from the initial position P1 to a 
second position P2, the same procedure can be 
used to compute the 3D vectors P2Xm of the 
features detected by both cameras in the second 
position P2 and expressed in the new frame 1 
attached to the first camera. For each feature 
that is detected by both cameras in both 
positions P1, P2, the following equation can be 
written: 

 

1 1 2 1
, 2 , 2, 1

P P P P
m i P m i P P  X R X P  (11) 

 

Where 
1
2

P
P R  is the rotation matrix from frame 

1 in the second position P2 to frame 1 in the 
initial position P1; P1PP2,P1 is the origin of frame 
1 in P2 with reference to the origin of frame 1 in 
P1 and expressed in P1; i= 1, …, n, with n 
being the number of common detected and 
matched features. Vector P1PP2,P1 and the Euler 

angles that define matrix 
1
2

P
P R  are the numerical 

output values of the whole measurement 
procedure and, in this work are evaluated in two 
steps in a similar way as in [5]: first, a less 
accurate motion is estimated by least squares 
estimation embedded within a random sample 
consensus (RANSAC) process to remove 
outliers; then, a maximum likelihood motion 
estimation is performed minimizing a non linear 
problem. The main differences with [5] are the 
more advanced feature detection and matching 
algorithms and the minimization procedure that 
comprises the Levenberg-Marquardt algorithm. 

3 Calibration procedure 

The first step to calibrate the whole 
measurement system is the determination of 
intrinsic and extrinsic parameters of the stereo 
system. The selected method is described in 
[18] and comprises a first closed form analytical 
evaluation of parameters for both cameras. The 
obtained values are then used as the starting 
point for a nonlinear optimization technique 
based on the maximum likelihood criterion. 
This nonlinear minimization problem, which is 
solved with the Levenberg-Marquardt 
algorithm, takes into account the lens distortion, 
especially radial distortion, for each camera. In 
our case the extrinsic parameters are the relative 
position and orientation between the two 
cameras. 

After the intrinsic and extrinsic parameters of 
the stereo system are evaluated, the calibration 
of the measurement system can be performed. 
To calibrate the whole measurement system, the 
stereo cameras are mounted on a rotary 
motorized stage, and/or on a linear motorized 
stage. The stereo system position and 
orientation are changed by known quantities and 
measured by the encoders of the linear and 
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rotary stages which are used as reference 
instruments; in each position both cameras 
acquire an image; the imposed movements are 
evaluated analyzing images in different 
positions and orientations. Figure 1 depicts the 
employed experimental set-up. 

 

 
Fig. 1 Experimental set-up. 

 
The calculation algorithm employs the 

camera model described in [6]. The procedure 
begins with the detection of image features 
(keypoints) and the calculation of their position 
in each image. Then, a triangulation phase 
allows to compute the 3D coordinates of the 
detected features and, finally, the displacement 
vector and rotation (expressed by Euler angles) 
are calculated. Both cameras are aimed to a 
simulated planetary scene obtained with 
crumpled brown paper. In experimental tests the 
allowed movements are pure translations, 
rotations and several combinations of linear 
displacements and rotations.  

4 Uncertainty analysis 

Besides the experimental calibration tests, a 
detailed uncertainty analysis is carried out 
according to the metrological procedures 
described in [8] and [17]. A Monte Carlo 
propagation is used to evaluate the uncertainty 
of linear displacement and rotation, which are 
treated as the output quantities of an indirect 
measurement. In this analysis phase the aim is 
to evaluate uncertainties of position and attitude 
of the stereo system as precisely as possible, and 
not to calculate displacements and rotations in a 

fast way. Moreover, the whole measurement 
algorithm is highly non linear. Thus, a Monte 
Carlo simulation is employed instead of the 
propagation formula embedded in the 
calculation algorithm as described in section 2.3 
and that is an approximated method.  

Several uncertainty sources are analyzed and 
evaluated using experimental tests also with the 
simulated planetary scene. Particularly, the 
uncertainty associated with the following 
quantities are taken into account: intrinsic and 
extrinsic parameters of the stereo system, whose 
uncertainties are evaluated using a camera 
calibration procedure, and the positions of 
image features, whose uncertainty is affected by 
several contributions. In this paper three main 
contributions are evaluated for image features: 
the reading uncertainty (image noise) of the 
cameras; the lighting variations of the simulated 
scene, the finite resolution of the cameras. 

The contribution of image noise could be 
particularly tricky since it depends on the scene. 
For this reason, its contribution is evaluated 
using the same simulated rocky scene acquired 
during measurements. When the same scene is 
acquired in the same conditions, different 
images are obtained due to the uncertainty 
(commonly named image noise in computer 
vision) associated with the image sensor and its 
electronics. This uncertainty depends on the 
acquired scene. Thus, for each camera, 200 
images of the same scene were acquired with 
both cameras in fixed positions; for each pixel, 
the difference of the read level of gray and the 
corresponding mean value is calculated and the 
frequency histogram of all these differences of 
all pixels is used as an evaluation of the 
Probability Density Function PDF of the 
reading uncertainty. The obtained PDFs are 
used to evaluate the position (x’i) uncertainty of 
the image features detected and matched by the 
detector and descriptor employing a Monte 
Carlo simulation.  

The lighting uncertainty contribution to 
feature positions x’i is carefully evaluated 
moving the lamp in the experimental set-up in 
order to reproduce the sun movements on the 
surface of a planet. Since for the particular 
simulated scene that is used, the position of the 
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lamp may cause wide variations of feature 
positions x’i, the maximum allowed movement 
of the lamp was estimated assuming the time tm 
required for the stereo system to move from an 
initial position to a final one. Time tm should be 
representative of the average moving velocity of 
a rover on a planetary surface and allows to 
estimate a maximum angular variation of the 
lighting if the planet (e.g. Mars) rotation is 
known. Once the lamp is moved of the 
estimated maximum amount, the PDF of the 
image feature movements is evaluated and is 
used as an additional uncertainty source 
associated with the feature positions x’i. 

The uncertainties associated with the intrinsic 
and extrinsic parameters of the stereo system are 
evaluated applying a Monte Carlo simulation to 
the method described in [18] . Also in this case, 
the Monte Carlo simulation is selected due to 
the highly non-linear algorithm employed. 

According to [8] and [17], all uncertainty 
sources are expressed by a probability density 
function (PDF) and are then propagated to the 
output displacement of the stereo system. Thus, 
the PDFs of the uncertainty contributions 
associated with the intrinsic and extrinsic 
parameters, and with 2D feature positions x’i 
(due to image reading uncertainty, lighting 
variations and resolution) are propagated to the 
displacement of the stereo system using a Monte 
Carlo simulation. In this way, both the 
calibration curve and its uncertainty are 
evaluated for the output measured displacement. 

5 Results 

The results are the calibration curves of the 
instrument obtained with the set-up depicted in 
Fig.1. Figure 2 shows the curve and its 
evaluated uncertainty for longitudinal 
displacements (substantially parallel to the 
optical axes), Fig. 3 for transverse displacement 
(substantially orthogonal to the optical axes), 
Fig.4 for rotation, Fig.5 for rotation and 
transverse displacement. In all graphs, the 
imposed motion is illustrated along the 
horizontal axis, while the measure one along the 
vertical axis. 

The uncertainty evaluated for longitudinal 
displacements is larger than that obtained for all 
other movements. This result can be explained 
considering that the uncertainty of 3D points 
acquired by the stereo system is wider along the 
direction parallel to the optical axis than along a 
transverse direction, due to the small distance 
between the two cameras. This disadvantage 
along longitudinal direction is partially 
compensated by the fact that the number of  

 

 
Fig. 2 Calibration curve for longitudinal displacement. 

 

 
Fig. 3 Calibration curve for transverse displacement. 

 

 
Fig. 4 Calibration curve for rotation. 
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Fig. 5 Calibration curve for rotation combined with 
transverse displacement. 

 
image features correctly matched in case of 

axial displacement is generally greater than the 
number of matched features in case of other 
movements.  

For all displacements and rotations, the 
evaluated uncertainty increases with the 
measured motion. A possible reason of this 
behavior is that the larger the movement and the 
fewer the correctly matched features among 
images; thus, the averaging effect associated 
with a large number of matched features 
decreases with displacement/rotation. This 
effect is less evident for movements 
substantially parallel to the optical axis (longer 
distances can be measured in this direction than 
in the transverse one). 

6 Conclusion 

The calibration of a stereo system as an 
instrument for displacement and rotation 
measurement was described. The calibration 
was carried out using a simulated rocky scene 
and different types of motion. This procedure 
allowed to highlight advantages and drawbacks 
of the considered algorithm for different motion 
types.  

 References 

[1] Arun K. S., Huang T. S., Blostein S. D., “Least-
squares fitting of two 3-d point sets”, IEEE 
Trans on PAMI, Vol.9, No.5, 1987, pp. 698–700. 

[2] Eggert D., Lorusso A., Fisher R., “Estimating 3-
d rigid body transformations: a comparison of 
four major algorithms”, Machine Vision and 

Applications, Vol.9, No.5-6, 1997, pp.272–290. 
[3] Umeyama S., “Least-squares estimation of 

transformation parameters between two point 
patterns”, IEEE Trans on PAMI, Vol. 13, No.4, 
1991, pp. 376 – 380. 

[4] Olson C. F., Matthies L. H., Schoppers M., 
Maimone M. W., “Rover navigation using stereo 
ego-motion”, Robotics and Autonomous Systems, 
Vol. 43, 2003, pp. 215–229. 

[5] Cheng Y., Maimone M. W., Matthies L., “Visual 
Odometry on the Mars Exploration Rovers”, 
IEEE Robotics & Automation Magazine, 2006. 

[6] Ma Y., Soatto S., Kosecka J., Sastry S. S., An 
invitation to 3-D Vision, Springer, 2004.  

[7] Dubbelman G., Groen F. C. A., “Bias Reduction 
for Stereo based Motion Estimation with 
Applications to Large Scale Visual Odometry”, 
IEEE CVPR, 2009. 

[8] BIPM, IEC, IFCC, ISO, IUPAC, IUPAP, OIML, 
Guide to the Expression of Uncertainty in 
Measurement, Geneva, Switzerland: 
International Organization for Standardization, 
ISBN 92-67-10188-9, 1995. 

[9] Harris C., Stephens M., “A Combined Corner 
and Edge Detector”, Proc. Alvey Vision Conf., 
1988, pp. 147-151. 

[10] Mikolajczyk K., Schmid C., “Indexing Based on 
Scale Invariant Interest Points,” Proc. 8th Int. 
Conf. Computer Vision, 2001, pp. 525-531. 

[11] Lowe D., “Object Recognition from Local Scale-
Invariant Features”, Proc. 7th Int. Conf. 
Computer Vision, 1999, pp. 1150-1157. 

[12] Lowe D., “Distinctive Image Features from 
Scale-Invariant Keypoints”, Int. J. Computer 
Vision, Vol. 2, No. 60, 2004, pp. 91-110. 

[13] Mikolajczyk K., Schmid C., “Scale and Affine 
Invariant Interest Point Detectors,” Int. J. 
Computer Vision, Vol. 1, No. 60, 2004, pp. 63-
86. 

[14] Mikolajczyk K., Tuytelaars T., Schmid C., 
Zisserman A., Matas J., Schaffalitzky F., Kadir,  
VanGool T., “A Comparison of Affine Region 
Detectors”, Int. J. Computer Vision, No. 65, 
2005, pp. 43–72. 

[15] Matas J., Chum O., Urban M., Pajdla T., “Robust 
wide-baseline stereo from maximally stable 
extremal regions”, Image and Vision Computing, 
Vol. 22, 2004, pp.761–767. 

[16] Mikolajczyk K., Schmid C., “A Performance 
Evaluation of Local Descriptors”, IEEE Trans 
On PAMI, Vol. 27, No. 10, 2005. 

[17] BIPM, IEC, IFCC, ILAC, ISO, IUPAC, IUPAP, 
OIML, Evaluation of measurement data—
Supplement 1 to the Guide to the Expression of 
Uncertainty in Measurement—Propagation of 
distributions using a Monte Carlo method. 

[18] Zhang Z., “A Flexible New Technique for 
Camera Calibration”, IEEE Trans on PAMI, vol. 
22, n.11, 2000. 

222



Space Missions Design and 

Modelling

Missions Design and 

Modelling

223



 

Abstract  

Europe has now entered the full exploitation 
phase of its contribution to the International 
Space Station: Node 2 has been on-orbit since 
October 2007, Columbus, including its internal 
and external P/Ls, since February 2008, Node 3 
and Cupola were launched in March 2010. The 
Italian Permanent Multipurpose Module, 
obtained by the enhancement of Leonardo, has 
been attached to the Node 1 Nadir Port since 
March 2011. Meanwhile, eleven ISS Increments 
took place and two successful missions of the 
Automated Transfer Vehicle were performed, 
three European Astronauts, Leopold Eyharts, 
Frank De Winne, Paolo Nespoli, have been part 
of the ISS Crew and performed a number and 
variety of experiments on board ISS.  

Italy and TAS-I have played a major role in the 
development of the ISS, and the role remains 
central now for the operations. After three 
years, time is mature to draw a line and 
evaluate the overall team performance when 
faced with the unique challenges of on-orbit 
operations. Particularly worth to be highlighted 
is the change of attitude embedded in 
transitioning from Design and Development to 
real Operations on-orbit: this leap is 
particularly evident in the shorter reaction 
times, in the flexibility obtained by stretching 
system performances beyond design and 
qualification boundaries to adapt to the flight 
conditions and meet operational needs, in the 
identification of operational constraints to cope 
with the resource budgets, in their translation 

from engineering idiom to operations language 
through on-board Data Files and Flight Rules, 
in the integrated management of technical 
issues raising from anomalies within Columbus 
and/or on ISS level, in the consequent daily 
negotiation within IOT/ESA and with the 
International Partners. 

The original ISS architecture has been revised 
along the assembly Phase with some modules 
deleted (e.g. the Centrifuge Accommodation 
Module by JAXA) because of budget 
constraints, other important elements finally 
baselined or added, like ERA, Cupola and 
PMM. The Shuttle retirement has requested a 
revision of the logistic scenario, which led to the 
commercialization of the Cargo transportation 
service to NASA: two consortiums have 
developed in parallel new transportation 
systems like Dragon and Cygnus, which are 
next to their demonstration mission. Similarly, 
NASA is going to start a program for a 
commercial crew transportation system. Now, 
with assembly complete, the ISS horizon is 
widening: its lifetime has been extended at least 
to 2020 and talks are on-going to extend it till 
2028. Enhancements are on going, to improve 
the ATV Cargo transportation capability and 
Columbus functionality via a direct 
communication link. Call for Ideas have been 
released by ESA to exploit ISS for experiments 
for global climate change studies and for 
exploration. The ISS will become the stepping 
stone for exploration beyond LEO; new 
infrastructures have been identified as building 
blocks of several future exploration scenarios: 
they will take benefit from the experience gained 
in developing and operating the ISS. 
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The paper describes the ISS at its current stage, 
recalls the TAS-I role in the development of the 
various elements and in the exploitation 
activities, describes in detail the improvements 
already implemented (PMM) and the on-going 
enhancements (ATV Dry Cargo, Columbus 
Inmarsat Communication Link), highlights the 
ISS potential for research and technology 
demonstration for missions beyond LEO, gives 
some hints on the Explorations Studies and 
Architectures, with focus on new infrastructures 
for deep space missions. 

1 Introduction 

Europe has now entered the full exploitation 
phase of its contribution to the International 
Space Station (ISS): since Node 2 assembly in 
October 2007, fifteen ISS Increments took 
place; three European Astronauts, Leopold 
Eyharts, Frank De Winne, and Paolo Nespoli 
have been part of the ISS Crew and performed a 
number and variety of experiments on board 
ISS. 

Italy and TAS-I have played a major role in 
the development of the ISS, and the role 
remains central now for the operations. After 
three years, time is mature to draw a line and 
evaluate the overall performance and results, 
from development to utilization, and extrapolate 
from the acquired know-how and expertise 
which contribution Europe shall get prepared to 
provide in the frame of the future exploration 
scenarios. 

1.1 The ISS Assembly 

Last year, ISS celebrated the 10th anniversary 
from Expedition 1, when William Shepherd, 
Yuri Gidzenko and Sergei Krikalev started the 
continuous presence of astronauts on-board. In 
1998, the construction had started with Node1-
Unity and Zarya conjunction. Since then, the 
ISS has passed through several stages with more 
than 40 assembly flights, following the 
sequence originally established and only slightly 
adapted on the way to the evolving scenario and 
strategies, to the final assembly in 2010.  

The build-up of the ISS marked several 
achievements for Europe and Italy. 

In March 2001, just after integration of the US 
Laboratory Destiny, the Italian Multi-Purpose 
Logistic Module (MPLM) Leonardo reached the 
ISS on the first of several missions. Then, in 
April, Umberto Guidoni, the first Italian and 
European Astronaut, visits the ISS on-board the 
shuttle Endeavour, in the frame of the STS-100 
mission. 
In October 2007, Node2-Harmony, produced by 
TAS-I under ESA contract, was attached to the 
forward port of Destiny: the ISS was finally 
ready to expand its research capability. 
The European Laboratory, Columbus, arrived in 
February 2008, followed three months later by 
the Japanese Lab, Kibo. In the mean time, the 
European Logistic Carrier Jules Verne, the first 
of the Automated Transfer Vehicles (ATV) 
fleet, reached the ISS in an autonomous free 
flight and docked to the ISS in April. Both 
Columbus and Jules Verne were activated 
during Increment 16 under the supervision of 
Leo Heyarts, the first European astronaut 
member of an ISS crew; since then, the 
Columbus and ATV Control Centers in Europe 
have been fully operative in monitoring and 
commanding from ground the European 
operations on ISS. 
In May 2009, Europe was in the end ready to 
take over the lead on the ISS, with the first 
European ISS commander, Frank De Winne, in 
Expedition 22. The ISS at that time had just 
reached the capability to support a permanent 
crew of 6 astronauts.  

In March 2010, Space Shuttle Endeavour, in 
the frame of STS-130 mission, delivered 
Node3-Tranquility and Cupola, so completing 
the ISS assembly and reaching its full 
capability. In December, Paolo Nespoli started 
the mission MAGISSTRA, becoming the first 
Italian to join an ISS crew in Increment 26-27. 

NASA and the International Partners have 
agreed to extend ISS lifetime at least to 2020, 
and talks are on-going to extend it till 2028, and 
enhancements are under introduction to improve 
the capabilities. Call for Ideas have been 
released by ESA to exploit ISS for experiments 
for global climate change studies and for 
exploration. The ISS has already become in the 
end the stepping stone for exploration beyond 
LEO. 
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Fig. 1, ISS at Assembly Complete [NASA] 

In this endeavor, Italy and Europe have played 
an important role during the development 
providing important elements for the ISS 
completion, now they actively support 
operations and research,  contribute to the 
enhancements, establish plan for cooperation in 
future Exploration missions: all in all, we now 
sit among the Space Powers. 

1.2 TAS-I and the ISS 

In this environment, TAS-I is one major 
actor. More than 50% of the pressurized living 
compartment of the non-Russian section of the 
ISS has been produced in their Turin plant: 
Columbus, Node2-Harmony, Node3-Tranquility 
and Cupola. Out of the four Cargo resupply 
systems the ISS logistics relied on so far, the 
Shuttle and ATV make use of pressurized 
compartments, respectively MPLM and the 
Integrated Cargo Carrier (ICC), both developed 
and manufactured by TAS-I. Looking forward, 
TAS-I has just delivered to Orbital the first 
Pressurized Cargo Module (PCM) for 
integration in Cygnus, a new commercial 
transportation system, bound to a demo mission 
to the ISS beginning of next year. 

A brief overview of the TAS-I elements in 
the ISS is provided in the following. 
The MPLM  is a large pressurized container, 
integrated on dedicated logistic missions in the 
Space Shuttle cargo-bay, to load and transfer 
dry cargo to and from the ISS. It just terminated 
its operational phase, due to the Shuttle 
retirement.  
After Shuttle docking to the ISS, the MPLM 
was transferred with the arm of the Shuttle and 

ISS Remote Manipulator Systems (RMS), to be 
berthed to the Unity or Harmony modules. From 
there, after opening of the hatch, supplies were 
offloaded, and finished experiments and waste 
were reloaded. The MPLM was then sealed off 
again and transferred back with the reverse 
procedure in the Shuttle, for return to Earth.  
The MPLM cylindrical section allows 
integration of a combination of active and 
stowage racks in the available 16 bays; during 
the operative phase, several improvements have 
been introduced to increase the loading 
capability. A Common Berthing Mechanism 
(CBM) at one of the end cones allows berthing 
to the ISS. A fleet of three flight units 
(Leonardo, Raffaello and Donatello) was built 
by TAS-I under a contract with the Italian Space 
Agency (ASI). 

 
Fig. 2, MPLM as being relocated by the RMS [NASA] 

In the 11 years of service, the MPLMs 
supported 12 successful missions, during which 
they just consumed a part of their life cycle. 
This leaves the opportunity to still plan their 
usage in different mission scenarios: this has 
already happened to Leonardo, as described 
later. 

The ICC  has been derived by TAS-I from 
the MPLM experience: it is similarly composed 
by a Pressurized Module (PM) for upload of dry 
cargo and ISS trash disposal, but includes also 
an External Module (EM) for fluids transport. 
The EM accommodates tanks for upload of 
Oxygen and Nitrogen, Potable Water, 
Propellant; it allows also disposal of ISS Waste 
Water.  

The ICC is designed for assembly to a 
Service Module produced by Astrium ST 
GmbH, to compose the ATV.  Launched by 
Ariane5, the ATV is able to reach the ISS in an 
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autonomous flight; the ICC docks to the Russian 
module Zvezda, so that it implements a Russian 
Docking Adapter (RDA) instead of a CBM. A 
fleet of 5 ATV was ordered by ESA: the first 
one, Jules Verne, was launched in 2008 and 
successfully completed the test flight, after 6 
months on the ISS. The data gathered during the 
mission have suggested several improvements 
that were studied and implemented on Johannes 
Kepler for the second ATV mission, from 
February to June 2011.  

 
Fig. 3, ATV Johannes Kepler approaching ISS [ESA] 

Edoardo Amaldi, the third ATV, is already in 
Kourou at the Centre Spatiale Guyennaise 
preparing for its mission: the launch is planned 
in February 2012. The fourth ICC is being 
integrated in these days in TAS-I Turin plant, 
while the primary structure of the fifth ICC is 
already under welding in the workshop. 
The PCM is conceptually similar to the ICC, 
but scaled down to cope with the Taurus 
launcher, assigned as vector for the Cygnus 
program. A dedicate hatch had to be developed 
in order to optimize the design to the 
passageway required by the typical cargo 
transfer for the maximum payload volume 
allocation. 
 
The Node2-Harmony, developed under ASI 
contract and bartered between ESA and NASA, 
acts as a building block to connect ISS system 
elements. It provides a pressurized passage way 
between berthed elements, and distribute / 
transfer commands and data, audio and video, 
electrical power, atmosphere, water, thermal 
energy to adjacent elements. The internal 
volume of Node2 is mainly dedicated to the 
crew passageway; it can be considered in two 

halves. One half has a single docking port on 
one of the end cones where Node2 is docked to 
the station. This half also accommodates eight 
standard-sized racks, which will house relevant 
systems and equipment. The other half consists 
of an additional five docking ports, one on the 
other end cone, to attach the Pressurized Mating 
Adapter (PMA) for Shuttle docking, and four 
arranged around the circumference of the 
cylindrical main body of Node2, to allow the 
expansion of the ISS.  

 
Fig. 4, Node2-Harmony attached at ISS [ESA] 

Node2 was launched by the Shuttle mission 10A 
in October 2007 and docked to the ISS during 
Increment 16; it has operated since then, 
supporting 14 visits of the Shuttle, docking and 
operation of two major elements, Columbus and 
Kibo, and two missions of the Japanese carrier 
H2 Transfer Vehicle (HTV). 

Node3-Tranquility is similar, but includes a 
specific functionality dedicated to complement 
and improve the ISS habitability and 
operability. The Cupola, attached to the Nadir 
port of Node3, provides a panoramic control 
tower for the ISS, a dome-shaped module with 
windows through which operations on the 
outside of the station can be observed and 
guided. It is a pressurized observation and work 
area that accommodates command and control 
workstations and other hardware. Through the 
robotics workstation, astronauts are able to 
control the space station’s robotic arm, which 
helps with the attachment and assembly of the 
various station elements. Spacewalking 
activities can be observed from the Cupola 
along with visiting spacecraft and external areas 
of the station, with the Cupola offering a 
viewing spectrum of 360 degrees.  
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Fig. 5, Paolo Nespoli in Cupola [NASA] 

The Cupola is also an observation deck for 
scientific applications in the areas of Earth 
observation and space science for Earth and space 
viewing; this capability is also very appreciated 
by the crew. Its dome is a single forged unit 
with no welding. This gives it superior 
structural characteristics. The Cupola is a 
“shirtsleeve” module with six trapezoidal side 
windows and a circular top window of 80 cm in 
diameter, making it the largest window ever 
flown in space. Each window is built using very 
advanced technologies to defend the sensitive 
fused silica glass panes from years of exposure 
to solar radiation and debris impacts. 
Node3 and Cupola were produced under ESA 
contract and bartered to NASA; they reached 
ISS with the Shuttle mission 20A and were 
integrated during Increment 22 in February 
2010. 

The Columbus laboratory is the cornerstone 
of the European Space Agency’s contribution to 
the International Space Station (ISS) and is the 
first European laboratory dedicated to 
long‐term research in space. Columbus supports 
sophisticated research in weightlessness, having 
internal and external accommodation for numerous 
experiments in life sciences, fluid physics and a host 
of other disciplines. Ten of the 16 internal bays are 
fully outfitted with resources (such as power, 
cooling, video and data lines), to be able to 
accommodate American and European experiment 
facilities. This extensive experiment capability of the 
Columbus laboratory has been achieved through a 
careful and strict optimization of the system 
configuration, making use of the end cones for 
housing subsystem equipment. The central area of 
the starboard cone carries system equipment such as 
video monitors and cameras, switching panels, audio 

terminals and fire extinguishers. Although it is the 
station’s smallest laboratory module, the Columbus 
laboratory offers the same payload volume, power, 
and data retrieval, for example, as the station’s other 
laboratories. In addition, the External Payload 
Facility (EPF) accommodates up to four 
payload pallets for experiments directly exposed 
to space. Columbus has been delivered to ISS 
during the Increment 16 by the Shuttle 1E 
mission in February 2008. 

 
Fig. 6, Working in Columbus [NASA] 

Columbus has been always up and running, 
supporting basic and applied research, 
experiments, and screening tests for crew 
physiology, up to the current Expedition 29. The 
Columbus Control Center (COL-CC) has 
operated the European Laboratory from ground 
since the launch day, all year around in a 24x7 
shift. The European ISS operation services have 
been delegated to an Industrial Operations 
Team (IOT), with Astrium ST GmbH as Prime 
Contractor and TAS-I as major co-Contractor. 
The IOT contributes to the definition of the 
Increment Requirements with NASA and the 
other International Partners, performs the 
Increment Analysis, to confirm the objectives 
and allocate the resources to operate the Payload 
complement in Columbus, populates the Flight 
Control Team that operates Columbus from 
COL-CC in Munich-D, provides the necessary 
engineering support from the Engineering 
Support Centers in Bremen-D and Turin-I. IOT 
also takes care of the European logistics, 
managing the Spare Pool and the up-down 
traffic of European resupplies. 
Tenth of experiments have been performed in 
Columbus so far thanks to the 9 pressurized 
facilities, 2 of them, the European Drawer 
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Rack (EDR) and the Fluid Science Laboratory 
(FSL), have also been developed and assembled 
in Turin, as well as SOLAR, an externally 
exposed platform for Sun observation, all under 
ESA contract. 

2 The ISS Enhancements 

Being fully entered in the operational phase 
and in view of the extended lifetime, it 
shouldn’t surprise so much that the ISS needs 
already some improvements. For example, the 
Shuttle retirement dictates the need of a 
successor for crew transfer, to complement the 
Soyuz capability, which is remaining the only 
transportation system in the gap. 

The ISS communication link relies on S-
Band and KU-Band Antennas, so that no broad 
band communication is possible. From the 90’s, 
when the ISS design was consolidated, the 
information technology has progressed a lot: 
just to say, at that time the World Wide Web 
was just becoming a mass phenomenon and 
modems were running at 56 kbps. Astronauts 
nowadays use Internet to relate with families, to 
answer questions from students and to twitter 
with space fans in general. Although the current 
provisions are good enough to communicate 
between ground and crew and exchange 
commands and data between Control Centers 
and ISS, a state of the art communication link 
would be desirable to sustain properly Internet 
traffic between astronauts and Earth.  

But one of the most urgent issues to solve is 
related to stowage, which requires volumes that 
were underestimated in the architectural studies 
of the ISS. PMM is meant to fix the problem. 

 

Fig. 7, Typical ISS Stowage before PMM! [NASA] 

2.1 PMM 

The 24th of February, the PMM has started its 
journey to the International Space Station 
aboard the Space Shuttle Discovery, on its last 
trip before retirement.  After docking on the 1st 
of March to the Space Station Node 1 nadir 
port, it became a permanent part of the Station. 

 

Fig. 8, Discovery at launch [NASA] 

The PMM program is the result of a bilateral 
agreement between ASI and NASA as a 
continuation of their past excellent cooperation, 
consolidated via the ”Barter Agreement" on the 
development and exploitation of the MPLM. 
The idea of enhancing an MPLM to become a 
permanent element of the ISS has always been 
viewed favorably for the benefits it could bring 
to the on-board operations; and it became even 
more solid considering that, as a consequence of 
the Shuttle retirement, the MPLM life cycle 
would have been completed without reaching 
the design life limit. It finally materialized in the 
PMM Program, meant to fully exploit the 
MPLM fleet even beyond its original purpose. 

PMM resolves the ISS stowage issues, 
improving onboard operations and saving crew 
time in favor of utilization. Several studies, 
carried out by TAS-I on behalf of ASI and 
NASA, demonstrated the feasibility of 
converting a MPLM flight unit in a module that 
can remain permanently in orbit, docked to the 
ISS for at least 10 years. 

The MPLM fleet (Leonardo, Rafaello, and 
Donatello) typical mission foresaw several (up 
to 25) short duration (max two weeks each) 
journeys to the ISS. Although significant 
features need to be adapted to enhance the 
MPLM to become a permanent element, the 
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incredible robustness and flexibility shown 
along all the missions reinforced the confidence 
in the community about the feasibility and final 
achievement of the transformation. The 
commitment to conduct the conversion was 
finally taken in September 2009, with the start-
up of studies to identify the specific changes 
needed.  

 

Fig. 9, PMM Cross Section [NASA] 

Leonardo was selected as candidate because 
of its perfect operational record, achieved 
during its eight successful missions conducted 
between 2001 and 2010; Leonardo, in 
particular, had been already modified in 2008 to 
augment the cargo transportation capability, by 
introduction of dedicated structures in the aft 
cone. The PMM project, finally authorized by 
ASI, foresees mainly three types of changes. 

The first change is required by the need to 
grant the crew access to the equipment, for 
module operation and maintenance on orbit, 
considering that for MPLM the maintenance 
operations were only performed on the ground. 
So, for example, all the wiring of the module on 
the Fwd cone structural panels have been 
repositioned allowing the on-orbit equipment 
panels opening and closing in a short time 
without electrical disconnection needed. 

The second modification concerns the 
tailoring of the system configuration to the 
specific PMM mission, by removing those parts 
not needed for a long stay at the ISS. The 
resulting tare mass reduction allowed releasing 
payload mass for the STS-133 mission manifest. 

The third set of modifications resulted as the 
most critical, including all the analyses and 
adaptations required to make the module 

compatible to the space environment over the 
long term mission. To achieve this, the primary 
structure has been re-certified as well as all 
equipment and materials to extend their 
operational life. This process has requested 
engineering analysis for all the subsystems on 
board plus the replacement of some components 
with other of new construction (for example all 
the seals toward the open space have been 
replaced). In this context, certainly the most 
significant change was the strengthening on the 
module external of the Meteoroid and Debris 
Protection System (MDPS), to guarantee the 
required level of Probability for No Penetration 
(PNP), in case of possible impacts of Micro-
Meteorites, Objects and Debris (MMOD), i.e.  
high-speed fragments in general along the 10 
years of operational life in orbit. Rather than 
change the external metal shields, which would 
have had unacceptable mass, cost and schedule 
impacts, it was agreed to place a reinforcement 
blanket under the metal shielding and in 
between the thermal insulation and the primary 
structure:  the blanket is made out of two layers 
of Nextel and 3 layers of Kevlar assembled in a 
double "bag" of aluminized Kapton. The 
reduced thickness of this assembly (about 3 
mm) and low density mass (about 1.5 kg / m²) 
have helped minimizing the overall impacts on 
the module. A PNP analysis was performed 
with simulation techniques to tune the 
configuration to the required MDPS 
performances; the relevant mathematical models 
have been validated by a Hyper Velocity Impact 
(HVI) test campaign on representative samples. 
The selected configuration foresees 50 Kevlar-
Nextel blankets, distributed in the areas with 
higher probability of impact.  

 

Fig. 10, Leonardo as PMM in the SSPF [NASA] 
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The design modifications were established 
and baselined by TAS-I. They were intended as 
a modification kit, produced in Turin (Italy), for 
later implementation in the Space Station 
Processing Facility (SSPF) at Kennedy Space 
Center. In the period from April to July 2010, 
upon Leonardo return from the 19A mission, a 
TAS-I Team reconfigured the module as 
planned, in close cooperation with NASA and 
Boeing team.  

The PMM project was carried out by TAS-I 
as Prime contractor under an ASI contract, with 
the involvement of ALTEC, Selex Galileo and 
CGS.  

2.2 ATV Cargo Enhancement 

Following the successful Jules Verne 
mission, ESA and industry started an initiative 
to improve the upload performance of the ATV. 
Over the development time of more than 10 
years, the requirements in dry cargo, but also 
propulsive support to the ISS have been 
changed.  The delays in the development led to 
a much later ATV launch schedule and due to 
the lower solar activities in these later years the 
propulsive support requirements are reduced 
and higher need for dry cargo has been 
identified. The modified requirements push for 
further design optimization of the dry cargo 
accommodation in order to make best use of the 
ATV capability, allowing a better satisfaction of 
the ISS logistics needs, hence a higher ESA 
compensation value for each single ATV 
mission. The ICC layout has been based on the 
Rack concept for dry cargo accommodation. 
The Rack is conceived as a multi-purpose, 
highly flexible structure, able to accommodate 
every type of container, from Crew Transfer 
Bags (CTB) to Mid Deck Lockers (MDL), or 
hard-mounted Cargo. Whereas at the beginning 
of the ATV development hard mounted cargo 
items were expected to be placed in the racks, 
experience has shown that soft cargo bags do 
nowadays fulfill the ISS logistic needs.  

 
Fig. 11, ATV Cargo Rack 

In addition, the average Cargo mass transported 
by the first two missions has been much smaller 
(roughly 11 kg/CTBE1 vs. the design 
requirement of 25 kg/CTBE), and projections 
for the next missions do not show a significant 
increase; such density is also indicating that 
likely the anisotropy (acting in terms of CoG 
offset) is much lower than what considered for 
the Rack verification. This resulted in an 
overestimation of the Rack and ICC Dry Cargo 
capability, which is actually constrained by the 
available volume, measured in CTBE. Already 
for ATV Johannes Kepler, the existing Racks 
have been redesigned to gain about 60 kg of tare 
mass per rack and 30% of cargo usable volume. 
For the future ATV missions the transportation 
efficiency can be further increased by 
introducing alternative secondary structures 
designed to more specific requirements. The 
aim is to combine a set of different optional 
structures to tailor the ICC internal layout to the 
specific ATV Mission Manifest, reducing the 

                                                 
 
 
 
1 Crew Transfer Bag Equivalent 
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ICC tare mass and exploiting volumes left 
currently free. 

 
Fig. 12, Volume free in the ICC Cross Section 

This is the core of the ATV Dry Cargo 
Enhancement program, which was awarded by 
ESA to TAS-I in the first half of 2010. A 
challenging and aggressive development and 
implementation logic had to be adopted. In fact, 
The ATV Phase E activity flow is strictly based 
on an “L minus” template: the launch dates for 
the various ATV missions are already booked, 
depending on the ISS logistics needs and the 
visiting Vehicles traffic, as part of an Inter-
Agencies high level commitment. The ATV 
Phase E Schedule is then not flexible to 
accommodate delays; the ATV Enhancement is 
fit into the planning on non-interfering basis, i.e. 
no impact shall result to the ATV production 
schedule or the mission preparatory activities. 
Coherently, the implementation approach 
foresees a parallel ATV Enhancement Program, 
kicked off in May 2010, that involves three 
major design changes: 
1. The Integrated Support Platform Plus 

(ISP+), derived from a similar application 
(the ISP) designed by TAS-I and flown 
already in Node3 and MPLM missions, 
which is able to substitute the Rack in some 
selected bays of the ICC, with similar 
volume capabilities (21 vs. 24 CTBE) but 
lower average Cargo density (13 kg/CTBE), 
hence considerably lower tare and higher 
transportation efficiency (4.0 kg of Cargo 
per kg of tare); 

2. The Standoff Support Frame (SSF), a new 
Cargo secondary structure, allowing full 
exploitation of the lower standoffs volume; 

3. The MDPS Lite, benefiting from the less 
severe environment predicted by state-of-
the-art tools like ORDEM2000. 

The ISP+ has been developed maximizing the 
recurrence to the ISP and, on the other side, 
complying with the interface and frequency 
requirements applicable to the ATV Rack: the 
ICC Primary Structure will regard the ISP+ as a 
lighter, less loaded Rack, thus avoiding the need 
of modifications or system delta qualification.  
The ISP+ structure is basically a metallic 
platform on both sides of which ATV standard 
CTBs can be accommodated. It is composed by 
following main items: 
• Two main longitudinal longerons 

withstanding the main inertial loads induced 
by the dry cargo and providing the interfaces 
with the primary structure; 

• Four transversal frames joining the two 
longerons, which stiffen the entire structure 
and transfer the inertial loads from the dry 
cargo to the longerons; 

• Three horizontal panels that, beyond the 
primary function of providing 
accommodation on both faces for the CTBs, 
contribute to the structure overall stiffness. 
These panels are removable on-orbit by the 
Crew in order to get access to the 
underneath bags. 

  
Fig. 13, The ISP+ loaded for the Sine Test 

The replacement of ICC with ISP+ in the ICC 
deck removes the accessibility issues that 
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prevented the use of the lower standoffs volume 
on Jules Verne and Johannes Kepler.  

 
Fig. 14, typical ICC cross section with ISP+ and SSF 

in the deck 

The volume that becomes available is 
cumulatively equivalent to one ILR, it is then 
worth thinking of implementing a dedicated 
structure to make it available for Cargo: the SSF 
is aimed to exploit the empty volume present in 
the lower standoffs, resulting in an increase of 
the capability by roughly 20 CTBE. 
The SSF is composed by: 
• Three machined aluminum frames that 

interface with the brackets installed on the 
longerons; 

• Panels providing support to the CTBs; 
• Stiffeners. 
In order to make the optimum use of the volume 
available, a new “non-standard” CTB with 
dedicated shape has been conceived, hence 
maximizing the volume allocated for the dry 
cargo. 

 
Fig. 15, The SSF loaded for the Sine Test 

The MDPS Lite is based on the demonstrated 
technological capability to reduce the uniform 
thickness of the aluminum bumper from 1.6 mm 
to 1.2 mm.  

 
Fig. 16, the ICC Revised MDPS Layout 

Samples of the thinner/lighter panels were 
subject to Hyper Velocity Impact (HVI) tests in 
order to establish Ballistic Limit Equations for 
revising the ATV modeling and simulate the 
reduced MDPS thickness. The Probability of No 
Penetration (PNP) analysis, run with 
ESABASE2 and ORDEM2000, has given 
positive indications that the performance of the 
ATV MDPS, originally predicted by 
ESABASE1 and NASA90, can be confirmed 
also for the reduced thickness. PNP predictions 
concluded that the MDPS Lite can be 
implemented on the Pressurized Module (PM) 
cylinder section and on the External Module 
(EM), resulting in an overall tare mass reduction 
of 60 kg.  

The Qualification Review was successfully 
held in February 2011, positively concluding on 
the qualification status of the ISP+, the SSF and 
the MDPS Lite and releasing the manufacturing 
of the Flight Models. The MDPS Lite is already 
introduced in the Edoardo Amaldi for the third 
ATV mission. Four ISP+ and 2 SSF have been 
completed in these days and they now sit 
together with the Racks on the shelves of the 
ATV Cargo Structures. Based on the manifest 
consolidation for the next missions, ESA is in 
the process of deciding what to embark in the 
ATV4 or ATV5 missions. 
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2.3 CICL-Terminal 

The need of increasing the ISS 
communication capabilities, particularly for the 
European Missions, was at the origin of several 
investigations in the recent years for the 
implementation of a communication terminal on 
Columbus. Looking forward to the future 
operational phase, ESA agreed to implement 
during the development phase hooks and scars 
on the module for a later introduction of a 
terminal.  

In parallel, an industrial consortium (COM 
DEV, Inmarsat, and Broad Reach Engineering) 
is currently developing, in the frame of the ESA 
ARTES program, a communications terminal 
for LEO spacecrafts (SB-Sat), with the 
communication link making use of existing 
Inmarsat satellites and Inmarsat ground 
infrastructure. 

 
Fig. 17, SB-Sat Flight and Ground Architecture 

Therefore, as per the current state of the art, 
it becomes appealing the possibility to exploit 
the SB-Sat for Columbus needs, synergizing the 
efforts of ARTES and ISS Exploitation 
programs. ESA has then awarded TAS-I, with 
Astrium ST as Prime Contractor, a feasibility 
study for a Columbus-Inmarsat Communication 
Link Terminal (CICL-T). 

The architectural concept for the complete 
system consists of two SB-Sat terminals 
allowing the link handover between satellites 
without break of the connection: the Main 
Terminal (including Antenna, SB-Transceiver, 
Terminal Controller and Power Distribution 
System) and the Slave Terminal (with Antenna 
and Transceiver only).  

 
Fig. 18, CICL-T Assembly – Exploded view 

The housing containing the components will 
accomplish the double scope of mechanical 
support and thermal rejection surface, this last 
function being found the driving aspect for the 
overall terminal dimensions. The structural 
Baseplate will provide the mechanical interface 
with Columbus, withstanding the launch (if 
transported hard-mounted) and on-orbit loads. 
Finally, the Power & Data resources will be 
provided through dedicated harness cables to be 
installed on the external module and interfacing 
with the existing avionic Columbus Stanchions 
feed through.  

The preliminary study regarding the 
adaptation of the SB-Sat terminal on Columbus 
was focused to identify the possible 
accommodation options for the CICL-T and to 
select the preferable one through a dedicated 
trade-off. 
Five different technical solutions have been 
conceived and then compared on the basis of 
functional, mechanical, ergonomic, operational 
and programmatic criteria. 

 
Fig. 19, one of the accommodation options 

Since the Terminal will be necessarily 
integrated on orbit on Columbus, a crucial role 
was given to the aspects relevant to 
accommodation at launch, stowage and transfer 
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on ISS, deployment and installation of the 
assembly. For this reason, dedicated 
assessments have been performed to evaluate 
the compatibility with the Carriers, the 
possibility to stow the hardware inside standard 
bags, the potential tasks to assembly on orbit the 
terminals and the complexity of the required 
Extra Vehicular Activities (EVA). 

The outcome of the trade-off has 
recommended the implementation of the option 
exploiting the mechanical interfaces of the 
MDPS panels (locking device) to secure on top 
of them the terminal Baseplate. 

 

 
Fig. 20, selected accommodation option 

The existing interface bolts will be replaced 
with longer ones, to be compatible with the new 
thickness of the entire package (Columbus 
structure, MDPS Panel and terminal Baseplate). 

 
Fig. 21, the MDPS Locking Device 

In addition, the overall interface layout of the 
Baseplate is required to reflect the MDPS panel 
concept, providing the needed clearances and 

slots adopted at MDPS level I/F to prevent 
integration misalignment & thermo-elastic 
distortion (3 slots and one fixed hole). 

The main advantages offered by the selected 
solution are the reduced mass and volume of the 
overall system, the simplicity of the mechanical 
design, the compatibility with all Carriers and 
with both pressurized and unpressurized 
transport, the feasibility of the deployment and 
the relatively low complexity of the EVA for 
installation. Moreover, it offers flexibility on the 
choice of the two Terminals locations, giving 
the possibility to select the best accommodation 
from thermal, field of view, operational 
standpoint and to maximize the distance 
between the two Terminals, with consequent 
advantage for the Satellites link handover. It 
would also allow changing the Terminal 
positions during the program development and, 
if really needed, to relocate the equipment 
during their lifecycle.  

 
Fig. 22, Overall CICL-T Configuration on Columbus 

As a reference, the configuration with both 
terminals on Columbus Zenith area has been 
found the preferable one, since allows to 
maximize the Terminal field of view, to reduce 
as much as possible the required thermal 
rejection surface and to leave about 2.5 m of 
distance between Main and Slave Terminal. 

The study is aiming now to the definition of 
the System requirements first, planned for 
completion by the end of October 2011, and 
then of the Sub-System requirements, to be 
settled by the end of December 2011. In the 
same timeframe, the design concept will be 
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consolidated to a maturity adequate to start a 
C/D phase already in 2012. The CICL-T is 
planned to become operative in early 2014. 

3 ISS as test bed for Exploration  

The present configuration of the ISS (with 
the possible addition of new attached modules) 
could be envisioned to accommodate and 
support technological demonstrations, as a 
preparatory test bed for applications to be 
exploited in the frame of long duration 
exploration missions. Various subjects could be 
considered potential fields for technological 
enhancement. Some of them appear particularly 
interesting for their implications, and are briefly 
addressed hereafter. 

Rapid prototyping: the complexity of the 
systems operated in long human space missions 
is expected to require innovative methods to 
face failures, satisfy mission unexpected needs 
or conditions. Maintenance tasks could require 
significant storage of spare parts with huge 
allocation of dedicated mass and volume on the 
spacecraft. A possible concept to improve the 
logistic criticality relies on the capability to 
have directly on-board the necessary 
design/manufacturing tools and the associated 
raw materials. This approach requires the 
development of dedicated machines to be 
operated with clean and safe processes, with 
low power consumption and limited waste of 
material. A demonstrator could be tested on the 
ISS for the fabrication/replication of parts. The 
design itself of the future exploration vehicles 
could be oriented to take these new prototyping 
capabilities into account. 

Collaborative robotics: various possibilities 
of experimentation can be envisioned, linked 
with the different phases of an exploration 
scenario. 
− A possible application is related to the 

testing of a robotic system in tele-presence 
mode in the conditions typical of a “human 
arrival imminent scenario”. A robotic device  
on the planet surface (in this case on 
ground) could be controlled by a human 
operator resident in a spacecraft orbiting 
around the planet (in this case on ISS). The 
on ground robotic system should include: 

human robotic hand, anthropomorphic 
arm(s), mobile platform. 

 
Fig. 23: the EUROBOT Ground Prototype 

The robotic hardware could be derived by 
the re-use / upgrading of existing 
demonstrators (e.g. Eurobot) complemented 
by new development where necessary (e.g. 
hand exoskeleton). The control system on-
board ISS should include Augmented 
Reality devices for immersive environment 
in addition to the classic laptop based Man 
Machine Interfaces. 

− Another significant field of investigation 
would be represented by the testing of an 
IVA robotic support, through incremental 
steps, towards the development of humanoid 
robotic assistants for exploration. This could 
include not only arms and effectors, but also 
artificial vision (objects and human 
recognition and tracking), multimodal 
naturalistic HMI (e.g. voice, gesture 
control), adjustable autonomy (from semi-
autonomous behavior to manual control 
depending on task). 

 
Fig. 24: example of EVA robotic assistant 

− Finally the capabilities of robotic assistance 
could be also tested in EVA operations, as a 
continuation of the technological effort 
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developed in Europe in the frame of the 
Eurobot project.  
A flight demonstrator can be envisioned 
with incremental configurations, evaluating 
the human-robot cooperation aspects in the 
various on-orbit operational situations (thus 
alleviating the astronauts’ workloads) and 
the relevant safety implications. 

Power generation: a (possibly scaled) 
demonstrator for a regenerative fuel cells 
system could be tested in 0g conditions, so 
enabling the assessment of new types of 
electrolizers / fuel cells. 

 
Fig. 25: the water – power closed loop 

Inflatable technologies: in order to cope 
with the volume limitations induced by the 
current and future launcher capabilities, 
inflatable structure technologies are considered 
a promising technological challenge. 
ISS could offer the possibility of docking an 
experimental pressurized inflatable element, 
endowed with all necessary provisions for 
Meteoroids and Debris Protections, thermal 
insulations, and functional monitoring. 
The Station could also provide a suitable base 
point for the demonstration of inflatable 
equipment applications, like antennas, booms, 
radiators. 

Bio-regenerative Life Support: some 
dedicated volumes of ISS (that could be 
obtained also through the aforementioned 
inflatable provisions) may accommodate 
research activities devoted to the food 
production and management. 
Activities have already been conducted by TAS-
I on a ground based facility (EDEN), a 
demonstrator of a rack-like cultivation system. 
These functions could be coupled as well with 

the recycling of water and regeneration of O2 
from CO2. 

 
Fig. 26: Lettuce cultivated in the EDEN growth 

chamber 

Environmental protections: besides 
MMOD protections, also techniques of hybrid 
(active and passive) radiation shielding and 
monitoring could be located at the ISS elements 
(one module or part of it). 

4 Exploration Scenarios 

While preparing for exploration, strategies 
for future missions are under definition 
throughout the world and also at ESA. Since the 
Apollo program conclusion, the most important 
international space agencies developed 
scenarios aimed to progressively expand the 
human presence beyond the Low Earth Orbit. 
The ultimate goal of all the various exploration 
scenarios is a human mission to Mars, but the 
high complexity and risks associated to a Mars 
manned endeavor force to conceive intermediate 
missions to develop the required technologies 
and to validate them in space.  

Recently, the Agencies participating to the 
development of the ISECG Global Exploration 
Roadmap have agreed on the following 
exploration destinations of interest for human 
visits: 

• Low Earth Orbit; 
• Cis-lunar Space; 
• Moon; 
• Near Earth Asteroids (NEA’s); 
• Mars and its moons, Phobos and Deimos. 

The ISS is the first important step towards 
human expansion into space and, following a 
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step-by-step approach, both Asteroids and the 
Moon are considered important destinations to 
contribute preparing the future human mission 
to Mars. The Global Exploration Roadmap 
identifies two pathways for human exploration 
missions after ISS:  

1) Moon First  
2) Deep Space First 

which mainly differ with regard to the sequence 
of sending humans to the Moon and Asteroids. 

 

Fig. 27, Optional Strategies for Future Human 
Exploration Missions 

The identification of the two optional pathways 
provides an initial framework for assessing, in 
synergy with the major European space 
industries, the priorities of activities needed to 
prepare the human exploration missions and for 
identifying the possible international 
cooperation to be established to achieve the 
proposed goals.  

An industrial consortium led by Thales 
Alenia Space - Italia has been awarded an ESA 
Study, aimed to develop a coherent exploration 
scenario, in terms of building block elements, 
development approaches and operational 
aspects. In addition, the two different strategies 
imposed the definition of two separate 
approaches to develop and demonstrate the 
capabilities ultimately required for the human 
exploration of Mars. In light of the different 
technologies and capabilities that have to be 
acquired to implement the Mars mission, four 
main frameworks were identified and analysed: 
ISS, post-ISS, Moon and Deep Space.  

4.1 ISS framework 

An extension of the ISS lifetime until 2025 
or 2028 is considered mandatory by the 
European Space community, to support a full 
exploitation of the existing ISS focused on the 

development, testing and demonstration of the 
technologies required to achieve the further 
exploration steps: fields like automation and 
robotics, cryogenic management, advanced 
ECLSS, novel energy sources, advance re-entry 
technology, and inflatable habitat, will 
decisively benefit from the usage of the ISS as a 
stepping stone towards exploration. In 
particular, Europe may contribute with the 
following projects: 

• A robotic crew assistant (i.e., Eurobot); 
• An Advanced Life Support Demo; 
• An Inflatable demonstrator element 

possibly followed by an operational habitat; 
• The MPCV Service Module development; 
• Participation to the provision of logistic 

services system (i.e. based on the MPCV 
Service Module). 

4.2 Post-ISS framework 

In parallel to the ISS utilization, the 
development of a man-tended orbital 
infrastructure will secure continuity of Low 
Earth orbit research in the European priority 
fields and will serve as test-bed for future 
exploration technologies after the ISS disposal.  
Three different approaches may be envisaged: 

• Building-up a minimal infrastructure 
composed by a free-flyer infrastructure 
operated by periodic crew visits; 

• Building-up of a complete post-ISS 
infrastructure in LEO with possible usage 
of existing ISS modules being not beyond 
lifetime; 

• Building-up of a complete new post-ISS 
infrastructure in LEO for space exploration. 

Even if major achievements deriving from a 
complete LEO infrastructure exploitation are 
doubtless, budget considerations leads to prefer 
a minimal infrastructure, securing potentials for 
subsequent expansion. Potential European 
contributions to the Post-ISS architecture are: 

• Service Node: It is a combination of a Node 
and a Service module and it will function as 
a connection point for the other modules 
providing the initial resources for the entire 
infrastructure (i.e. power, crew quarters, 
attitude control, communications); 
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• Laboratory Module: based on the Columbus 
design, the module will permit the 
execution of the required experiments (i.e. 
life science research and microgravity 
effect counter measures in preparation of 
future space exploration missions, study of 
the behavior of a bio-regenerative life 
support system under long-term exposure to 
the space environment); 

• Habitation Module, Green House and 
Inflatable Module. 

4.3 Moon framework 

The proposed lunar exploration scenario 
merges the already foreseen agencies robotic 
missions (i.e. GRAIL, LADEE and CHANG’E 
2), private entities intentions (i.e. Google Lunar 
X Price missions) and the results achieved by 
the international exploration groups in a 
coherent architecture aimed to maximize 
international collaborations (i.e. sharing 
capabilities and minimizing useless 
redundancies). 

The already planned robotic missions will 
enhance the current knowledge on the Moon 
environment and validate new technologies and 
capabilities (i.e. the ESA Moon Lander) that 
will be used afterwards to prepare the following 
human mission. After the robotic phase, a man-
tended period will precede the first human 
mission that has been foreseen after 2030. 
During the initial man-tended phase, an 
unpressurized rover will be landed on the lunar 
surface to provide mobility capabilities to the 
future astronauts. Afterwards, in order to extend 
the exploration range, two pressurized lunar 
rovers (i.e. the NASA SPR or the ESA PLR) 
will be delivered to the Moon surface via a man-
rated large lander.  

Potential European contributions to the Moon 
exploration architecture are: 

• Large size robotic landers (1000-1500 kg), 
namely the ESA Moon Lander; 

• Lunar Rovers, both pressurized and 
unpressurized; 

• Lunar Communication/Navigation satellites 
• Power provision systems; 
• Man-rated ascent vehicles (i.e. 

Constellation Altair Lander size). 

In parallel with the definition of the landers, the 
considered transportation chain foresees the 
presence of already existing launchers (i.e. ESA 
Ariane 5, Soyuz) and future heavy lift rockets. 

4.4 Deep-Space framework 

Besides the Moon, the Near-Earth Objects 
become the primary targets of human 
exploration in order to understand the key 
secrets of the evolution of life and to prepare the 
future Manned Mars Mission. 

Deep Space Missions are extremely 
expensive and technologically challenging and 
the establishment of international cooperation is 
mandatory. Different strategic schemes have 
been considered: 

• “technology dependent” - each partner is 
concentrated on a specific set of 
technologies/capabilities that can be shared 
among different elements (e.g. life support 
systems); 

• “function dependent”: each partner is 
concentrated on the development of 
particular elements that can depend on 
functions provided from the elements of 
another partner (e.g. ISRU Plant); 

• “mission dependent”: each partner develops 
all the elements that are relevant to 
accomplish its mission (e.g. Mars Orbiter), 
that work independently from the ones 
provided by the other international partners 
that are part of the mission. 

The proposed scenarios foresees the 
implementation of a robotic precursor mission 
to a Near Earth Asteroid previously identified as 
possible candidate for a subsequent human 
mission, in the 2022-2025 timeframe.  In 
parallel, the development of a Deep Space 
Habitat will be crucial to perform the manned 
mission to the selected NEA. The spacecraft 
will be initially stationed in cis-lunar/EML1 
space to test system and subsystems and then 
used for the first human missions to a Near 
Earth Asteroid in the 2028-2030 timeframe.  

4.5 ESA Positioning in the Exploration 

Coherently with the above, in the frame of the 
two exploration pathways (“Moon First” vs. 
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“Deep Space First”), the following European 
initiatives have been already activated: 

• a 1 mT Cargo Lunar Lander; 
• a Lunar Un-Pressurized Rover; 
• a Service Module for the Multi-Purpose 

Crew Vehicle (MPCV), both scenarios, as a 
barter with NASA for compensation of 
ESA contributions to the ISS Common 
System Operations Costs beyond 2016. 

In addition, both scenarios foresee the presence 
of a key element for the future manned 
exploration activities: the Deep Space Habitat, 
for which, in order to finally secure a leading 
international role, Europe shall exploit the 
capabilities and the heritage gained in 
participating to the ISS endeavour. 

5 Deep Space Habitat 

The Deep Space Habitat is then the core of 
any future space exploration mission. The ISS 
experience shall be exploited to develop a 
module able to support different human 
missions towards deep space targets. The 
module will have some specific characteristics 
deriving from the peculiarities of the mission 
and of the environment it has to withstand: this 
strongly influences the design of the pressurized 
habitat, where the astronauts have to live and 
operate for quite a long period. 

According to the necessity of a habitation 
module to enable travels beyond LEO, TAS-I 
has carried out a preliminary analysis of a 
possible architecture for the Deep Space 
Habitat. It can be conceived either as part of a 
cis-lunar orbital infrastructure or of a space-ship 
for deep space exploration missions. It would 
represent the first human outpost beyond LEO; 
in particular, it is likely that at first it will to be 
deployed in the first Earth-Moon Lagrangian 
point (EML1), as a platform for research and 
meant to demonstrate a set of critical 
technologies and associated operations required 
by a deep space human exploration mission (e.g. 
to a NEO).  

In fact, an infrastructure in EML1 would 
allow, more than in LEO, to experience the 
conditions typical of the journey towards an 
asteroid or Mars, thus guaranteeing long term 
testing of specific technologies. For example, 

one of the major issues of human space 
missions is represented by the long exposure to 
space radiations; beyond the protection of the 
Van Allen belts, the Deep Space Habitat would 
allow analyzing the effects of radiations on 
human body as well as testing the effectiveness 
and duration of the radiation protection systems. 
In addition, the psychological effects of a long 
permanence far from Earth can be properly 
analyzed, before moving further towards deep 
space targets. 

The Deep Space Habitat in EML1 would also 
offer the possibility to test and check new long 
term autonomous systems, e.g. regenerative 
ECLSS, which represents an important point in 
the design of long duration missions due to the 
strong constraints in terms of mass. Moreover, 
in-situ diagnostic and maintenance capabilities 
could be improved in view of more challenging 
missions, where coming back to Earth is not a 
possible option in case of failure of any 
equipment. Another crucial aspect for missions 
very distant from Earth is that any acute 
illnesses or injuries that might happen to the 
crewmembers have to be dealt with on board of 
the spacecraft. For this reason, tele-operated 
surgical robotic systems shall be adopted: the 
Deep Space Habitat deployed in EML1 could 
allow testing of these technologies, in order to 
identify the most significant criticalities and 
improve them before their adoption in a real 
deep space mission. 

Besides being a test bed for new 
technologies, the Deep Space Habitat deployed 
in EML1 is envisioned to support lunar human 
exploration missions, providing a staging post 
and a safe haven for crew working on the Moon 
surface, increasing the science return from lunar 
surface robotics, providing servicing of 
transportation system elements. 

The Deep Space Habitat is intended as a 
human-tended facility, and visits of crew of four 
astronauts are periodically foreseen. The 
experiments loaded on board are controlled and 
monitored from ground from the control and 
support centre. Continuous direct 
communications with ground, with no need for 
satellites, are envisaged, relying on dedicated 
antennas. Furthermore, the module is conceived 
as an expandable infrastructure allowing for 
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later docking of additional modules, such as 
logistics storage modules, laboratories for 
scientific research or a module for tourism.  

 Fig. 28, Deep Space Habitat architecture 

The overall architecture of the module has 
been derived from a set of system trade-off 
performed accordingly to the objectives to be 
accomplished. The Deep Space Habitat is 
composed of a Rigid Node attached to an 
Inflatable Module. The presence of the node 
with its 4 radial ports ensures the possibility to 
have 3 visiting vehicles simultaneously attached 
and to eventually expand the module. The 
implementation of the inflatable technology is 
foreseen since, in view of very long missions, 
the comfort of the crew becomes a more and 
more significant design parameter. The rigid 
node is axially attached to a Propulsion Module 
(depicted in green in Figure 1), not considered 
as part of the Deep Space Habitat system, which 
is in charge of providing orbit/attitude control. 

One of the four radial ports of the node is 
used for attaching the airlock, which has been 
introduced in the architecture because different 
EVAs are to be performed (for external 
maintenance, for exploration, for managing 
external payloads). Moreover, additional EVA 
support items are envisaged, such as Enhanced-
Manned Manoeuvring Units (E-MMU), EVA 
tools, etc. The airlock is characterized by a rigid 
Equipment Lock and an Inflatable Crew Lock. 
E-MMUs and EVA tools are stored in dedicated 
compartments on the external surface of the 
Equipment Lock. 

For protecting the crew against radiation a 
passive shielding is envisioned. In particular the 
protection provided by the structure and 
equipments is sufficient for protecting against 
GCR, while a dedicated high density 
polyethylene shelter is envisaged for protecting 
the crew against SPE.2  

A robotic arm is introduced in the 
architecture to reconfigure the module from the 
launch to the operational configuration and to 
support external maintenance.  

The habitat is sized to ensure an overall crew 
habitable volume of at least 80m3 (that means 
optimal 20m3/crew member) and an overall 
pressurized volume of ~240m3. The main 
features of the pressurized elements can be 
synthesized as follows: 
o The Inflatable Habitat, characterized by a 

rigid core and multi-layer wall, has a total 
pressurized volume of ~165m3, with an 
external size of ~8m x 5m.  

o The Rigid Node is sized to guarantee a 
pressurized volume of ~84m3, with an 
external size of ~ 4.5m x 5m.  

o The Airlock is characterized by an equipment 
lock of ~ 2m x 1m and an inflatable crew 
lock of ~ 2m x 2m. 
The overall mass of the Deep Space Habitat 

amounts to about 25 tons, including resources 
and crew systems sized for 20 days of 
maximum stay of a crew of four astronauts. The 
module is deployed with this amount of 
resources and its resupply is foreseen with the 
periodic visits of the crew.  

In a transportation system, the Deep Space 
Habitat becomes the crew quarter where the 
astronauts live and operate during the transfer to 
an asteroid or to Mars. In this respect, the 
module described above can be regarded as a 
precursor for an exploration mission. The 
experience gained and the technological 
demonstrations achieved in EML1 will be 
exploited to adapt the design of the common 
core for the deep space journey. Architectural 
changes are expected, in order to integrate the 
                                                 
 
 
 
2 These evaluations refer to a NEO reference mission 
lasting 1 year. 
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Deep Space Habitat in the transportation 
system. As a matter of fact, in a NEO (or a 
Mars) mission the habitation module will be 
part of more complex transportation architecture 
and will likely have different interfaces with the 
propulsive module to which it is attached. In 
addition, the three free radial docking ports will 
not be necessary, while an additional axial 
docking port would be necessary for safety and 
operational complexity reasons. 
 

 
Fig. 29, Deep Space Habitat in a Transportation 

System 

6 Conclusions 

The ISS has been decisive for Italy and TAS-I 
to step up and join the Space Powers.  

The role achieved in the ISS development, 
build up, operations and utilization will be 
finally exploited to participate together with the 
International Partners to the initiatives under 
consolidation in the frame of the future missions 
beyond LEO, the Deep Space Habitat being the 
natural successor of the ISS. 
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Abstract  
In this work we discuss issues related to the 
simulation of low power systems with hardware 
means. Simulating low power systems is a 
challenging task as the possible low-intensity, 
low-temperature environment, together with 
possible dust deposition and ice condensation, 
worsen not only the production of power but 
also make it difficult to predict it. To overcome 
these problems, we have developed solutions in 
terms of software and hardware tools for power 
estimation and simulation. The developed low 
power, hardware solar array simulator system 
is briefly discussed in this paper. Although this 
solution is reported for the case of Rosetta 
lander Philae, it applies also to possible low 
power future missions aimed to perform in-situ 
operations on comets and asteroids. 

1 Introduction 
Rosetta is the third of ESA's cornerstone 

missions within the science program Horizon 
2000. The ambitious goal of this mission is the 
injection into an orbit around a comet and the 
delivery of a lander that will perform a detailed 
in-situ investigation of a comet nucleus for the 
first time. The prime scientific objective is to 

study the comet 67P/Churyumov-Gerasimenko 
to help understand the origin and the evolution 
of the Solar System. The comet will be reached 
in 2014 after a journey involving several close 
encounters with minor and major bodies. After a 
phase of close comet investigation, a safe and 
scientifically important site will be selected for 
in-situ investigations. The lander delivery is 
foreseen in November 2014 at a distance of 
about 3 AU from the Sun. 

The Rosetta probe is made up by two 
spacecraft: an orbiter, Rosetta, with 11 scientific 
instruments on-board, which will orbit the 
comet 67P/Churyumov-Gerasimenko, and a 
lander, Philae, with 10 scientific instruments, 
which will land on the comet to perform in-situ 
analysis. This large array of instruments will 
perform the most extensive study of a comet to 
date. Philae can be considered as an 
independent spacecraft, although it is the main 
payload of Rosetta. Philae has a mass of 97.9 
Kg including 26.7 Kg for scientific payload. 

At the time this note is being written, Rosetta 
is approaching the comet 67P, at about 5 AU 
from the Sun. Both Rosetta and Philae have 
been placed into hibernation due to the 
weakness of the sunlight, which prevents from 
producing enough power to fully operate the 
probe. The wake-up is foreseen for January 
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2014, six months before the rendez-vous with 
the comet. 

Politecnico di Milano is involved in the 
Rosetta mission through the activities on the 
lander Philae. In particular, the Aerospace 
Engineering Department is responsible for the 
activities of the solar generator and the 
instrument SD2 (Sampler Drill and Distribution 
subsystem [1]). 

2 Philae Power Subsystem 
The Philae Power Subsystem (PSS) manages 

all the electrical power needed by the lander 
during its entire lifetime. The main source of 
power is represented by the primary and 
secondary batteries, with capacity of 1000 Wh 
and 130 Wh at comet arrival (1200 Wh and 150 
Wh at launch, respectively). The primary 
battery will allow the operations of Philae 
during the main scientific phase (about 5 days) 
just after the landing on the comet, during which 
all instruments will be operated at least once. 
The secondary battery will be recharged with 
the power produced by the solar arrays. 

The power distribution is basically performed 
using the Philae Primary Bus. The main 
subsystems, the Command Data Management 
System (CDMS) and the Thermal Control Units 
(TCU), are directly connected to the primary 
bus via dedicated DC-DC converters. The other 
subsystems and all the experiments are 
connected through switches to the Primary Bus 
or directly to the Secondary Bus, which is 
stabilized. The Wake-Up System provides for 
the exact and safe start of the Philae operations. 
It monitors if the temperature and the available 
power are in the expected ranges before 
switching power to start the system. 

Rosetta is the first deep-space mission that 
will go beyond the main asteroid belt relying 
only on solar cells for power generation. During 
the comet in-situ investigations, the solar 
generator of Philae, made up by 2 m2 of solar 
arrays, will produce about 8 W of peak power 
(Fig. 1). To optimize the in-situ power 
production, the solar generator was built using 
new Low-Intensity Low-Temperature (LILT) 
solar cells that are able to produce energy in the 
very tough environment in which Rosetta and 

Philae will survive and work [2]. In total, there 
are 1224 silicon solar cells with dimension 32.4 
mm x 33.7 mm, 200 µm thick (Fig. 1). 
 

 
Fig. 1 Philae’s solar generator. 

Excluding the bottom, all but one side (i.e., 
the Lid) of Philae are covered with solar cells to 
maximize the produced power. With reference 
to Fig. 2, the solar generator is made up by 8 
panels: Wall 1 to Wall 5, Balcony 1 and 2, and 
the Lid. The two balcony panels are connected 
to Wall 1 and Wall 5, respectively. Thus, the 
solar generator is made up by six separate 
electrical sections, or Solar Arrays (SA). It can 
be seen that each array is orientated towards 
another direction, to enable the Lander to 
generate power whenever possible without solar 
arrays movements [4]. 

The six solar panels are connected to five 
individual Maximum Power Point Trackers 
(MPPT), with SA1 and SA5 connected to the 
same MPPT as they are opposite and never 
exposed to the Sun simultaneously. 
 

 

Fig. 2 Philae’s solar arrays. 

Politecnico di Milano is in charge of 
developing models and software tools to 
estimate the produced power, as well as of 
developing ad hoc hardware simulators to 
operate the Philae's Ground Reference Module 
(GRM). These are described in the remainder. 
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3 Predicting Solar Arrays Performances 
During its nominal lifetime, Philae will 

experience large variations of operating 
conditions, which strongly affects the 
performances of solar arrays. As an example, 
the Sun intensity will vary from 0.11 SC (at 3 
AU) to 0.69 SC (at 1.2 AU) in case the extended 
mission will be confirmed. The characteristic 
temperatures will vary accordingly, and the 
accumulated radiation dose will increase as the 
comet approaches the perihelion. In order to 
correctly simulate the power produced by solar 
arrays in these conditions, a software simulator 
has been implemented [5]. This simulator 
computes the I-V curves of each of the six SA 
as a function of 
• the Sun aspect angles (azimuth and elevation) 
• the Sun distance 
• the solar arrays temperature 
• the fluence (1014 MeV equivalent rad. dose). 

The characteristic I-V curve is described by 
four main parameters (see Fig. 3): 
• the short-circuit current (Isc) 
• the open-circuit voltage (Voc) 
• the maximum power point current (Imp) 
• the maximum power point voltage (Vmp). 

Given the shape of the I-V curve, it is 
possible to calculate the current as a function of 
the voltage (i.e., I=I(V)), or vice-versa, once the 
four parameters are computed as a function of 
the environmental conditions. This is done by 
using a simple model. 

A screenshot of the SW Solar Array 
Simulator is reported in Fig. 4. In the first two 
columns the six I-V curves are reported; the 
third column reports the power profile, the Sun 
aspect angles, and the Lander geometry with 
respect to the Sun. These are updated at each 
simulation step. 

 
Fig. 3 I-V characteristic curve. 

 
Fig. 4 Philae’s solar array simulator software. 

4 Simulating Solar Arrays Performances 
Testing on-comet operations is not trivial 

from the power production point of view. In this 
case, the on-comet I-V curves profile produced 
by the solar generator has to be mimicked using 
on-ground equipment. It is known that solar 
cells currents scale with the cosine of the Sun 
incidence angles. Thus, the low solar intensity 
coupled with high values of Sun incidence 
angles produce very low currents (below 10 
mA) that have to be simulated. The variations of 
SA temperature during the comet day produce 
changes of the I-V curve, too (for increasing 
temperature, Voc increases and Isc decreases). 
The effect of temperature variations on SA1 is 
shown in Fig. 5, whereas Fig. 6 reports the 
variations due to varying Sun distance on the 
same SA [6]. 

 
Fig. 5 – I-V curves of SA1 for varying temperatures 
(Sun perpendicular to SA1, 0.11 Solar Constants). 
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Fig. 6 I-V curves of SA1 for varying solar constants 

(Sun perpendicular to SA1, T = -100 °C). 

Other problems arise due to the presence of 
the MPPT. In order to track the maximum 
power point on the solar panels IV-curve, 
Philae’s five MPPT move around the knee-point 
with a tracking frequency of approximately 30 – 
70 Hz. This tracking frequency must not couple 
with the frequency at which the on-ground 
equipment provides power to the MPPT (i.e., 
the frequency at which the current is given for 
varying voltage). 

Previous experiments [7] have shown that 
using existing, off-the-shelf components to 
simulate the SA behaviour causes two major 
problems: 
• it is not possible to simulate currents below 

100 mA due to hardware limitations of the 
simulator; 

• operating the simulator and the MPPT 
simultaneously causes instabilities due to the 
coupling between the MPPT tracking 
frequency and the frequency at which the I-V 
curve is represented. 

5 The Solar Array Simulator System 
In order to both simulate low currents and 

allow the operation with the GRM, a dedicated 
Solar Array Simulator (SAS) has been designed 
and developed. The SAS requirements have 
been agreed between Politecnico di Milano and 
the Lander Control Centre (LCC) at Deutsche 
zentrum für Luft- und Raumfahrt (DLR). The 
operational architecture has been conceived by 
Politecnico di Milano (PoliMi), whereas the 
SAS has been designed and produced by CBL 
Electronics Srl supported by PoliMi. 

5.1 Minimal Requirements 
The minimal hardware requirements of the 

SAS have been agreed by DLR and PoliMi [9]. 
The main hardware requirements were: 
• six independent channels 
• voltage in the range 30 – 120 V 
• current in the range 0 – 200 mA 
• fully analog system 
• bandwidth higher than MPPT tracking 

frequency 
The six channels were asked to simulate the six 
SA of Philae independently; the current and 
voltage ranges were assessed through 
parametric analyses [6]; an analog simulator 
was required in order to stabilize the operations 
with the GRM. 

The main software requirements were: 
• static/dynamic simulation scenarios 
• I-V curves imported with text files 
• log files with 10 ms minimum sampling rate. 
The first requirement is related to the possibility 
of simulating frozen I-V curves as well as time-
varying curves (i.e., to mimic the SA behaviour 
during a comet day); the I-V curve data had to 
be imported with text file in order to use the 
SAS SW (Fig. 4); the requirement on the log 
file was wanted to sample the output I-V data at 
a frequency higher than that of the MPPT. 

5.2 Operational Architecture 
The whole simulation system’s architecture 

is sketched in Fig. 7. Beside the SW SAS, two 
HW SAS have been developed: Fast Loop SAS 
(FL-SAS) and Diode SAS (D-SAS). These two 
modules are complementary and can be used 
independently. For reasons that will be 
explained later, the FL-SAS is the nominal 
simulator and the D-SAS is used as backup. 

 
Fig. 7 – Sketch of the operational architecture. 
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Input file. This file contains the values of the 
environmental parameters (Sun aspect angles, 
Sun distance, SA temperatures, fluence) as a 
function of time. 
SAS SW. This software calculates the I-V 
curves data as a function of time. For each time 
label, the curves are discretized into 15 (I,V) 
coordinate points and stored [11]. 
Output file. This file contains the data on the 
discretized I-V curves as well as summary 
information on the simulation (e.g., the 
estimation on the power produced by each SA). 
Control SW. This software imports the data to 
set the two HW SAS, and it is also used to 
operate them. 
Log File. This files contains the information on 
the simulation; i.e., the sampled values of the 
output current and voltage. The sampling rate is 
specified in the control SW. 
FL-SAS. This is the HW Fast Loop SAS. It 
reproduces the I-V curve as a union of 14 
straight lines with varying slope. 
D-SAS. The Diode SAS reproduces the I-V 
curve using a chain of diodes. There is no 
control on the shape of the curve. 
GRM. This is the Philae’s GRM. It is equipped 
with all Philae’s subsystems and payloads but 
the solar arrays. The SAS is connected to the 
GRM’s MPPT. 
Figure 8 shows the Philae’s GRM operated with 
the D-SAS. 
 

 
Fig. 8 D-SAS (bottom left) and GRM (top right). 

5.3 The Fast Loop SAS 
The FL-SAS is made up by six independent 

electrical boards, each one representing the I-V 
curve of the SA of Philae (Fig. 9). The boards 
consist in a number of programmable 
potentiometers used to discretized the I-V curve 
into a set of 14 lines with varying slope (15 
discretization points with non-uniform 
distribution are used). The potentiometers are 
summed up so to construct the whole I-V curve. 

The flexibility with which the I-V curve is 
constructed allows us to reproduce cases with 
varying maximum power point, beside the mere 
variation of Voc and Isc. A sample, low current 
curve with this feature is shown in Fig. 10 [12]. 

 
Fig. 9 Overview of FL-SAS. 

 
Fig. 10 Three I-V curves (Isc = 10 mA, Voc = 50 V) 
with varying MPP produced by the FL-SAS’ SA2; 

red: theoretical curve, blue: real curve. 
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5.4 The Diode SAS 
The D-SAS is a device with six independent, 

electrical channels, too. The I-V curves in this 
case are represented by a chain of diodes 
connected in series. The Isc is set by controlling 
the diodes current, whereas the Voc is achieved 
by varying the number of diodes. It is 
straightforward that the D-SAS suffers from 
several limitations: 
• the setting on Voc is poor and depends on the 

diode forward voltage drop (about 0.7 V); 
• the diode’s I-V characteristic varies with 

diodes temperature; 
• the shape of the I-V curve depends on the 

shape of the I-V characteristic of the diodes; 
• there is no control on the maximum power 

point. 
For the reasons above the D-SAS has been 

chosen as a back-up simulator, although it 
guarantees stable operation when connected to 
the MPPT. Figure 11 shows an I-V curve 
obtained with the D-SAS. 

 
Fig. 11 An I-V curve (Isc = 100 mA, Voc = 50 V) 

achieved with the D-SAS. 

6 Operation of FL-SAS with MPPT 
The SAS system described in this paper has 

been mainly developed to overcome the 
instability arose when another SAS was used to 
feed the GRM [7]. Thus, the proper working of 
FL-SAS connected to the MPPT is crucial. To 
assess this, a dedicated test has been performed. 

The experiment, shown in Fig. 12, consists in 
connecting the SAS to the MPPT board, whose 
output is represented by the bus, kept at a fixed 
voltage by the power sink. A 660 µF capacitor is 
introduced to simulate Philae’s bus capacitors. 

 
Fig. 12 System used to tests the FL-SAS with MPPT. 

The FL-SAS operates at variable current and 
voltage (I,V); these values are logged by the FL-
SAS built-in logging system. This allows us to 
report the (I,V) points at which the FL-SAS 
operates and the MPPT is fed. The output of the 
MPPT board (Ibus, Vbus) is seen on the scope, 
and eventually recorded.  

In Fig. 13 a sample test case is reported. In 
this case the bus voltage is set to 28 V, whereas 
the I-V curve is specified by Isc = 80 mA, Voc 
= 80 V, Imp = 70 mA, Vmp = 70 V. The red 
line is the I-V curve; the blue points are the (I, 
V) values sampled by the FL-SAS. These 
represent the output of the FL-SAS and 
therefore the values at which the MPPT is fed. 

A smooth, stable operation has been 
observed, so indicating the effectiveness of the 
FL-SAS when connected to the MPPT. It can be 
seen that the MPPT works in the region about 
the “knee” of the curve, which is the region 
where the maximum power is extracted from the 
SAS. As the blue points move away from the 
MPP (green point), the efficiency of the MPPT 
decreases. A rough estimation of the efficiency 
can be achieved by measuring Ibus (an 80% 
efficiency has been observed in the test). 

 
Fig. 13 FL-SAS’ SA3 with MPPT (Isc = 100 mA, Voc = 

60 V); red: theoretical curve, blue: real (I,V) points. 
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7 Scenario Simulation 
An on-comet scenario has been tested. From 

the FL-SAS’ point of view, simulating a 
scenario means reproducing given I-V curves as 
a function of time. A few-minute scenario, 
which is representative of a typical six hours 
comet day, has been prepared and loaded on the 
FL-SAS. Simulating a longer scenario does not 
add any other qualitative feature that can be 
obtained from the short scenario. The scenario 
has been sampled using the built-in sampling 
feature with 10 ms of sampling rate. From the 
settings it is possible to reconstruct the 
theoretical I-V curves, whereas from the 
sampled (I,V) points it is possible to check the 
values at which the MPPT works. 

Figure 14 reports the theoretical and the 
sampled (I,V) points of the scenario simulation 
for SA5. It can be seen that the MPPT works 
smoothly in the region about the MPP, whose 
width depends on the current. For low currents 
(e.g., currents below 10 mA) the MPPT stops 
tracking and works in “pass-through” mode. It 
can be concluded that the FL-SAS operation in 
conjunction with the MPPT has been successful. 

 

 
Fig. 14 Theoretical (red) and real (blue) I-V points of 

SA5 recorded during the scenario simulation. 

Both the FL-SAS and the D-SAS performed 
nominally when connected to the GRM through 
its built-in MPPT (Fig. 15). In particular, a 
stable Lander operation has been observed by 
analysing the telemetry data. This allows us to 
use the two SAS to execute and assess GRM 
operations before commanding Philae for its 
real, on-comet operation. 

 
Fig. 15 FL-SAS and D-SAS (top-right) connected to 

the GRM (centre-left) at LCC. 

8 Conclusions 
In this note we have described the Solar 

Array Simulator tools that have been developed 
to work in conjunction with the Philae’s Ground 
Reference Module. The simulator is made up by 
software and hardware pieces. The software 
SAS is used to predict the produced power and 
to generate the theoretical I-V curves of the six 
SA once some environmental parameters are 
provided. Another task of the SW SAS is to 
control and set the HW SAS. The two HW SAS, 
i.e., the FL-SAS and the D-SAS, are conceived 
to replace the Philae’s six SA in terms of 
electrical behaviour. Dedicated tests have 
proved that low currents can be simulated, and 
that the two SAS operate in stable conditions 
when connected to the MPPT. This is a great 
departure from existing, off-the-shelf Solar 
Array Simulators. The case of the Rosetta 
lander Philae is discussed, although the same 
concepts apply in similar context. 
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Abstract  

BepiColombo is a European Space Agency 
mission to Mercury which will investigate the 
interior, surface and environment of the planet.  
SIMBIO-SYS (Spectrometer and Imagers for 
Mpo Bepicolombo Integrated observatory 
SYstem) is an integrated scientific suite which 
has been selected to perform imaging and 
spectroscopic investigation of the  surface of 
Mercury. This work presents the thermal 
analysis carried out to support the design  of the 
baffling system of the payload which is exposed 
to the harsh environment of Mercury. Detailed 
thermal mathematical model are presented and 
the results of the mathematical model show the 
thermal behaviour in orbit and demonstrate the 
feasibility of the design solution. Thermal 
vacuum test campaign have been carried out in 
order to validate the mathematical model and 
the experimental data shown an overall good 
correlation. 

1 Introduction  

BepiColombo will be the third mission to 
Mercury, the least explored planet in the inner 
Solar System, following the NASA Mariners 10 

and MESSENGER. It is an interdisciplinary 
mission carried out jointly by the European 
Space Agency (ESA) and the Japanese 
Aerospace Exploration Agency (JAXA), 
comprising two different orbiters which will be 
studying the planet and its environment. The 
Mercury Planetary Orbiter (MPO) is led by ESA 
and will focus on a global characterization of 
Mercury through the investigation of its interior, 
surface, exosphere and magnetosphere [1]. 

An integrated suite of instruments, 
Spectrometer and Imagers for MPO 
BepiColombo Integrated Observatory SYStem 
(SIMBIO-SYS), which includes a stereo 
imaging system (STC). a high-resolution imager 
(HRIC) and a visible-near-infrared imaging 
spectrometer (VIHI) has been selected for the 
BepiColombo mission. SIMBIO-SYS will scan 
the hermean surface with the three channels and 
map the physical, morphological, tectonic and 
compositional properties of the entire planet [2]. 
One of the main technical challenges of 
SIMBIO-SYS is to withstand the harsh 
environment at the planet. In particular the 
intense thermal environment generates 
significant difficulties in controlling the payload 
temperature and specific effort must be putted in 
the thermal design of those elements directly 
exposed to Sun and Mercury such as the 
telescope baffles.  

Thermal modelling and testing of the baffles of SIMBIO-SYS 
scientific suite of BepiColombo 
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2 Mercury thermal environment 

The orbit selected by ESA is mainly a 
compromise between science objectives and 
thermal load on the spacecraft. The MPO 
spacecraft  will fly on a nadir pointing polar 
orbit at 400 x 1508 km with a 2.3h period with 
its apoherm on the equator on the Sun side when 
Mercury is in its perihelion. Half a Mercury 
year later, at aphelion, the sub-solar point occurs 
when the spacecraft is at its minimum distance 
to the planet [1].  

Since the orbit of Mercury is the closer to the 
Sun with the higher eccentricity of the solar 
system planets, the direct solar irradiance varies 
from 6290 W/m2  when Mercury is in its 
aphelion up to 14490 W/m2 at perihelion. 
Furthermore the temperature distribution of the 
planetary surface varies from a minimum of 
100K in the shadowed side up to about 690K at 
sub-solar point at perihelion.  

 

 
Fig.1: Orbit of the BepiColombo MPO spacecraft for 

different true anomaly (ννννM) of Mercury 

At the early stage of the analysis, a dedicated 
mathematical model has been developed and 
simulations has been carried out in order to 
evaluate the solar, albedo and planetary infrared 
components  of incident fluxes on the front end 
of the payload during the orbiting of MPO 
spacecraft around Mercury at different values of 
planet true anomaly (for the details of the 
mathematical model see [4]). The following 
figures 2, 3, 4 show the solar, albedo and the 
planetary infrared heat fluxes incident on a nadir 
pointing unitary surface as a function of  
Mercury and spacecraft true anomalies.  

 
Fig.2: The solar fluxes incident on  a surface with 
normal pointing toward nadir as a function of the true 
anomaly of the S/C orbit and of the Mercury orbit. 
The hollows of the surface corresponds to eclipses 
occurrence. 

 
Fig.3: The albedo fluxes incident on a surface with 
normal pointing toward nadir as a function of the true 
anomaly of the S/C orbit and of the Mercury orbit. 

 
Fig.4: The infrared planetary fluxes incident on a 
surface with normal pointing toward nadir as a 
function of the true anomaly of the S/C orbit and of 
the Mercury orbit. 
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It could be recognized that the thermal 
environment is critical not only in terms of 
amount of thermal input coming from space but 
also because of the variation of the different 
contribution of thermal input. In order to sign 
out the overall most critical radiative cases to be 
analyzed for the design of the baffle, the total 
energy incident on the unit surface during one 
spacecraft orbit are defined in Eq. (1), (2), (3) as 
a concise parameter to evaluate the criticality of 
the specific orbit. 

∫=
T

IRIR dttqE
0

)(         [J/m2] (1) 

∫=
T

SUNS dttqE
0

)(        [J/m2] (2) 

∫=
T

ALBEDOA dttqE
0

)(     [J/m2] (3) 

IRASenv EEEE ++=     [J/m2] (4) 

The parameters EIR, ES, EA represents the 
total incident infrared, solar and albedo energies 
respectively and T is the spacecraft orbital 
period. The variable Eenv represents the overall 
thermal input coming from space. Figure 5 
shows this total energies as a function of 
Mercury true anomaly. The peak values of the 
total heat loads  occur at perihelion (νM = 0°) 
and at Mercury true anomaly νM = 141.8°, 
which will be considered as hot cases. At 
perihelion the average contribution of infrared 
fluxes from the planet is much stronger than the 
solar component of incoming heat flux since, 
even though the solar constant has its maximum 
in this season of Mercury, the duration of sunlit 
phase is shorter. The solar contribution of 
incoming heat flux has its maximum at around 
νM = 141.8°, which corresponds to the 
beginning of seasons which presents apoherm 
eclipse. In fact, in this season of Mercury, the 
nadir pointing surface will never be eclipsed by 
the planet and also the angle between the 
surface normal and the Sun direction will reach 
its minimum. The minimum of heat loads 
coming from space occurs when Mercury is at 
true anomaly νM = 90° (hermean 
Spring/Autumn). Another significant analysis 
case will be at Aphelion where the instrument is 

foreseen to be operative and the thermal input 
coming from space is still very high.   

 
Fig.5: the curves graphs the total incident energy (per 
unit area) on a nadir pointing surface during one orbit 
of the S/C as a function of Mercury seasons. 

This study and the simulations carried out  
allowed to identify the most critical cases for 
the thermal design of the payload and the 
baffles, providing a detailed knowledge of the 
thermal environment that the payload will face 
during BepiColombo mission. 

3 Thermal design and modeling of 
SIMBIO-SYS baffles 

The SIMBIO-SYS scientific suite design is 
depicted in Fig. 6. It is composed by three 
optical channel: the high resolution camera 
(HRIC) with its reflective Stavroudis baffle and 
its proximity electronics on the top (HRIC PE), 
the stereo camera (STC) with its two black 
absorbing baffles (H/L) pointing ±20° 
forward/backward-along-track respectively and 
the proximity electronics on top of the 
honeycomb structure (STC PE) and finally the 
imaging spectrometer (VIHI) with its black 
absorbing baffle and its own proximity 
electronics (VIHI PE). 

Due to its larger aperture, the HRIC channel 
will see the largest amount of heat entering 
telescope from the environment, then a 
Stavroudis reflective baffle has been selected by 
the SIMBIO-SYS team. In contrast to the 
classic approach of having highly absorbing 
baffle, a reflective baffles tries to reject, as 
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much as possible, the power entering the 
aperture back through the front aperture thus 
minimizing the absorbed power. A Stavroudis 
baffle consists of an alternated series of highly 
reflective ellipsoids (oblate spheroid) and 
hyperboloids having common foci located at the 
edge of entrance aperture; this geometry would 
ideally reject all the stray light entering the 
aperture back out of the entrance [3]. The STC 
and VIHI channels will use classical internally 
black absorbing baffles.   

 
Fig.6: The SIMBIO-SYS scientific suite. 

Thermal analyses of baffles have been 
afterwards carried out using lumped parameter 
thermal network method and implemented in 
ESARAD/ESATAN software. This allows to 
predict the main heat transfer mechanisms and 
temperature distribution and to estimate the 
performance of baffles in terms  of heat 
rejection capability. Radiative heat transfer 
plays an important role in space application and 
the selected software implements Monte Carlo 
Ray Tracing algorithms for the computation of 
radiative exchange factors and absorbed power 
of thermal nodes in orbit. In particular, a study 
of the appropriate implementation of the 
Stavroudis baffle's geometry into thermal 
analysis software has been performed in order to 
effectively model this particular type of 
geometry. The main technical problem with 
modelling the Stavroudis geometry in ESATAN 
is that the program does not support the  
ellipsoids and hyperboloids geometry which 
therefore must be approximated in an 
appropriate way. In order to assess how the 
surfaces has to be approximated,  a sensitivity 
analysis was performed by comparing different 
approximation with an indicator. The Stavroudis 

geometry suggests that an appropriate model 
should minimize the absorbed flux on the 
internal surface of the frontal ring and the direct 
solar absorbed fluxes by a disc at the rear side 
of the baffle [4]. The primitive shapes available 
to describe the surface of  the Stavroudis baffle 
are basically spherical segments and frustum of 
cones. The approximation of the generatrix of 
the surface of revolution has been made with 
dedicated algorithms such that a more dense 
meshing occurs where the variation of the 
surface normal is higher, in order to best fit the 
curvature of the baffle geometry. It was found 
out that such a non-equally sized meshing 
approach, together with the use of spherical 
segments to approximate the ellipsoids and 
frustum of cones to approximate hyperboloids, 
will significantly increase the modelling 
effectiveness, minimizing the overestimation of 
the environmental absorbed fluxes and greatly 
reducing the computational time [4]. The 
architecture of the thermal model of SIMBIO-
SYS baffling sub-system is described in Fig.7. 

 

Fig.7: Thermal modelling scheme and interfaces of   
SIMBIO-SYS baffles. 

Geometrically the unit optics STC, VIHI, 
HIRC has been considered as a box with a hole 
corresponding to the optical aperture of the 
instrument. The inner side of the unit optics box 
has been assumed as a blackbody cavity at 
boundary temperature, constant over the orbit 
and representing the average temperature of the 
components of the optical unit. The value of the  
temperature TBO has been established on the 
basis of thermal results available from 
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preliminary thermal models and a sensitivity 
analysis shown that the temperature of this 
boundary condition does not greatly affect the  
baffles’ temperature distribution and exchanged 
heat power with interfaces. This simplification 
allows to focusing on the detailed thermal 
analysis of baffling subsystem without 
implementing the whole unit thermal model [4]. 

The radiative interfaces to the spacecraft has 
been modeled with two different blackbody 
cavity as foreseen by specification [5] and are 
graphed in Fig.7. The first cavity represents the 
radiative interface with the high-temperature 
MLI at the nadir pointing surface of MPO 
spacecraft (HT-MLI black cavity). The 
boundary temperature of this cavity has been 
defined as follows: when the spacecraft is 
exposed to solar or planetary radiation, the 
cavity temperature is equal to +250°C, 
otherwise the temperature decrease 
instantaneously to -80°C during eclipse. The 
radiative interface with the spacecraft internal 
environment is an internally black envelope at 
constant temperature TR,SC of about +50°C.  

The conductive interface to the spacecraft 
consists of a honeycomb aluminium panel 
(baffle bracket ) to which the baffles are 
mounted and it is conductively linked to a high 
thermal capacity panel of the spacecraft, which 
is therefore considered as an heat sink (see 
Fig.7). The SIMBIO-SYS optical units are 
conductively isolated to the optical bench. 

3.1 Thermal design of HRIC baffle  

The baffle of the high resolution camera 
HRIC will be a highly reflective Stavroudis 
geometry. Since the baffle’s inner surface has to 
be shaped very accurately and smooth, in the 
range of a few nanometers root mean square 
surface roughness, the baffle will be 
manufactured with a single point diamond 
turned AA6061-RSP aluminium alloy. The front 
of the baffle, which is penetrating the spacecraft 
high temperature MLI, is isolated laterally by 
two concentric cylindrical titanium foil of 
0.1mm thickness. These two cylinders are 
conductively isolated to the baffle and will be 
coated with a low-emissivity gold surface, 

which allows to minimize the heat leakage from 
the spacecraft to the baffle  and to reduce the 
axial temperature gradient of the baffle that 
would affect the thermo-optical performance of 
the reflective Stavroudis geometry. 

 
Fig.8: Thermal model of SIMBIO-SYS baffle and the 
support panel.    

A frontal ring ensures that no light penetrates 
the aperture outside the foci of the first 
ellipsoidal surface. The external diameter is 
slightly bigger than the baffle radius in order to 
avoid trapping light between the baffle and the 
spacecraft MLI. The ring consist of a 0.4mm 
tick titanium alloy which is coated with ZrO2 
ceramics on the planet facing side and is 
conductively decoupled from the baffle, 
providing a thermal shield for the main body of 
the baffle. The baffle will be conductively 
decoupled to the baffle bracket with low 
conductance titanium joints. 

 Solar 
absorptivity 

Infrared 
emissivity 

 α ε 
Diamond turned AA6061 

(Stavroudis internal surface) 
0.15 0.02 

ZrO2 ceramics (frontal ring) 0.25 0.76 

Gold coating 0.19 0.03 

Table 1: Thermo-optical properties of HRIC baffle.    

3.2 Thermal design of STC and VIHI 
baffles 

The stereo camera STC and the imaging 
spectrometer VIHI will use a classical highly 
absorbing baffle approach and will be internally 
black coated (Electrodag502) in order to protect 
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the telescope from the unwanted light coming 
from space. The external surface of the frontal 
vane of the baffles will be highly polished to  
partially reject the heat flux incoming from 
space. The mounting screws will conductively 
link the baffles to the support honeycomb panel 
of the spacecraft.  

 Solar 
absorptivity 

Infrared 
emissivity 

 α ε 
Electrodag502 

(internal surface of baffles) 
0.90 0.85 

Polished (frontal vane) 0.12 0.05 

Table 2: Thermo-optical properties of STC and VIHI 
baffles.    

The baffles of SIMBIO-SYS will be made of 
aluminium alloy which, due to the high value of 
specific thermal capacitance, minimize the 
temperature variation of the baffle over the orbit 
and reduce the temperature gradients thanks to 
the high thermal conductivity which ensures the 
necessary geometric stability for the optical 
performance. 

3.3 Results of simulations  

The thermal model has been implemented to 
perform simulations for the most critical orbits 
singled out after the preliminary assessment of 
BepiColombo thermal environment and 
considering different values of boundary 
conditions at spacecraft interfaces. Here are 
presented some of the most significant results of 
simulations; a more detailed and complete 
description of simulation and data results can be 
found in [6]. Fig. 9, Fig.10 and Fig. 11 show the 
temperature of the VIHI, STC and HRIC  baffle 
respectively over the BepiColombo orbit when 
Mercury is at its perihelion. This case has been 
found to be the most critical design case for the 
baffle thermal design. The two peaks in the 
plots corresponds to the sudden solar 
illumination while the maximum in the middle 
of the curve corresponds to the infrared flux 
coming from the sub-solar point of the planet. 
The temperature minima occurs at the orbit part 
when the instrument is in eclipse.  

 
Fig.9: Temperature distribution of VIHI baffle’s 
nodes during perihelion orbit 

 
Fig.10: Temperature distribution of STC-H baffle’s 
nodes during perihelion orbit 

 
Fig.11: Temperature distribution of HRIC baffle’s 
nodes during perihelion orbit 

Heat balance calculation has been made to 
estimate the heat rejection efficiency  of the 
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baffles, which has been defined as the ratio 
between the heat rejected directly to space (by 
reflection or by re-emission of absorbed heat) 
and  the total incident heat flux from the 
environment. Table 3 reports the values of heat 
rejection efficiency for perihelion orbit. 

 VIHI   STC HRIC 

Total 
environmental heat 
flux (W) 

13.8 36.6 106.2 

Heat rejected by 
the baffle (W) 

10.9 26.9 100.7 

Heat rejection 
efficiency (%) 

79.0% 73.5% 94.8% 

Table 3: Heat power rejection of SIMBIO-SYS baffles 
at Mercury Perihelion (average orbital values). 

The SIMBIO-SYS baffles demonstrate an 
overall good performance in term of heat 
rejection capability and guarantee that the heat 
loads introduced by the unit to the spacecraft 
interfaces will be within the limit established by 
the spacecraft thermal control system [5]. 

4 Thermal testing of SIMBIO-SYS baffles 
and thermal model validation 

Thermal verification tests and subsequent 
correlation to analytical models has been carried 
out in order to reduce the uncertainty of 
numerical prediction. Due to the extreme 
thermal environment of Mercury, test 
requirements should be tailored to the specific 
BepiColombo program and an experimental set-
up has been developed at CISAS “G.Colombo” 
research center of the University of Padova to 
simulate the orbital fluxes and the spacecraft 
thermal interfaces. At present the test-bed 
consist of a thermal vacuum chamber (air 
pressure in the 10-6 mbar range) with heating 
and cooling controlled heat sources. Moreover, 
a solar simulator is under integration at CISAS 
premises which consist of an optical system 
powered by a 10kW Xenon arc lamp that will 
collect a uniform light beam into the chamber 
and will irradiate up to around 14kW/m2, which 
corresponds to the solar constant at Mercury 
perihelion. 

 
Fig.12: SIMBIO-SYS baffles thermal vacuum testing 
set-up (here the HRIC baffle) 

Thermal Vacuum tests campaign on the 
structural thermal models (STM) of the 
SIMBIO-SYS baffles have been carried out, 
separately for HRIC baffle and STC-VIHI 
baffles. The baffles have been placed inside an 
aluminium box covered by high temperature 
MLI, frontally exposed to the heat source (hot 
or cold plate). To simulate the thermal 
interfaces with the spacecraft, the baffles are 
mounted on an aluminium plate at controlled 
temperature, which represents the baffle 
bracket. A cryostat has been maintained at about 
-180°C and conductively connected to the baffle 
bracket plate and to the aluminium box by 
means of copper braids in order to allow the 
temperature control of these interfaces [7], [8]. 

Two main steady-state conditions have been 
simulated during the tests: a hot case condition, 
by means of a plate heated up by infrared lamps, 
and a cold case condition, by means of a plate 
cooled by liquid Nitrogen. The boundary 
conditions for the heat sources, which simulate 
the infrared radiation incoming from the planet, 
have been set in order to obtain a radiative flux 
incident on the front end of the baffles 
equivalent to the corresponding one in orbital 
conditions. During the hot case tests, the 
temperature of the plate facing the baffles has 
been controlled at about 220°C by means of PID 
digital controller, with a stability of at least 
1°C/hour for 2 hour, allowing to obtain an 
incident flux equivalent to the peak of infrared 
heat flux coming from Mercury at perihelion 
orbit. In cold case simulation, in order to 
reproduce the thermal condition when the 
baffles look at the shadowed cold side of the 
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planet, the plate in front of the baffles has been 
maintained at around -150°C with a stability of 
at least 1°C/hour for 2 hour, which has been the 
minimum temperature value obtainable at 
equilibrium during tests. The temperatures has 
been monitored by means of four wires PT100 
resistance thermometers being placed at 
significant points of the baffle surfaces and at  
control points of the experimental set-up. Fig.12 
shows the temperature results obtained during 
the hot case test of the STM model of 
Stavroudis baffle [7], [8]. 

A thermal mathematical model of the test-
bed has been added to the baffle model in order 
to compare the experimental data with the 
numerical results. The thermal testing 
conditions has been numerically simulated and 
the temperature values obtained by analysis has 
been compared with experimental data. The 
assumptions made on  thermal parameters has 
been validated with test results, in particular the 
contact conductivity values within the baffles 
vanes has been tuned to best fit the experimental 
data. The temperature values obtained by  
analysis showed an overall good correlation 
with experimental data and the maximum 
difference in temperature between the 
experimental data and the numerical results is 
within 5°C, according to the requirements. 

 
Fig.13: Temperature profile of points of interest of 
HRIC Stavroudis baffle, internal surface of the HT-
MLI and aluminium box during hot case testing 

5 Conclusions 

Extensive studies have been conducted in 
order to prove and optimize the thermal design 
concept of the baffling system for SIMBIO-SYS 
scientific suite. The preliminary analysis of 

Mercury thermal environment provided a 
framework for the thermal design of the payload 
on board MPO spacecraft allowing to figure out 
the most critical design cases, supplying the 
design drivers for the realization of an 
experimental  set-up capable to simulate the 
main heat loads in orbit. Detailed thermal 
models of baffles have been afterwards carried 
out using lumped parameter thermal network 
method and implemented in thermal analysis 
software. Special attention has been paid on the 
implementation of the Stavroudis baffle 
geometry and appropriate discretization method 
has been found in order to minimize the 
overestimation of the absorbed flux and to 
reduce the computational time. The 
mathematical model allowed to predict the 
thermal behavior in orbit and demonstrated the 
feasibility  of the thermal design solution. 
Thermal balance test on baffles’ structural 
thermal models (STM) and subsequent 
correlation to thermal analysis had successfully  
provided physical insight into heat transfer 
mechanisms and reduced the uncertainty of 
model prediction. 
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Abstract 

The complexity of currently developed systems 

pushes the need to make use of Model Based 

System Engineering techniques in order to 

maintain a holistic view of the problems, being 

contemporarily focused on the particular 

aspects of the design. Among the architectural 

languages, Unified Modeling Language is the 

most widespread one. The paper addresses the 

issue of cost and risk estimate describing a 

procedure that employs UML to formalize the 

process of the design phase starting from the 

system requirements down to the product tree 

description, fulfilling a synergic view of the 

design process. A novel definition of design to 

cost is given, based on entropy-based 

complexity measurement and a fuzzy model of 

the quality of the estimate. The procedure has 

been applied to the study of a Lunar Rover 

mission. 

1 Introduction 

Model Based System Engineering (MBSE) 

consists of a set of formal languages and related 

tools to describe systems requirements, 

functions, operational context and environment, 

thus easing the system engineering process by 

first defining the operational concepts, focusing 

on the development of an architecture with all 

its components and mutual relationships, taking 

into consideration how the system is designed 

and its life-cycle evolution. Architectures have a 

strong influence over the life cycle of a system. 

Today, the increasing complexity of systems 

drives the need for the practice of system 

engineering adherence to architectural precepts. 

Among the architectural languages Unified 

Modeling Language (UML) is the most 

widespread one. 

The paper is organized as follows: section 

two will be dedicated to a description of the use 

of UML as a system engineering tool to model 

complex systems starting from the 

requirements; the following subsection will 

describe how UML has been used to derive 

system complexity, since complexity is related 

to cost. In section three a method will be 

presented, based on a synergic use of UML 

system representation and a fuzzy model of the 

human reasoning process, to derive in a 

quantitative manner the combined cost risk 

effect intervening in the process of cost 

estimate. The methodology will be applied to 

UML modeling procedure for anticipating cost 

at system level design 
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the preliminary design of the Guidance, 

Navigation and Control (GNC) subsystem of a 

lunar rover, as described in section four. Finally 

the conclusion will be presented. 

2 UML Modeling Of Systems 

UML is a graphical language widely used to 

represent both software-based intensive systems 

and complex processes, whose principal 

objective in a system description is to provide 

system architects, software engineers and 

developers with tools for analysis, design and 

implementation of software-based systems as 

well as for modelling business and similar 

processes [1]. 

UML analysis is a technique for requirement 

elicitation. Drusinsky [2] described the process 

of identifying Natural Language requirements of 

interest from UML analysis diagrams such as 

activity diagrams and message sequence 

diagrams. Emadi and Shams [3] proposed new 

algorithms that enable a designer to transform 

use-case and sequence diagrams into executable 

models based on Petri nets. Meziane, 

Athanasakis and Ananiadou [4] dealt with the 

problem of translating software requirements 

expressed with informal natural language 

specifications into formal ones. Mindock and 

Watney [5] used UML to represent behaviors 

and interfaces using common language and 

terminology across multiple project elements,  

throughout different levels of system 

engineering and among system, software, and 

controls engineering. 

By the use of UML Di Domizio and 

Gaudenzi [6] formalized the process of 

concurrent engineering applied to the design of 

satellites while Belvedere, Filippazzo and 

Gaudenzi [7] modeled the cost estimate process 

in a concurrent engineering environment. 

2.1 UML model representation of system 

complexity 

UML has been widely used as a mean of 

deriving software system complexity. The 

complexity is used since the more complex a 

system, the more difficult to design, build and 

use. Exploiting complexity measurement 

techniques, systems architects might measure 

complexity earlier in and throughout the 

engineering lifecycle. In the field of software 

many complexity measures have been proposed. 

Halstead proposed a difficulty measure [8]: 

 

� = �
� =

����	
∗�������	

������
∗���������


   (1) 

 

Where D is the difficulty, L represents the 

program level and V is the program volume, n1 

is the number of unique operators in a 

procedure, n2 is the number of unique operands 

in a procedure, n3 is the number of unique input 

or output operands in the minimum equivalent 

procedure; N1 represents the total number of 

operator occurrences in a procedure, while N2 is 

the total number of operand occurrences in a 

procedure. 

McCabe [9] proposed a cyclomatic 

complexity measure calculated according to the 

following relation: 

 

� = � − � + 2 ∗ �   (2) 

 

where e, n and p are properties of a program 

control flow graph: e is the number of edges, n 

is the number of vertices, and p is the number of 

distinct connected components. 

Bertolino, Bonivento, De Angelis and 

Sangiovanni Vincentelli, starting from models 

described in UML notation, provided an early 

estimation of performance related parameters 

comparing possible alternative implementations 

in advance [10]. 

Briand and Wüst [11] empirically 

investigated the relationship between class size 

and the development effort for a class, trying to 

build prediction cost models from size and 

design measures, and used these models to 

predict system development effort. 

In [12], using effort data from an object-

oriented development project, Lavazza and 

Robiolo investigated the relationship between 

class size and the development effort for a class, 

and what additional impact structural properties 

such as class coupling have on effort. 
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The complexity of software projects by the 

help of UML models has been investigated in 

[13] by Podgorelec and Hericko. 

Lankford tried to adapt Halstead difficulty 

and McCabe cyclomatic complexity, to the 

measurement of architecture complexity using 

metrics applied to architecture models based on 

UML class, sequence and state diagrams by 

redefining measure factors in terms of UML 

element [14]. 

3 A Design to Cost method based on UML, 

complexity measurement and a fuzzy 

model 

In the present section a methodology will be 

presented to get an anticipation at system 

engineering level of the complexity of a system 

[15]. The methodology is based on the 

following main points: 

 

• a UML model of the system, starting 

from mission objectives and 

requirements, and a calculation of 

system complexity by means of the 

information extracted from UML 

diagrams; 

• a fuzzy model of the overall quality of 

the technical and cost estimate; 

• a calculation of the risk of the outcome 

of the cost estimate process based on the 

product of the two quantities determined 

above. 

 

Since Wades and Welch have shown how 

70% of the future system costs are anticipated 

during the conceptual study phase [16], the aim 

of the proposed method is to point out in a 

quantitative manner the combined effect of 

technical and human elements in order to 

minimize the risk inherent in every estimate 

starting from the initial design phases. 

3.1 UML Model Representation of System 

Requirements 

First step is the translation of the Primary 

Mission Objectives into a Use Case Diagram. 

From the main use case derived by the Mission 

Objectives, a list of dependent use cases (sub 

use cases) are derived: these ones represent 

Mission Requirements and Constraints. 

From the use case diagrams of Requirements 

and Constraints, an “expert judgment” approach 

takes out the main functions to be performed by 

the system. The functions are described by 

sequence diagrams and the classes represented 

inside the latter ones are derived by the actors of 

the use cases. The sequence diagram messages 

self-directed into one of the participating classes 

imply a function internally performed by the 

class itself. From this fact new classes are 

derived and the represented class is split into its 

subclasses. 

Once a UML model of the system has been 

laid down, the elements for its complexity 

calculation are derived from the following 

characteristics: 

 

• The number of messages in the sequence 

diagrams exchanged among the 

participant objects; 

• The self-directed messages exchanged 

by an object, representing its internal 

functions; 

• The attributes and the methods of the 

classes, derived by the use cases and 

sequence diagrams analysis. 

 

How these characteristics will be accounted 

for in order to determine the complexity of the 

system is described in the next subsection, 

where concepts of information theory will be 

used. 

3.2 Entropy-based System Complexity 

Calculation 

Information entropy is a concept introduced 

for the first time by Shannon [17]. For an 

information source X with alphabet � =
���, ��, … , ��� and alphabet probability 

distribution � = ���, ��, … , ���, its entropy is 
defined as: 

 

 !�"
 = −∑ �$�%
 ∗ &'(�	��$�%

�
$*�       (3) 
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The more difficult it gets to estimate the 

outcome at the source output, the larger the 

entropy becomes. 

The entropy concept has been applied as a 

metric for object oriented design quality. 

According to Chatzigeorgiou and Stephanides 

[18] the entropy of the next generation of an 

object oriented system with enhanced 

functionality remains close to its previous level 

in case the added functionality affects a limited 

number of existing classes; on the other hand a 

poorly designed system increases entropy 

drastically. 

For software systems UML diagrams are 

sufficient to represent the complexity of their 

architecture; the same is not directly applicable 

to different architecture domains. In the case of 

space systems both the Technology Readiness 

Level (TRL) and the design status  have a strong 

influence on system complexity and cost. 

If the TRL value increases, the standard 

deviation about the most likely estimate 

decreases, thus implying a higher probability of 

having a low cost variance for the estimate. 

Values of the Coefficient of Variation (CV), 

representing the ratio between the standard 

deviation and the mean value of the estimate,  

may be found in [19], as a function of the TRL 

scale. 

Equation 3 may be modified introducing the 

CV, thus obtaining: 

 

! = −∑ �1 − ,-$
 ∗	&'(��1 − ,-$
�
$*�         (4) 

 

where n is the number of classes of the 

system, CVi is the Coefficient of Variation for 

the subsystem or element represented by the i-th 

class. Each element of Eq. (4) represents the 

baseline factor to calculate the average 

complexity of the system. The complexity may 

be divided into intra-complexity and inter-

complexity. For the intra-complexity the 

proposed metrics is as follows [15]: 

 

!$�. = −∑ /01$ ∗ �
2345

6�7$ ∗ �1 − ,-$
 ∗ &'(�	��1 − ,-$

�
$*�       (5) 

 

where 789$ is a Euclidean distance measure 

between the attributes of the classes associated 

with the existing and the new system [15, 20], 

�7$  is the design status that takes into account 
the percentage of new design, variable from 0 to 

1, and 01$ is the number of functions performed 

by the class. Similarity coefficients must be 

weighted according to the relevance of the 

features by an expert judgment approach. 

For the inter-complexity the proposed 

metrics is as follows [15]: 

 

!:;. = −∑ 09$ ∗ �1 − ,-$
 ∗ &'(2	�1 − ,-$
�
$*� 										(6) 

 

where 09$ is the number of messages 

exchanged in the sequence diagram by the i-th 

element with the other participants. 

Total complexity is given by the sum of Eq. 

(5) and (6): 

 

  !.. = !$�. + !:;.  (7) 

3.3 A Fuzzy Model of the Cost Estimate 

Process 

Next step of the proposed method is the 

derivation of a fuzzy model of the cost estimate 

process based on heuristic qualitative 

knowledge. Fuzzy modeling starts from the fact 

that a precise mathematical model of a complex 

system or process cannot be obtained [21]. The 

model links both the experience of the cost 

estimator and of the technical experts in the 

field of design with the output quality of the 

cost estimate. The first two ones constitute the 

input fuzzy variables. Their fuzzy domain is 

divided into five sub intervals, each covered by 

a membership function, represented in Fig. 1. 

Each sub interval represents the belonging to a 

particular set of technical or cost engineering 

skills. The output variable is represented by the 

“goodness” of the cost estimate, defined within 

the interval [0, 1]. Its fuzzy domain is built with 

the same type of membership functions as the 

input variables within five categories, from very 

bad to very good estimate output, as shown in 

Fig. 2. The fuzzy rules that link the two input 

variables with the output one and the 

membership functions are described in [15]. 
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Figure 1 Gaussian and sigmoidal shaped membership 

functions representing the experience of the technical 

expert and of the cost estimator 

 

Figure 3 shows the output of the fuzzy 

model; the independent axes represent the 

experience of the cost estimator and of the 

technical expert; the z-axis represents the 

“goodness” of the estimate. 

 

 

 

Figure 2 Gaussian and sigmoidal shaped membership 

functions for the output variable of the fuzzy process 

 

 

 

Figure 3  Output Surface representing the “goodness” 

of the estimate according to the proposed fuzzy model 

3.4 A Definition Of Design to Cost 

After having calculated the complexity of the 

UML model and having subsequently built the 

fuzzy rules of the human part of the cost 

estimate process, a preliminary assessment of 

the risks associated with the cost estimate are 

calculated according to the following equation 

[15]: 

 

R = B*Htot  (8) 

 

where B is the “badness”, a fuzzy number 

derived from the output of the fuzzy model built 

in section 3.3, calculated as 

 

B = 1 -  Goodness  (9) 

 

Htot is the complexity of the system, given by 

Eq. (7). A Design to Cost is obtained if the 

minimization of Eq. (8) is pursued, while trying 

to satisfy the requirements and being cost-

efficient in the employment of the human 

resources since the beginning of the design 

phase. 

The surface of Fig. 3 defines zones that may 

give useful indications in order to optimize Eq. 

(8): 

 

• A zone, in dark blue color, where both 

the experience of the cost estimator and 

the technical expert is low; this zone 

should be used when the complexity is 

low (recurring activities); 

• A zone, represented in yellow and red 

color, where both the experience of the 

cost estimator and the technical expert is 

high; this zone should be used when the 

corresponding system complexity is high 

(development of new systems); 

• The remaining surface portions could be 

used in the case of a mix between 

recurring and not recurring design 

activities. 

4 UML Modeling Procedure of a Lunar 

Rover 

At Italian Space Agency (ASI) a study has 

been performed by means of the Concurrent 

Engineering methodology, that has had the aim 

to define, starting from mission requirements, a 

system architecture and its associated 

subsystems in order to evaluate the feasibility of 

the realization of a Lunar Rover mission (RLI – 
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Rover Lunare Italiano) within the required time 

and budget constraints, providing also an 

evidence on the coherence, completeness and 

consistency of the above mission requirements. 

As a final outcome, the study has allowed to 

define a preliminary configuration for the RLI 

able to fulfill a set of consistent requirements 

[22-23]. 

In this section the methodology described in 

section three has been applied to the cost risk 

estimate process. 

4.1 Lunar Rover Requirements and Design 

Drivers 

According to the procedure of section 3.1, 

two use case diagrams have been derived, the 

first one for Mission Objectives, represented in 

Fig. 4, the second one for Mission Requirements 

and Constraints, represented in Fig. 5. 

 

Figure 4  RLI Mission Objectives Use Case diagram 

 

Figure 5  RLI Mission Requirement Use Case diagram 
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Four main sequence diagrams have been 

derived, two of them represented in figure 6 and 

7. 

 

 

Figure 6  “Measure subsoil properties” Sequence 

diagram 

 

Figure 7  “Shoot images” Sequence diagram 

4.2 Calculation of RLI GNC subsystem 

cost-risk factor 

The sequence diagrams show how one of the 

most critical functions necessary for the lunar 

rover to efficiently manage its mission is the 

GNC one. 

Lunar rover missions have been categorized 

as long range (cross-country) travels and limited 

range (local) explorations in terms of their 

traversing area and the nature of the vehicles 

tasks. The most conservative requirement for 

the driving control of a lunar rover is to stop 

when a perception sensor detects any obstacle 

(“move and wait” approach). A minimum look-

ahead distance is defined to be continuously 

scanned for any obstacles in order to ensure the 

safety of the vehicle [24]. Approaches for 

Guidance and Navigation of Lunar Rovers are 

described in [24 – 28]. 

The preliminary class diagram of Fig. 8 has 

been derived by the sequence diagram analysis 

and the review of the literature. 

 

 

 

 

Figure 8 - Preliminary RLI UML class diagram 
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Four main functions are needed for the 

autonomous navigation of a rover [28]: 

 

• Feature detection; 

• Stereo matching (search the left and 

right image to find the corresponding 

locations for features detected); 

• Triangulation (compute three 

dimensional position of each pair 

matching pixels); 

• Feature tracking (After the motion of 

lunar rover, the features change. The 

procedure to locate the features detected 

before motion in the camera view after 

motion is called feature tracking). 

 

Two sequence diagrams have been derived, 

the first one relative to a manual or “wait and 

move” procedure (Fig. 9), the other one relative 

to an autonomous navigation system (Fig. 10). 

The corresponding complexities have been 

calculated according to Eq. (7). A TRL value of 

5 has been considered for all the elements; the 

number of functions and messages in Eq. (5) 

and (6) have been derived by the sequence 

diagrams of Fig. 9 and 10. 

 

 

 

Figure 9  “Wait and move” RLI sequence diagram 

 

Figure 10   “Autonomous navigation” RLI sequence diagram 

266



UML Modeling Procedure for Anticipating Cost at System Level Design 

 

 

 

 

 

Figure 11  Relative Risk of the cost estimate of GNC subsystem (autonomous navigation) as a function of the design 

status (ranging from slight modifications to existing equipment – 0.1 – up to totally new design – 1 – and the skill of 

the people involved in the preliminary design phase. 

 

The resulting risk of the estimate, visualized 

in the case of the autonomous GNC system, is 

shown in Fig. 11. The design status, ranging 

from 0.5 to 0.7, coupled with a badness number 

estimated at 0.2, put the GNC project in the high 

part of the risk zone, thus confirming the choice 

of a prototype model philosophy as the option 

for risk and cost minimization. 

Figure 12, shows the estimated RLI 

Engineering Model (EM) and Engineering 

Qualification Model (EQM) costs. 

5 Conclusion 

A definition of design to cost has been 

presented, based on a synergic use of UML 

object modelling, information theory concepts 

and a fuzzy model of the cost estimate process. 

The proposed equation may be used as a 

precursor quantitative measurement of the risks 

of the estimate itself. Complementing and 

integrating HW complexity with SW 

complexity measurements should increase the 

proposed architectural model ability to capture 

total system complexity obtaining a more 

precise early warning indication of possible 

risks. The mission requirement analysis of the 

RLI project, used as a study case, has permitted 

to point out some elements to be taken into 

account for the development of the lunar rover 

itself. 

 

 

 

Figure 12  Normalized RLI EM and EQM cost,  

function of both the engineering complexity and the 

interval between the beginning of the design phase and 

the EM delivery. The cost increases dramatically with 

the engineering complexity. For a fixed value of 

complexity, there is an optimum cost effective 

schedule; if the schedule deviates from that point, the 

cost increases. 
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Abstract  

Dual-bell is a kind of advanced nozzle concept. 

The dual-bell design is such that it can operate 

at two different altitudes. This double 

adaptation is obtained through a geometrical 

discontinuity on the nozzle wall profile. At low 

altitude the flow is attached throughout the first 

bell and a controlled separation is reached. At 

high altitude the nozzle operates with attached 

flow in the whole divergent section. Different 

wall shape geometries can be adopted on the 

divergent part and differently affect the nozzle 

efficiency. A well proven way to improve 

performances, when dealing with open-cycle 

engine, is the injection of the turbine exhaust 

gases into the divergent section. The aim of this 

work is to analyze how the injection of a 

secondary gas into the main flow modifies the 

chamber-to-ambient nozzle pressure ratio 

(NPR) at which transition occurs. Steady-state 

simulations have been conducted either for a 

configuration without the gas injection (clean 

case) either for a configuration with the gas 

injection (film cooling case). Numerical results 

demonstrate that the film cooling effectively 

changes the transition NPR, in particular the 

NPR obtained with the film cooling is higher 

than that one achieved in the clean case.   

 

 

1 Introduction 

Today’s liquid rocket engines use 

conventional bell-nozzle type. These ones are 

limited because of their fixed geometry and 

therefore one optimum design point is achieved. 

Another unavoidable limit is the onset of side-

load forces during start-up and shut-down [13]. 

To overcome such a drawback, in the last years, 

new nozzle concepts have been expounded [1, 

11]. One of them is the dual-bell nozzle. The 

dual-bell has two bells in the divergent part with 

a discontinuous wall curvature that controls the 

flow separation preventing side-load onset [3]. 

The so-called inflection point causes a twofold 

type of flow fields. At low altitude the base 

nozzle is full flowing and completely separated 

in the rest of the divergent part. At high altitude 

the flow is totally attached in the whole 

divergent part. Nevertheless side-loads remain a 

concern for the dual-bell nozzle design because 

of their rise during the transition. Actually, in 

the ideal case a controlled separation is achieved 

since the separation point is placed about a 

precise location, the inflection point, for a wide 

range of nozzle NPR’s. In the real case, due to 

viscosity, the ideal step becomes a region of 
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finite length in which the pressure gradient is 

negative as in conventional nozzles. This 

region, called inflection region [3], offers stable 

and unsymmetrical positions to the separation 

point leading to the onset of side-loads.  

In [3, 4] the influence of different parameters 

on the inflection region has been investigated.  

A current way, used on conventional nozzles, to 

improve efficiency is the injection of the turbine 

exhaust gas (TEG) into the main nozzle if a gas-

generator open-cycle is adopted. The TEG 

injection provides a low-temperature gas that it 

is able to create an insulating effect that reduces 

the convective heat transfer rate from the hot-

gas stream to the exposed nozzle surface. 

Recent studies have been focused on the 

advantages of the film cooling application (a 

secondary jet inflow) on dual-bell nozzles from 

the point of view of performances and side-

loads [2, 5]. 

 In this work the injection of a secondary gas 

has been simulated and a numerical campaign 

has been executed to search the transition NPR 

for the clean case (without film cooling) and for 

the film cooling case. The effect of the 

interaction between the two jets on the transition 

NPR has been evaluated showing that the film 

cooling effectively increases the transition NPR, 

for the range of secondary mass flow rate 

considered.  

  

2 Numerical approach 

The numerical analysis is carried-out by a 

validated solver of Reynolds-Averaged-Navier-

Stokes equations, which are integrated by an 

explicit second-order time-and-space accurate 

scheme. The code is a 2-D axisymmetric in-

house solver [6, 10] and it is based on a lambda-

scheme elaborated by Moretti [7]. 

Shock discontinuities are handled with a 

hybrid methodology: the differential quasi-

linear form is replaced with an integral 

Godunov form in the field zones where shocks 

occur [10, 12]. Turbulence is computed by a 

modified version of the Spalart-Allmaras one-

equation model [8].  

3 Profile design method 

An appropriate tool to draw dual-bell profiles 

has been adopted [3]. This design tool is based 

on the characteristics method (MOC).  

The dual-bell nozzle design is split into two 

steps: the base design and the extension design, 

as depicted in Fig. 1. 

For the base a truncated nozzle has been 

chosen and it has not been changed for the 

different extensions.  

The second bell is designed by means of 

MOC: once the pressure behaviour of the 

second operative mode is assigned, the outline 

is designed as a streamline.  

The data required are the base area ratio, ε1= 

Abase/Athroat, the extension length ratio, Le/L
*

 

(where Le is the extension length and L
*

 is a 

reference length) and wall pressure behaviour. 

The procedure is reported in [3]. 

Three typologies of extension profile can be 

designed: negative, constant and positive 

gradient profile. 

The second bell profile with negative 

pressure gradient behaves like conventional 

nozzles with stable positions of the separation 

location along the whole profile. Thus a 

negative wall pressure gradient profile has to be 

excluded for dual-bell nozzles. Constant and 

positive pressure gradient would lead, 

respectively, to indifferently stable and unstable 

position of the separation location.  

 

 

 

 

 

 

 

 

Fig. 1 Dual Bell Geometry 

4 Test case design and characteristics 

All the simulations have been carried out 

adopting a 2-D axisymmetric cold gas sub-scale 

nozzle whose geometry is referred to the 

experimental study conducted in [9]. 
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Main geometric properties and operating 

conditions are reported in Table 1. 

 

 

Throat radius 0.01 m 

L* reference length 0.01 m 

Base area ratio ε1 9.61 

Base length Lb/L* 5.2 

Chamber temperature 300 K 

γ (nitrogen) 1.4 

Ambient pressure pa 0.1 MPa 

Table 1 Base Geometric and Operating conditions of 

the dual bell nozzle 

4.1 Validation test case  

As already described, the profile shape is 

identified by the wall pressure behaviour along 

the extension during high-altitude operation. At 

first two profiles families have been considered, 

named COP (constant pressure profile) and LIP 

(linearly increasing pressure profile). The 

geometry taken from [9] is related to a COP 

profile. The same data have been used to design 

a LIP profile. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Comparison between COP and LIP dual bell 

profiles 

Figure 2 shows that, drawing a LIP profile 

leaving the same Ltot/L* of the COP profile, the 

area ratio changes, as reported in Table 2. 

The COP profile has been employed in order 

to compare the numerical solution with 

experimental data taken from a test conducted at 

DLR’s cold gas stand [9]. 

Figure 3 shows a good correspondence 

between the numerical solution and 

experimental data.  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Comparison between numerical solutions and 

experimental data taken from [9] 

 

 COP LIP 

Throat radius 0.01 m 0.01 m 

L* 0.01 m 0.01 m 

Base area ratio 9.61 9.61 

Base length Lb/L* 5.2 5.2 

Extension area ratio 25.6 23.06 

Total length Ltot/L* 13.5 13.5 

Extension length Le/L* 8.3 8.3 

Table 2 Geometric and Operating conditions of the 

COP and LIP dual bell profiles 

 

The computational domain is defined by the 

nozzle geometry and external field. 

A multiblock grid is used to suitably 

distribute cell density according to the zones of 

major interest. The nozzle is divided in three 

blocks. The second block includes only the zone 

of the inflection point in order to enhance the 

numerical solution in the region with a wall 

pressure negative gradient. Three rectangular 

domains are connected to the nozzle domain to 

simulate the outer field. The nozzle is 

characterized by subsonic inflow boundary 

conditions enforcing total temperature and total 

pressure with the flow direction, symmetric axis 
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and adiabatic wall. The external domain is 

characterized by subsonic inflow on the left 

side, with the same assumptions given for the 

nozzle domain, assigned pressure on the upper 

wall (whose height is 4Rext where Rext is the 

radius of the extension cross-section) and non-

reflecting boundary conditions on the right side 

(whose length is 6Rext) as reported in Fig. 4. 

 

 

 

 

 

 

 

 

 

Fig.4 Computational domain and boundary conditions 

of the dual bell 

4.2 Film cooling test case 

 For the comparison between clean case and 

film cooling case the LIP profile has been 

chosen. Actually, it has been demonstrated in 

[3] that profiles with positive pressure gradient 

show a better transitional behaviour with a 

sudden jump of the separation point from the 

inflection point region to nozzle exit and display 

only a slight reduction of nozzle efficiency. The 

secondary flow inlet is made by means of a slot 

located in the divergent part upstream the 

inflection point. The slot is simulated through 

the translation of the wall profile outward from 

the injection point to the nozzle end.  The slot 

geometry is reported in Table 3 and in Fig. 4. 

 

Slot height [m] 0.001 

Slot length [m] 0.01 

L* 0.01 

Slot initial abscissa, xslot/L* 0.025 

γ of the feeding gas 1.4 

Table 3 Geometrical and operating conditions for the 

slot simulating the film cooling inlet 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Enlargement of the arrangement for the film 

slot 

 

The nozzle is divided in eight blocks. The 

further blocks downstream the secondary gas 

block injection are applied to properly describe 

the mixing layer zone, see Fig. 5 and Fig. 6.   

Four blocks have been taken in account to 

simulate the external field. The inlet and outlet 

main flow have the same boundary conditions 

previously enumerated. At the supersonic film 

inlet static pressure, static temperature, Mach 

number and flow direction are enforced. The 

inlet static temperature and static pressure of the 

film are set equal to that ones of the main flow 

in order to have an adapted secondary jet. A 

parametric analysis of dual-bell film cooling has 

been carried-out by considering four different 

values of the Mach number film [1.1, 1.4, 1.8, 

and 2.2]. 

 As can see in Fig. 5, the film cooling is 

injected into a channel with adiabatic wall with 

a length of 0.01 m and a height of 0.001 m, see 

Table 3. 

 

 

 

 

 

 

 

 

 

 

Fig. 6 Film cooling configuration and boundary 

conditions 
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5 Numerical results 

In the following part numerical results are 

reported. 

5.1 LIP flow field description  

Figure 7 shows two pressure profiles for a LIP 

extension. At NPR=23 the flow is anchored at 

the inflection region and it works with the first 

bell (first operative mode, OMI) increasing 

efficiency by means of the reduced 

overexpansion. At NPR=30 the flow transition 

is occurred and the second area ratio becomes 

operative (second operative mode, OMII). In 

this way the nozzle operates with a higher area 

ratio achieving better performances.  

 

 

 

 

 

 

 

 

Fig. 7 LIP profile: separation point in the inflection 

region at NPR=23 and in the exit plane at NPR=30 

 

The following figures describe the Mach 

number flow field for the LIP profile.  

Figure 8 depicts the nozzle in the OMI. The 

separation point is anchored at the inflection 

point and the divergent part is filled with the 

back flow from the ambient. In the recirculation 

zone, where the flow is separated, the mixing 

layer between the main supersonic flow and the 

back flow can be noticed.  

 

 

 

 

 

 

 

 

 

 

Fig. 8 LIP Mach number flow field at the transition 

NPR= 25 

 

For a higher NPR the flow is attached in the 

whole divergent part, as can be seen in Fig. 9. 

The separation point and the shock pattern are 

located near the exit plane of the nozzle. 

 

 

 

 

 

 

 

 

Fig. 9 LIP Mach number flow field at the transition 

NPR= 28 

 

Figure 10 illustrates the sequence of steady-state 

simulations carried out for the LIP 

configuration. The sequence of simulations 

considers the NPR values from NPR=23 to 

NPR=30. The wall pressure behavior is that 

typical of a free shock separation: at the 

separation point there is the sudden increase of 

pressure due to the compression shock. Then the 

pressure continues to increase in the 

recirculation zone, up to the value of the 

ambient pressure. From numerical results it can 

be observed that with the positive gradient 

profile the separation point takes place on the 

inflection point at NPR= 25. At NPR= 27 the 

separation point is located in the inflection 

region while at NPR= 28 the transition is 

occurred, as reported in Fig.  10. 

 

274



Scaramuzzino, Martelli, Nasuti 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10 LIP profile: Steady-state analyses varying NPR 

5.2 Film cooling effect on the transition NPR  

Four different sets of steady-state computations 

have been carried out depending on different 

Mach number film (Mfilm) value adopted [1.1, 

1.4, 1.8 and 2.2]. All of the computations have 

been conducted with similar grids. A different 

value of mass flow rate ratio χ = 
..fmainmm  is 

associated with each test, as reported in Table 4. 

The value of the 
.mainm = 2.02278 kg/s. 

 

Mfilm χ 

1.1 0.0325 

1.4 0.0419 

1.8 0.0539 

2.2 0.0655 

Table 4 Secondary flow conditions 

The mass flow rate is a function of the pfilm, Tfilm 

and Mfilm as reported in eq. (1). The slot 

geometrical data are constant. Since the 

secondary jet has the static properties of the 

main flow, the mass flow rate depends only by 

the Mfilm value. 

 f film filmp pm uA aM A M ART RTρ γ

•

= = =  (1) 

 

Thus, the change of the Mfilm has the effect to 

vary the mass flow rate injected into the 

secondary duct. In Fig. 11 the total temperature 

field has depicted for the case of Mfilm = 1.1. In 

particular an enlargement of the secondary jet 

has reported. It is visible the onset of the mixing 

layer when the film cooling meets the main 

flow. The different flow velocities and, thus, 

mass flow rates, yield different wall temperature 

behaviours along the film cooled wall. In 

particular, just near the inflection point the wall 

temperature is that one of the secondary flow. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11 Total temperature field for Mfilm=1.1: onset of 

the mixing layer  

 

Then the mixing layer occurs, see also Fig. 11. 

The wall temperature is maintained nearly 

constant until it is influenced by the total 

temperature value of the main flow, see Fig. 12. 

Just downstream the inflection point, the wall 

temperature reduces because of the expansion 

occurring at the inflection point and then it 

starts increasing due to mixing. It can be 

observed that the secondary flows at higher 

Mfilm are less influenced by the main flow. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 12 Wall Temperature profiles at varying Mfilm 
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For the case of Mfilm= 2.2 Fig. 13 shows the 

wall pressure distributions for the increasing 

pressure ratio, from NPR= 22 to NPR= 29. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 13 Wall pressure distribution for varying NPR at 

Mfilm= 2.2 

 

Figure 14 depicts the results achieved through 

the simulations, including the case without the 

film cooling.  

The Table 5 gives the different transition NPR 

for each Mfilm case. Figure 15 shows the 

transition pressure ratio as a function of Mfilm: in 

the clean case the PR is 28, while in the film-

cooled cases the PR increases up to 30 for 

Mfilm=1.1, to 31 for Mfilm= 1.4 and it remains the 

same for Mfilm= 1.8 and then it falls to 29 for 

Mfilm=2.2. 

The transition NPR in the film-cooled 

configuration increases by the 9% compared to 

the clean case. 

 

Mfilm NPR 

0 28 

1.1 30 

1.4 31 

1.8 31 

2.2 29 

Table 5 Different transition NPR at Mfilm varying  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14 Position of the separation point abscissas for 

increasing pressure ratio NPR at varying Mfilm.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Fig. 15 Different transition NPR at varying Machfilm   

 

About the inflection region, from Table 6, it can 

be noticed that the increasing Mfilm does not 

make evident changes on the inflection length. 

 

Mfilm li [cm] li/le 

0 1.015 12.22 % 

1.1 1.624 19.56 % 

1.4 1.660 20.00 % 

1.8 1.646 19.83% 

2.2 1.645 19.82% 

Table 6 Inflection region length at Machfilm varying 
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However, the presence of the secondary flow 

inlet makes the inflection region length larger 

than that one of the clean case, as depicted in 

Fig. 16. 

As a consequence the separation point can find 

stable positions, in the OMI, in a wider zone, 

increasing the negative effect of the side- loads. 

 

 

 

 

 

 

Fig. 16 Length of the inflection region vs Machfilm 

Conclusion 

This work has been focused on the effect of 

the secondary gas jet injection on the transition 

NPR and on the inflection region length 

considering steady state simulations. Numerical 

results have demonstrated that, including the 

secondary gas injection, the transition NPR 

increases. Instead the Mfilm variations slightly 

influence the transition pressure ratio. The 

presence of the film cooling causes the 

enlargement of the inflection region, increasing 

the onset of the side-loads. It has been 

demonstrated that the rise of the cooling mass 

flow rate, i.e. the enhancement of Mfilm among 

the different values adopted, does not affect 

anymore the inflection region length. Further 

parametric tests are foreseen to better 

understand the effect of the secondary gas on 

the flow transition by means of time accurate 

simulations. 
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Abstract  
This paper describes the methods developed in 
TsAGI for aeroelasticity analysis taking into 
account specific responses of an elastic airplane 
in transonic flow.  
For the analysis of strength, static and dynamic 
aeroelasticity characteristics at transonic 
velocities the mathematical model of an elastic 
aircraft is created on the basis of the ARGON 
software. Two approaches based on CFD codes 
for aeroelastic application are described. One 
of them is the Godunov method where linear 
flutter investigations in the frequency domain 
are supplemented with an iterative procedure. 
The second is effective algorithm of 
aerodynamic influence coefficients computation 
with taking into account a viscosity model. It is 
available for rather complex airplane 
configurations.  

1  Introduction  
Industrial prediction of aeroelastic 

characteristics in transonic flow taking into 
account a shock boundary layer interaction is 
really the actual for flying vehicles of different 
types. For modern transport and passenger 
airplanes the transonic flight regime is critical in 
view of the necessity to ensure the safety from 
such aeroelasticity phenomena as flutter, limit 
cycle oscillations, aeroservoelastic instability, 

static stability and controllability, aeroelastic 
divergence of lifting surfaces and controls 
reversal.  Therefore it is important to perform an 
airplane aeroelastic analysis for complete flight 
envelope including critical transonic regime.  

Till now the majority of industrial practical 
aeroelasticity analysis is conducted mainly with 
the use of linear aerodynamic methods. As a 
rule the classical Doublet-Lattice Method 
(DLM) is used. The necessity of an 
aerodynamic characteristic linearization has also 
another reason: application of effective methods 
in a stability analysis of complex linear dynamic 
systems. 

The traditional approach allows investigating 
the majority of flutter types and modes that can 
appear in practice. Numerous experiments have 
shown that dips occur at transonic Mach 
numbers in the flutter boundaries. This 
phenomenon is caused by motion of shock 
waves on wings [1-3]. In order to describe the 
physics of such moving shock wave it is 
required to use computational methods for 
solving nonlinear partial differential equations 
in regions with mixed subsonic and supersonic 
flow. The solution of the fluid dynamics 
problem is usually accompanied by the solution 
of the aeroelastic problem to obtain the 
structural deflections, stability limits and flutter 
speeds. The application of the nonlinear 
aerodynamic theory has led to the creation of 
new transonic flutter analysis approaches [4-6]. 
One of such approaches in which the 
aerodynamic loads are determined using a 
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Godunov finite-difference method has been in 
use at TsAGI for many years [7-9]. A 
mathematical model for the elastic deformation 
of structures in transonic flow was developed 
both in the frequency and time domain. 
Unsteady aerodynamic coefficients are 
determined by solving the nonlinear Euler 
equations for the specified distribution of the 
vibration amplitudes. Conventional linear flutter 
investigations in the frequency domain are 
supplemented with an iterative procedure. As an 
initial approximation of the frequency and 
deformation shape the results of linear flutter 
problem or experimental data are used. 

Another more recent method was developed 
on a basis of a finite difference solution of the 
small disturbance unsteady Euler equations with 
a viscosity model. This numerical method 
models both flow physical and geometrical 
complexities in more detail than the standard 
DLM approach. It belongs to the class of so 
called time linearized frequency domain 
Computational Fluid Dynamics (CFD) 
approaches, mainly for unsteady Euler and 
RANS equations. The aim was to introduce 
small-disturbance Euler equations that are well-
fitted for aeroelastic analyses in the industrial 
processes and to compare its result with 
standard potential theory methods like the 
DLM. In the current paper the examples of 
aeroelastic applications of developed in TsAGI 
approaches based on CFD codes. 

CEAS 2011 The International Conference of the European Aerospace Societies 

2 Airfoil oscillations in transonic flow  
The stability of the airfoil response in 

transonic inviscid flow has been investigated 
with use of a Godunov finite difference method.   
Pure pitch harmonically oscillations about axis 
of rotation  were studied for symmetrical 

airfoil: 
0x

tSin αωαα 0= . The airfoil shape is 

defined by formula: , where c- 
relative thickness of the profile. The airfoil 
chord b=1. 

)1(2 xxcy −±=

For nonlinear dependence of aerodynamic 
forces on time an aerodynamic work done by 
the flow on the structure over one period of 
oscillation can servers as a stability criteria of 
the vibration process. 
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The coefficient of aerodynamic damping was 

defined by the formula: 
α

α

ωαπ 2
0

1 q
Amz

Δ
=& . 

In order to determine an influence of 
different airfoil parts on stability character it is 
convenient to consider the value of the 
aerodynamic work on the unit area in point x of 

the chord: , and 

distribution of damping coefficient on the 

chord: 
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Fig. 1 Time process of convergence of non-dimensional 

aerodynamic work for three   
oscillation frequencies 

 
Periodical numerically converged solutions 

have been obtained for a determination of 
unsteady aerodynamic coefficients. Process of 
the convergence depends on oscillation 
frequencies, and the average time is three or 
four periods of oscillations. The aerodynamic 
work over one period is constant for the 
converged solution. Figure 1 shows the process 
of the non-dimensional work convergence for 
three values of oscillations frequency. 
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Shock waves displacements on upper and 
lower surfaces of the airfoil are typical for 
transonic flow over oscillations at specific Mach 
numbers and frequencies ∞M αω . These 

displacements cause significant pressure 
changes in the corresponding airfoil points. 
Computed non-dimensional pressure in three 
points on the lower surface (solid line) and on 
the upper surface (dotted line) as time functions 
are presented in Fig. 2.  

 
Fig. 2 Computed pressure coefficients in three 

points (x=0.3, 0.75 and 0.8) on the upper (
∞p

pB ) and 

lower (
∞p

pH ) surfaces of airfoil over one period of 

oscillations 
 
Numerical results show that all flow 

parameters, namely the pressure, in points far 
from shock motion are smooth harmonically 
functions, and therefore may be specified by an 
amplitude and phase of oscillations. To 
determine a role of shock waves motion in 
stability process it is convenient to introduce the 
following schematic presentation of the pressure 
change in different points of the surface: 
pressure functions may be presented as a sum of 

two functions – smooth harmonically and 
stepwise: 

),()]([)(),( 0 xtpxtSinxpxtp ll Δ++−= ϕωα  

  ),()]([)(),( 0 xtpxtSinxpxtp uu Δ++= ϕωα , 

where ),( xtplΔ  and  - piecewise-

constant functions which may be equal to zero 
or a pressure jump across the shock.  

),( xtpuΔ

Such representation describing the computed 
pressure change in surface points over the 
period of oscillations is equivalent of physical 
values ),( xtplΔ and . Analogous 

suggestion about a character of pressure 
function in the surface points over oscillations 
was done in Reference 10.  

),( xtpuΔ

Figure 3 shows computed pressure jump in 
points of the lower surface over one period of 
oscillations. 

 

Fig. 3 Computed pressure jumps 
∞

Δ
p
pH  across the 

shock in points of the lower surface over one period of 
oscillations 

 
It was suggested that the shock movement is 

described by harmonically function: 
)()( 0 ψωδ ++= tSinxtx , where δ -shock 

wave amplitude, ψ - phase of shock motion 

with respect to airfoil oscillation, 0x - mean 

shock location, ω - shock frequency. Computed 
results show that the amplitude, phase and mean 
shock location are functions of Mach number 
and frequency of the airfoil oscillations (Fig. 4).  
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Fig. 4 Computed values of amplitude and phase of 

shock wave as a function of Mach number and 
frequency of airfoil oscillations 

 
Function of aerodynamic work may be 

represented as the sum of two parts:  
)(xA = + ,  )(0 xA
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)(xAΔ

where , dtxtSinxpxxA
T

αϕωα &)]([)(2)(
0

00 += ∫
)(xAΔ - the aerodynamic work due to the 

shock movements:  

[ ]∫ Δ−Δ=Δ
T

lu dtxtpxtpxxA
0
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The total value of aerodynamic work over 
one period of oscillations is expressed by the 
formula: 
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At negative values of the phase ψ  (see 
computational results in Fig.4) the work AΔ  is 
positive. It means that such dynamics of the 
shock result in negative aerodynamic damping 

. The range of positive meanings of the 

damping coefficient is proportional to 

the shock amplitude 

α&
1zm

)(
1

xmz
α&

δ . 
Figure 5 shows the computed damping 

coefficient as the function of Mach number and 

frequency of oscillations. Negative aerodynamic 
damping corresponds to the narrow range of 
Mach numbers and to low frequencies.  

 
Fig. 5 Aerodynamic damping as function of Mach 

number and oscillations frequency  

The function of the damping coefficient 
 shows the input that has been 

contributed by the shock motion in different 
points of the airfoil surface (see Fig. 6).  

)(
1

xmz
α&

 
Fig. 6 Computed damping coefficient along the 

airfoil chord 
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3 Application of the small disturbance 
Euler equations for aeroelastic analysis 

3.1 Small disturbance Euler method of 
transonic flow computation 

The developed algorithm of time-harmonic 
characteristics calculation has been constructed 
on the basis of the small disturbance Euler 
equations technique used in the Blwf100 solver. 
The code Blwf100 was created for analysis of 
transonic flow over complex aerodynamic 
configuration taking into consideration the 
viscous effects on the wings including thin 
separation zones. The possible configurations 
are: body + arbitrary number of wings attached 
to a body + arbitrary number of nacelles. An 
interference of the elements is also modeled 
(Fig.7).  

 

Fig. 7 Airplane configuration 

 
A viscous-inviscid interaction procedure is in 

the frame of the boundary layer theory. The 
calculation of the external inviscid steady flow 
is performed by a numerical integration of a 
conservative system of the Euler equations by 
fast implicit method and using the Chimera 
grid-embedding technique, which simplifies the 
problem of computational grid generation over 
complex configuration.  The second order finite 
volume cell centered differentiable Osher type 
flux difference scheme is used.  Effective 
Newton like implicit solver based on 
approximate LU decomposition and GMRES 
algorithm provides very fast convergence 
(residual diminishing per iteration for the 
interacted grids is illustrated in Fig. 8).  

 

 

 

Fig. 8 Residual diminishing for body and wing 
grids 

 
The laminar and turbulent compressible 

three-dimensional boundary layers are 
computed by a finite difference method using a 
predictor-corrector scheme applied to the Keller 
formulation. The equilibrium algebraic 
turbulence model is used. The boundary layer in 
the separated regions is determined by the 
inverse procedure. The viscous wing wakes are 
calculated approximately by the two-
dimensional Green's integral method. It allows 
one to take into account the expected boundary 
layer response to the chordwise velocity 
variation and provides an effective and rapid 
computation of viscid-inviscid interaction. 
Comparison of computed steady pressure 
distribution with experimental data for LANN 
wing (AGARD configuration) is shown in 
Fig.9. Results are in a good agreement. 
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Fig. 9 Comparison of steady pressure distributions 
for LANN wing 

 

The transonic time-harmonic calculation 
code (TTHC) has the same structure as 
BLWF100, uses the same algorithmic elements 
and can be applied for analyzing the similar 
complex configuration. The spatial disturbed 
fluxes are calculated on the basis of Euler fluxes 
linearization in the assumption that the local 
entropy does not change. The resulting system 
is conservative and linear one. The prescribed 
harmonic oscillations of an airplane are 
simulated by the corresponding flow 
transpiration on the undisturbed surface. An 
additional transpiration models the boundary 
layer response to the flow disturbance. As the 
resulting system of finite-difference equations 
of time-harmonic problem is linear, the solver 
provides the fast convergence of the iteration 
process. Unsteady pressure distribution results 
of computations and experimental data for 
LANN wing are compared in Fig.10. 

 

 

 

Fig. 10 Comparison of unsteady pressure 
distributions for LANN wing 
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Fig.10 shows acceptable correspondence for 
the case of the wing oscillations in transonic 
flow with partly separated boundary layer.  

One of the main advantages of the solver in 
the TTHC is its high speed at acceptable 
accuracy. The computation time for real 
airplane configuration is approximately 2min 
(modern quad-core processor PC)  

3.2 Computation of modal generalized 
aerodynamic forces 

 
Equations of elastic airplane oscillations in 

the frequency domain are presented in the 
following form: 

( ) QqGDjC =++− 0
2 ωω  (1) 

where q is a vector of modal generalized 
coordinates, 

GDC ,, 0  are matrices of inertia, 

structural damping and stiffness, 
Q is vector of modal generalized forces.  

In the case of linear aerodynamics a vector of 
modal generalized forces can be presented as: 

BVDVjQ 2ρ−ωρ−=  (2) 

where ρ, V are a density and velocity of flow, 
D, B are matrices of aerodynamic damping and 
stiffness, which depend on Mach number and 
reduced frequency. 

It is supposed that modal analysis hase been 
performed, flutter with linear aerodynamics has 
been studied, and a set of natural modes, which 
determine flutter characteristics has been chosen 
(15-25 modes for symmetrical or 
antisymmetrical cases). 

A set of reduced frequencies is also 
determined on the basis of linear flutter analysis 
(in general 5-7 values are sufficient).  

Natural mode shapes are input to TTHC as 
nodal displacements  of DLM 

aerodynamic grid. Modal shape is determined 
by the displacements of 4 corners of each panel 
for the lifting surfaces (wing, horizontal tail, 
vertical tail), and by the displacements of the 
nodes of central line for bodies (fuselage, 
nacelle) as beam deformations. Torsion of 

fuselage and nacelle does not result in 
aerodynamic forces. 

zyx fff ,,

Finite-difference solution of linearized 
unsteady Euler equations is conducted for each 
mode and each reduced frequency and the 
complex amplitudes of flow parameter 
oscillations are determined. Obtained pressure 
distribution is transformed to the same grid in 
which modal shapes were specified in order to 
aeroelasticity analysis could be conducted with 
the use of the same methods and computational 
procedure as for linear aerodynamics. The 
following data are obtained as a result of TTHC 
execution: 
− A distribution of real and imaginary parts of 

nondimensional pressure difference in panel 
nodes – for lifting surfaces 

),(),( zxcjzxcc I
mP

R
mPmP Δ+Δ=Δ  

− A pressure distribution for body is 
integrated upon the surface of unitary length 
and is represented as two complex (vertical 
and horizontal) components   

)()( xcjxcc I
mPy

R
mPymPy Δ+Δ=Δ  

)()( xcjxcc I
mPz

R
mPzmPz Δ+Δ=Δ  

Such approach is connected with the fact that 
in general a beam deformation is sufficient for 
airplane aeroelasticity problems, and local shell 
deformation are studied in other tasks. 
Here  m is mode number,  

x,z are coordinates in lifting surface 
plane. 

For aeroelastic applications modal 
generalized aerodynamic forces are determined 
using computed pressure distributions. They are 
defined by the formula 

∫∫ Δ
ρ

= dxdzzxcfVQ Pmm ),(
2

2

 

where   is the modal component normal to 

the lifting surface. 
mf

Pressure difference  is represented as a 
superposition of computed above modal 
pressure distributions 

PcΔ

nPcΔ : 

∑
=

Δ=Δ
N

n
nnPP qcc

1

. 

The integration is then replaced by sum of 
mean values of pressure and displacement. The 
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summation is conducted by different ways for 
lifting surfaces and bodies: 
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Here   is an area of panel of lifting surface 

( ), 
lS

LSLl ,,1K=

  is a displacement component 

(normal to lifting surface) for m-mode and l-
panel, 

LS
lmf

  is a distance between nodes along 

central line of body ( ) 
lxΔ

BLl ,,1K=
 ,  are vertical and horizontal 

components of displacement of central line of 
body for m-mode and l-part of body. 

B
lymf

B
lzmf

The right part of Eq. (1) in transonic case in 
linear form as Eq. (2) is obtained by extracting 
real and imaginary parts of generalized force 
Qm. Then standard aeroelasticity analysis 
procedure has been applied as for linear 
analysis. An algorithm similar to known PK-
method is used for flutter calculation.  

4 Conclusion 
The nonlinear Euler equations provide a 

good flow model for many transonic 
calculations, if viscous effects are not 
significant. The shock locations and nonlinear 
shock dynamics are modeled accurately [1,2]. 

One of the main advantages of the developed 
solver in the transonic time-harmonic code is its 
high speed at acceptable accuracy. The 
computation time for real airplane configuration 
is approximately 2min (modern quad-core 
processor PC)  

The developed approach may be used for 
transonic aeroelasticity parametric study in 
airplane design  
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Abstract  

Even though Unmanned Aerial Vehicles have 

gained importance during the last decade au-

tonomous planning of complex missions remains 

a challenge. Within the research project AVI-

GLE different autonomous mission scenarios for 

multiple UAVs are investigated. In this contri-

bution behavior based algorithms are used to 

control UAVs in one of the missions. The algo-

rithm is adapted to account for mission specific 

control problems and to account for delays be-

tween control input and air vehicle movement 

towards a target position. Simulations are used 

to show the learning capabilities of one UAV 

and the learned behaviors are verified on multi-

ple UAVs in simulation. 

1 Introduction  

Current research in UAVs deals e.g. with as-

pects of autonomous behaviors, trajectory plan-

ning and teaming of multiple UAVs. The re-

search project AVIGLE, funded by the EU and 

the local government of North-Rhine-

Westphalia [1], focuses on the development of a 

team of UAVs to complete different missions. 

One mission considered is gathering data for a 

virtual reality application and another is build-

ing dynamical on demand radio networks to 

provide additional mobile communication capa-

bilities.  

In this contribution the implementation of 

behavior based algorithms for the mission 

providing pictures for a three-dimensional visu-

alization is described. Within the project a hy-

brid approach of deterministic planning coupled 

with autonomous swarming behavior was se-

lected. Basically the guidance structure for the 

described missions can be split into global plan-

ning for all UAVs and local teaming behavior. 

For global planning different deterministic ap-

proaches were analyzed, e.g. by FRAZOLLI ET 

AL. [2] and LAVALLE [3]. For the individual 

steering of the UAV various approaches such as 

formation flight or swarming [4] were investi-

gated. A first implementation covering these 

topics is given in [5]. The behavior based algo-

rithm introduced by MAES ET AL. [6] offers ad-

vantages for unknown tasks due to its adaptabil-

ity. Generally, MAES algorithm can be classified 

as reinforcement learning, where behaviors are 

learned by interacting with the environment. 

One widely known approach in reinforcement 

learning is SARSA – State Action Reward State 

Action which is detailed by SUTTON ET AL. [7]. 

Besides classic control problems to which rein-

forcement learning can be applied the selected 

mission requires the algorithm to account for 

delays. SCHUITEMA ET AL. [8] introduce a 

memoryless learning method to deal with de-

lays. In contrast to this KATSIKOPOLOUS ET 

AL. [9] work with an extended state space of the 

learning agent to account for delays. This state 

space includes actions from the delay interval. 
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Another method accounting for a constant, be-

forehand known delay is introduced by WALSH 

ET AL. [10]. In their method the learning algo-

rithm learns based on the underlying undelayed 

process and then defines additional control ac-

tions accounting for the delay. In this contribu-

tion we adapted the algorithm by MAES ET 

AL. [6] to deal with constant and averaged delay 

for the special case described.  

In addition to the adaption of the behavior 

based algorithm all mission planning require-

ments within AVIGLE are detailed briefly. Out 

of these missions the requirements and neces-

sary presets for the algorithm can be derived. 

For validation the investigated strategies are an-

alyzed applying a 3-degrees of freedom simula-

tion.  

2 Mission specification 

Within the AVIGLE project an aerial plat-

form in tiltwing configuration is developed, car-

rying either a RGB-camera for image acquisi-

tion or a LTE- base station for cellular network 

coverage. The data between the ground station 

and between the aerial platforms is transmitted 

via LTE or WLAN. Additional to a flight con-

trol board, an embedded PC is installed on 

board allowing mission planning and mission 

control.  

The mission this contribution focuses on is a 

three-dimensional reconstruction of a building, 

part of a city or a general structure. A number of 

UAVs can be selected for this mission and a 

volume to be observed has to be specified. Fur-

thermore the desired scanning distance to the 

surface area to obtain the images can be set. 

The pictures taken during the mission have to 

meet requirements regarding overlap and per-

spective. At least two pictures from different 

angular perspectives for each part of the target 

and an overlap between all pictures are required. 

Ideally, the pictures are directly transferred to 

the ground station, only a finite number of pic-

tures is planned to be stored on board. It is also 

possible to transfer pictures via other UAVs of 

the swarm, for this purpose serving as relay aer-

ial vehicles. For transmission a minimal dis-

tance has to be ensured. 

Other missions considered within the project 

are observing a given area of interest. Possible 

parameters are image resolution and the interval 

between the images. Further missions are the 

supply of additional mobile capabilities and a 

standard mission to validate the basic function-

ality of the system. An overview of the missions 

with possible parameters is given in Table 1.  

 

Table 1: Mission parameters. 

ID Location Mission Parameter 

# 

UAV 

(x,y,z)n 

volume 

3D Visuali-

zation 

- distance 

- level of detail 

# 

UAV 

(x,y)n 

area 
observe 

- resolution 

- interval 

- altitude 

# 

UAV 

(x,y)n 

area 

network 

coverage 

- max. coverage? 

- max throughput? 

- LTE/WLAN? 

# 

UAV 

(x,y,z)n 

point 

manual 

path 

- speed 

- loop? 

- in order? 

- etc. 

3 Adaption of behavior based algorithm 

To investigate the behavior of UAVs during 

the three-dimensional observation the behavior 

based algorithm by MAES ET AL. [6] was 

adapted. In the following the basic principles of 

the algorithm are detailed in Section 3.1. In 

Section 3.2 the adaption and in Section 3.3 the 

simulated cases are described. 

3.1 Behavior based algorithm 

In this contribution only a brief overview on 

the algorithm is given. Further information can 

be found in [6].  

In the algorithm desired behaviors and per-

ceivable conditions are defined. From positive 

and negative feedback the system learns when 

to activate its behaviors and how the perceived 

conditions influence the relevance and reliabil-

ity of the behavior. Simplifying assumptions 

made include the existence of a conjunction of 

preconditions ensuring a probability of positive 

feedback between boundaries for all behaviors, 

as well as immediate feedback.  
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The algorithm is distributed in a way that 

each behavior figures out independently wheth-

er it should activate itself or not. The probability 

of activation is based on two parameters, rele-

vance and reliability. Relevance is determined 

by monitoring positive and negative feedback 

over the active states of a behavior. The reliabil-

ity is a measure for the consistency of achieving 

feedback and serves as a measure of how good 

the algorithm has learned. It can be determined 

using the following relation [6] 
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in which index P stands for positive feedback 

and N for negative feedback,  j and l are the 

number of times positive j, or no positive l 

feedback happened when the behavior was ac-

tive. The reliability ranges between zero and 

one, where one represents a high reliability.  

Additionally to the feedback and active 

states, all condition states are monitored with 

the received feedback when the behavior was 

active to define a preset of conditions influenc-

ing the outcome of the activated behavior. For 

each condition monitored by the behavior a set 

of data is recorded for positive feedback, illus-

trated in Table 2, and analogue for negative 

feedback [6]. 

 

Table 2: Condition monitoring [6]. 

 Condition on Condition off 

Positive 

feedback 
n o 

No positive 

feedback 
p q 

 

The correlation between the condition state 

and positive or negative feedback is calculated 

in the following way 

)()()()(
),(

pnonoqqp

opqn
onPCorr

+∗+∗+∗+

∗−∗
=

(2) 

Out of this correlation a set of predefined 

conditions for each behavior is calculated which 

influence the probability that a behavior be-

comes active. To ensure adaptiveness the states 

monitored are decayed with each learning step.  

At each time step the behaviors that are acti-

vated are selected probabilistically. The proba-

bility that a behavior is activated is composed of 

its relative relevance, its reliability and the sta-

tus of the learning process so far. Global param-

eters influencing the algorithm are  

 

- The strength of the correlation for condi-

tion to become precondition, 

- Number of time steps a condition is mon-

itored before it either becomes a precon-

dition or is dropped, 

- Aimed threshold for reliability, 

- Adaptiveness of the behaviors. 

 

These global parameters have to be adjusted 

for each task manually. 

3.2 Adaption of the algorithm 

The basic principles of the behavior based 

algorithm described can be used for the mission 

of three-dimensional visualization if the condi-

tions, behaviors and feedback are selected ap-

propriately. For the first tests the relevance of 

the behaviors was excluded for the probability 

calculation since it was assumed, that all im-

plemented and possible behaviors were relevant 

for positive feedback. 

In contrast to the behaviors being relevant for 

the feedback it was also assumed that not all 

conditions are relevant for all behaviors. There-

fore different types of conditions were intro-

duced. For each behavior it was asserted whe-

ther a condition is a hard preset (has to be on or 

off for the behavior to become active), should 

be learned or is irrelevant for the behavior and 

therefore should not be monitored and learned. 

This distinction also allowed introducing multi-

ple conditions without increasing computational 

time significantly. 

Another important change necessary is the 

consideration of delays in feedback. Especially 

for path changing behaviors the effect of the be-

haviors can only be measured several time steps 

later. To include this, a delay between the feed-

back and the conditions monitored was mod-

eled. First a fixed delay of i time steps was con-
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sidered linking the feedback from time step tk to 

the conditions in time step tk-i. In a later step, to 

account for changes in the delay, for example 

due to flight velocity and distance to an area 

where positive feedback arises, the delay shall 

be calculated variably, linking it to relevant fac-

tors.  

Another way to deal with small fluctuations 

of delay was investigated by averaging the con-

ditions. Assuming that the correct delay be-

tween an action and its outcome lies within a 

and b time steps, where b>a, the correlation be-

tween feedback, active behavior and condition 

is calculated using a mean value of the condi-

tion states when the behavior was active within 

the interval [a,b]using the relation given in 

Eq. (3).  

kn
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where d is the decay factor, #A the number of 

active states within the interval [a,b], FB
+
, A 

and C logical indicators for positive feedback, 

whether the behavior was active and whether 

the condition was on at a certain time step tk.  

3.3 Simulated cases 

For an initial analysis a circular flight path 

around a known area or building was assumed. 

The simulation and further assumptions are de-

scribed in more detail in the following section.  

Different behavior, feedback and condition 

sets were selected to investigate the practicabil-

ity of the described algorithm. Behaviors inves-

tigated include a change in radius to increase or 

decrease the distance towards the target, and a 

change in height. Additional behaviors such as 

taking a picture and transferring it will be con-

sidered in a following step. Different condition 

sets were investigated including the distance 

towards the target and whether a not yet record-

ed area above, below or straight ahead domi-

nates.  

Two different feedback methods were im-

plemented. The first gave positive feedback 

when the distance towards the target improved. 

This feedback almost represents a normal con-

trol loop since it is directly linked to the ob-

served conditions and possible behaviors. In a 

second feedback method positive feedback is 

given when not yet recorded areas are observed. 

Negative feedback is given when no new areas 

are detected for the first time after a period of 

positive feedback. In the case that for a long 

time no new areas are detected no feedback is 

given. This avoids giving negative feedback 

when the UAV actually moves towards not yet 

recorded areas, but hasn’t reached them yet.  

4 Simulation and Validation 

In this section the simulation and then three 

validation scenarios are described. 

4.1 Simulation 

The simulation used models basic flight me-

chanics of the UAV, its payload and the sur-

rounding area. The flight mechanics modeled 

include a maximum forward velocity, a correla-

tion between attitude and acceleration and a 

maximum climb rate. As a payload of the UAV 

a camera is simulated. The camera position and 

attitude within the UAV is fixed. Out of the 

UAV position and attitude as well as the camer-

as field of view a field of vision can be calculat-

ed. The object to be observed is modeled as a 

hemisphere. Future research will include differ-

ent object geometries as well. A distance and 

angle within which suitable pictures can be tak-

en is set within the simulation. During runtime, 

if the camera observes unseen areas of the ob-

ject these areas are marked for visualization and 

stored globally. In a simplified visualization the 

position of the UAV, the object, field of vision 

of the camera and observed/not observed areas 

are shown. Figure 1 illustrates a setup with one 

UAV, its attitude and position is marked by the 

cross, its field of vision and a nearly completely 

unobserved object. 

4.2 Validation using distance controlling 

For a first validation only one UAV and its 

distance towards the object was controlled by 

the learning algorithm. 
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Fig. 1 Visualization of the used simulation. 

The height of the UAV was increased con-

tinually to ensure a complete observation of the 

target. Two behaviors were implemented, one to 

increase the distance towards the target and one 

to decrease the distance. To ensure that the be-

haviors are not carried out simultaneously two 

conditions representing the state of each behav-

ior were included. These conditions were set as 

hard presets for the other behavior. Conditions 

monitored by the behaviors are the following: 

 

- Too far away 

- Too close 

- Undetected area straight ahead 

- Undetected area above outweighs below 

- Undetected area below outweighs above 

 

Depending on the validation scenario, either 

the first two or the last three conditions were in-

cluded in the learning algorithm. All conditions 

were included in the cases were a combination 

of the two feedback methods was analyzed.  

In this first validation only the distance feed-

back and the first two conditions with the re-

spective behavior was analyzed to validate the 

basic usability of the algorithm for the described 

use case. This scenario was also used to investi-

gate the influence of the in Section 3.1 de-

scribed global parameters. Figure 2 illustrates 

the distance for a robust setting of the parame-

ters. The learn steps indicate an update of the 

statistic data collected and are a multiple of the 

time step with which the simulation runs. Start-

ing from a distance close to the optimum dis-

tance, the UAV immediately learns to decrease 

its distance when it’s too far and increase when 

it is too near. The fluctuation seen in the dis-

tance is caused by the UAV to try behaviors 

even though the conditions do not match. In this 

case a robust set of parameters is depicted, 

which leads to small variations in contrast to the 

case depicted in Figure 5. 
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Fig. 2 Controlled distance for a robust setting. 

In addition to the first very robust set of pa-

rameters, a more adaptive set was implemented 

and tested by switching the behaviors and ob-

serving whether the UAV relearned the right 

condition correlation. The learning process is in 

the beginning similar to the process of the ro-

bust case. It is visualized in Figures 3 and 4 by 

the relation between active behavior and the re-

spective conditions. 
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Fig. 3 Correlation of the decreasing distance behavior 

with the conditions and adaption. 

On the y-axis the difference between positive 

and negative correlation for each condition is 

depicted. It has to be noted that the data is only 
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updated at times when the behavior is active. 

The actual behavior of the UAV in contrast to 

the learned behavior was switched after 1000 

learn steps. It can be seen that before this 

switch, the UAV learned to decrease its distance 

when the condition too far was true. After 

switching the behavior the algorithm adapted 

rapidly to the change. To ensure this the decay 

was increased in contrast to the first case and 

the probability for the UAV to try a behavior 

even though the learned conditions do not corre-

late with that behavior was increased as well. 

This led to a higher fluctuation around the opti-

mum distance, as depicted in Figure 5. 
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Fig. 4 Correlation of the increasing distance behavior 

with the conditions and adaption. 
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Fig. 5 Controlled distance for an adaptive setting. 

 

 

4.3 Validation using height control 

A second validation was completed using the 

height control as learning behavior. The before-

hand learned behavior for the distance was acti-

vated as well, using the learned conditions. As 

feedback the second method was used. For a 

first learning large parts of the target were 

marked as already seen, to achieve a height 

margin for the UAV to learn.  

Figure 6 depicts the flight path of the UAV 

during the learning process. The learned correla-

tion between the conditions and activating be-

havior are depicted in Figures 7 and 8.  

 

Fig. 6 Flight path for the height learning process.  
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Fig. 7 Correlation of the decreasing height behavior 

with the respective conditions. 

As can be seen both behaviors, increase 

height and decrease height, have a negative cor-

relation with the condition unobserved area 

ahead. This indicates that the UAV has learned 

to fly straight ahead as long as there are unob-

served areas. Furthermore each behavior corre-

lates positively with its respective condition. 
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This indicates that the learning algorithm has 

well adapted, since in this validation scenario 

the feedback is not directly related to the behav-

iors and conditions. 
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Fig. 8 Correlation of the increasing height behavior 

with the respective conditions. 

4.4 Applying learned behavior for multiple 

UAVs 

As last scenario described in this contribution 

a case where the learned height control and ra-

dius control are given to two UAVs recording a 

new obstacle is presented. Two cases were in-

vestigated. In the first case one UAV starts at 

the top, the other at the bottom. In the second 

case both start at the bottom only at different 

positions. The observed areas are stored global-

ly with the target, which represents the planned 

real mission scenario. 
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Fig. 9 Height of the two UAVs along their flight path 

around the object. 

Figure 9 illustrates the height of the two 

UAVs. It can be seen that each UAV observes 

its own height and recognizes the areas already 

observed/heights already covered by the other 

UAV. Figure 10 shows the position and field of 

view of the two UAVs applying the learned be-

haviors. The gaps in the area are covered by the 

two UAVs after reaching the top of the object. 

The size of the gaps and the climb rate of the 

UAVs can be tuned by tuning the parameters of 

the learning process. 

 

 

Fig. 10 Two UAVs applying learned behavior. 

5 Conclusions and future work 

The behavior based algorithm was success-

fully adapted for a three-dimensional visualiza-

tion mission. The simulated results show, that 

the parameters of the learning algorithm have to 

be carefully adjusted to each scenario. Without 

further adaption the risk of failure in unknown 

environment is too high to use this algorithm for 

inflight learning. For analysis of the correlation 

between the behavior and the state of the UAV, 

the target and completion of the mission, the al-

gorithm is well suited. Resulting from these cor-

relations predefined conditions for behaviors 

can be implemented and thus lead to a determin-

istic flight path planning. Within a simulation 

the predefined conditions can be applied to mul-

tiple UAVs and the consequent behavior can be 

determined. 

 The results of this study will be implement-

ed in the flight guidance system of AVIGLE. 

Further investigations in extending the learned 

conditions and behaviors are planned.  
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Abbreviations and Nomenclature 

AVIGLE EU and NRW funded research pro-

ject 

UAV Unmanned Aerial Vehicle 

SARSA State Action Reward State Action 

RGB Red Green Blue 

LTE Long Term Evolution 

WLAN Wireless Local Area Network 

  

#A Number of active states 

A Logical Indicator for active state 

C Logical Indicator for Condition on 

Corr Correlation 

FB
+ 

Logical indicator for positive feed-

back 

N Negative 

P Positive 

  

a Interval boundary 

b Interval boundary 

d Decay factor 

j Decayed counter for positive feed-

back with active behavior 

l Decayed counter for negative feed-

back with active behavior 

n Decayed counter for condition on 

and positive feedback 

o Decayed counter for condition off 

and positive feedback 

p Decayed counter for condition on 

and no positive feedback 

q Decayed counter for condition off 

and no positive feedback 

tk Time step 
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Abstract

Complete helicopter simulations gathered with the
ROSITA RANS solver are be presented and com-
pared to experimental measurements for two sig-
nificant flight conditions. The first condition refers
to high-speed, level flight, in which compressibil-
ity effects are important. The second condition
corresponds to low-speed, descent flight, in which
interactional aerodynamics plays a crucial role.
Discussion of results allows to underline the flow
physics and to better understand the measure-
ments. The agreement between computations and
experiments is rather good for the main rotor and
the front part of the fuselage, less satisfactory in
the turbulent wake region.

1 Introduction

The flow field past a complete helicopter config-
uration is three-dimensional, highly unsteady and
features a variety of complex physical phenomena,
like compressible flow with shocks at the advanc-
ing blade, separated flow in the hub region, com-
plex vortex wakes due to the main and tail ro-
tors. It represents a true challenge to prediction
methods, although the capabilities of CFD tools
to predict these complex features is being demon-

strated in recent years [1],[2],[3], even consider-
ing fluid-structure coupling [4],[5]. The numerical
methods still however need to be thoroughly vali-
dated for this class of flows and this calls for the
availability of a suitable experimental database.
One such important experimental database has
been generated during the EU project GOAHEAD
[6], [7], in which a complete helicopter model
was tested at the German-Dutch low speed wind
tunnel (DNW) in spring 2008 and which will be
used as a benchmark for CFD methods valida-
tion [8],[9]. In addition to the global aerodynamic
forces and moments, the GOAHEAD test cam-
paign included detailed steady and unsteady sur-
face pressure measurements on the helicopter and
tunnel walls, transition locations, inflow velocity
and turbulence kinetic energy profiles and PIV
measurements for a wide array of flight and rotor
loading conditions. As a contribution to the val-
idation of unsteady, Reynolds Averaged Navier–
Stokes (RANS) prediction methods, in this paper
numerical computations are presented and com-
pared to experimental measurements for two sig-
nificant flight conditions. The first condition refers
to high-speed, level flight, in which compressibil-
ity effects are expected to be important. The sec-
ond condition corresponds to low-speed, descent
flight, in which interactional aerodynamics plays
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a crucial role. The numerical results were ob-
tained via time-accurate solution of RANS equa-
tions in three dimensions using the finite volume,
block-structured, parallel solver ROSITA, devel-
oped at Politecnico di Milano [10],[11], which uses
the Chimera overlapping grid approach to intro-
duce the motion of the blades.

The paper is organized as follows: section 2
summarizes the main characteristic of the CFD
solver, while section 3 describes the examined con-
figuration and flow conditions and gives some de-
tails on the grids used. Numerical results are dis-
cussed and compared with experimental data in
section 4 and the conclusions of the study are re-
ported in the last section.

2 The flow solver ROSITA

The ROSITA flow solver [12] numerically inte-
grates the RANS equations, coupled with the one-
equation turbulence model of Spalart–Allmaras
[13], in systems of moving, overset, multi-block
grids (figure 1). The equations are discretized
in space by means of a cell-centred finite-volume
implementation of the Roe’s scheme [14]. Sec-
ond order accuracy is obtained through the use of
MUSCL extrapolation supplemented with a mod-
ified version of the Van Albada limiter introduced
by Venkatakrishnan [15]. The viscous terms are
computed by the application of the Gauss theo-
rem and using a cell-centred discretization scheme.
Time advancement is carried out with a dual-time
formulation [16], employing a 2nd order backward
differentiation formula to approximate the time
derivative and a fully unfactored implicit scheme
in pseudo-time. The generalized conjugate gradi-
ent (GCG), in conjunction with a block incom-
plete lower-upper preconditioner, is used to solve
the resulting linear system.

The connectivity between the (possibly mov-
ing) component grids is computed by means of
the Chimera technique. The approach adopted
in ROSITA is derived from that originally pro-
posed by Chesshire and Henshaw [17], with mod-
ifications to further improve robustness and per-
formance. The domain boundaries with solid wall
conditions are firstly identified and all points in
overlapping grids that fall close to these bound-
aries are marked as holes (seed points). Then, an

iterative algorithm identifies the donor and fringe
points and lets the hole points grow from the seeds
until they fill entirely the regions outside the com-
putational domain. To speed up the search of
donor points, oct-tree and ADT (alternating dig-
ital tree) data structures are employed. For inte-
gration of the aerodynamic forces on overlapping
surface grids (figure 2), the so-called “zipper-grid”
technique of Chan and Buning [18] is used. It
consists in eliminating the overlapped surface cells
and in filling the created gap with triangles; the
integration is then performed on the resulting hy-
brid mesh.

The ROSITA solver is fully capable of running
in parallel on computing clusters. The parallel
algorithm is based on the message passing pro-
gramming paradigm and the parallelization strat-
egy consists in distributing the grid blocks among
the available processors. Each grid block can be
automatically subdivided into smaller blocks by
the CFD solver to attain an optimal load balanc-
ing.

3 Numerical grids and flow con-

ditions

The computational model refers to the tested
GOAHEAD scaled model, featuring a 4.1m NH90
fuselage, ONERA 7AD main rotor, reduced scale
BO105 tail rotor, rotor hub and model support,
and includes the 8× 6m test section of the DNW
low-speed wind tunnel (fig. 3, where also the lo-
cation of pressure sensors is reported for later ref-
erence). Several multi-block grids were generated
around the different components of the configura-
tion (fuselage, rotor blades, etc.) to form a com-
plete Chimera system. The same grids were used
for all test cases, since the Chimera method allow
for any arbitrary orientation and relative motion
of the individual grids within the system, provided
sufficient overlap is assured. The dimensions of
the grids are given in table 1. The total number
of cells is about 27 million.

Two test cases were selected from the GOA-
HEAD database: TC2, which refers to a low-
speed, pitch-up condition, and TC6, which fea-
tures the largest speed among the measured con-
ditions. The corresponding angle of attack of the
fuselage and Mach numbers are reported in ta-
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Grid No. Blocks No. of Nodes (×106)

Fuselage 79 17.4
Main rotor blade (×4) 4 1.0
Tail rotor blade (×2) 6 0.5
Rotor hub 9 2.0
Strut 4 1.3
Wind tunnel 6 1.3

Total 126 27.0

Table 1: Grid dimensions

Fuselage Wind tunnel Main rotor Tail rotor
incidence Mach N. tip Mach N. tip Mach N

TC2 1.9 0.059 0.617 0.563

TC6 -1.0 0.280 0.617 0.563

Table 2: Flow conditions for the two cases considered

ble 2. Both the main and tail rotor blades have
been considered rigid, with prescribed kinematics
derived from measured data. The main rotor is ro-
tating clockwise when observed from above. The
upper vertical tail rotor blade is advancing and
the lower vertical blade is retreating.

The wind tunnel walls have been modelled
with inviscid boundary conditions, whereas the
fuselage, the strut, the main rotor and the tail ro-
tor where modelled through no-slip boundary con-
ditions. The time-accurate simulation was started
from an undisturbed free stream condition (i.e.
impulsive start) and four main rotor revolutions
have been performed using a constant azimuthal
step size ∆Ψ = 1◦. The number of pseudo-
iterations for each azimuthal step was equal to 50,
with CFL=4.0 for the mean flow and CFL=1.0 for
the Spalart–Allmaras equation. Calculations were
run on the Lagrange cluster at CILEA, using 240
processors; CPU time per revolution was 47 hours.

4 Discussion of results

The complexity of the flow field around the com-
plete helicopter can be appreciated from a quali-
tative visualization, using the Q-criterion [19], of
the rotor and hub wakes as shown in figure 4. In
the low-speed case TC2 the main rotor wake stays
close to the disk plane and merges to form a pair
of large trailing vortices. Also in the TC6 case,

given the low negative incidence of the fuselage,
the rotor wake is close to the blades, the main
differences being observed in the retreating blade
region, where the blade near wake is blown by the
forward speed on the blade itself. It has to be
noted that the turbulent hub wake extensively in-
teracts with the main rotor and the fuselage fins.

4.1 Rotor loads

We start the analysis of the local rotor loads from
the advancing blade range. Figures 5 and 6 show
the blade chordwise pressure distributions, cor-
rected for the rotation velocity, at two outboard
spanwise stations, respectively at r/R = 0.915
and r/R = 0.975, where compressibility effects
are to be expected. Quite obviously, compress-
ibility effects are limited for the TC2 case, being
the local tip Mach number (the free-stream Mach
number due to rotation and forward motion) equal
to 0.676. For case TC6 the local tip Mach num-
ber is as high as 0.897, but the parabolic leading
edge sweep at the blade tip reduces the influence
of compressibility. Some indication of the forma-
tion of a shock wave can be observed for TC6 at
Ψ = 90◦ and Ψ = 120◦. It is however not easy
to detect a clear trace of a shock from the surface
pressure distributions shown in figure 7.

The flow on the retreating blade range is dom-
inated by large angles of attack. Since the thrust
level of the considered cases is not very high, it
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does not seems from the pressure distribution of
figure 8 that flow separation occurs. Some exper-
imental data are not reliable in figure 8(b). Over-
all, the agreement between computed and exper-
imental distributions is fairly good along a com-
plete blade revolution for both test cases, suggest-
ing that the numerical methods are adequate for
rotor loads calculations.

4.2 Fuselage loads

A snapshot of the pressure distribution on the
fuselage symmetry axis at Ψ = 180◦, when two
of the blades are aligned with the centerline, is
shown in figure 9. A fairly good agreement be-
tween computations and experiments is observed
in the front part of the fuselage (the origin of the
X axis of the figure is at the fuselage nose), but
large discrepancies are found in the aft part of the
centerline, over the tail boom and on the vertical
fin leading edge, where the turbulent hub wake
impinges the fuselage. Time histories of pressure
in the front part of the fuselage (figures 10 and
11) confirm the quality of the simulations in this
region. There is a strong influence of the blade
passage for both test cases, with a dominating
4/rev frequency. In addition, the averaged val-
ues of pressure are higher at sensor A12 on the
advancing blade side than at sensor A13 (figure
11). From experiments in the TC2 case, the sen-
sor A06, located closer to the fuselage nose, fea-
tures high frequency oscillations that suggest the
effect of flow separation or vibration of the model;
the latter is not reproduced by the computations.
Unfortunately the scale of the plots are different
for the two test cases; it has to be noticed that
pressure oscillations are quite larger for TC2 case
than for TC6, showing a stronger rotor wake in-
teraction and unsteadiness of the flow.

Finally we present in figure 12 the pressure dis-
tribution on an outboard section of the horizon-
tal fin (section V3 in figure 3). The distributions
are quite different in the two flow conditions, due
to the different aircraft attitude. The agreement
between experiments and computations is rather
good in both cases, notwithstanding that for TC6
the numerical results somewhat fail to reproduce
the correct variation of the peak pressure with az-
imuth.

5 Conclusions

Simulations of two test cases from the GOAHEAD
database, the low-speed TC2 and the high-speed
TC6, are presented and compared with experi-
mental data. The analysis of the achieved results,
although still limited, yield a better understanding
of the physics of the flow field around a complete
helicopter in different operating conditions and
allows for a deeper interpretation of the measure-
ments. The agreement between computations and
experiments is rather good for the main rotor and
the front part of the fuselage, less satisfactory in
the turbulent wake region. Taking into account
that the present simulations cannot be considered
fully resolved in space, the level of agreement that
has been reached can be judged satisfactory for
engineering purposes.
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Figure 1: Chimera overset grid system

Figure 2: Overlapped surface grids (left) and hybrid surface mesh with zipper grid (right).

(a) Model dimensions (b) Sensor locations

Figure 3: Complete helicopter model dimensions and location of some selected pressure sensors.
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(a) TC2 (b) TC6

Figure 4: Visualization of the flow field with Q-criterion for the two cases.

(a) TC2

(b) TC6

Figure 5: Advancing blade chordwise pressure distributions at r/R = 0.915.
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(a) TC2

(b) TC6

Figure 6: Advancing blade chordwise pressure distributions at r/R = 0.975.

(a) Advancing blade range (b) Ψ = 90◦

Figure 7: Pressure distribution on the blade upper surface for TC6 case.

301



(a) TC2

(b) TC6

Figure 8: Retreating blade chordwise pressure distributions at r/R = 0.825.

(a) TC2 (b) TC6

Figure 9: Pressure distribution on fuselage symmetry plane at Ψ = 180◦.
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(a) TC2

(b) TC6

Figure 10: Unsteady pressure signals on fuselage symmetry plane.

(a) TC2

(b) TC6

Figure 11: Unsteady pressure signals on front part of the fuselage.
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(a) TC2

(b) TC6

Figure 12: Pressure distribution on the horizontal tail plane.
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Abstract  

The RASAT satellite is the first Earth 
observation micro-satellite designed and 
manufactured in TURKEY, which had being 
developed by TÜBİTAK Space Technologies 
Research Institute.  

The main aim this study was to build a 
finite element model of the RASAT satellite, 
make fundamental dynamic analyses like modal 
analysis, and then by using the results obtained 
from modal analysis, carrying out a stress 
analysis on the satellite structure. 

By the structural stress analysis, the 
margins of safety of the satellite structure and 
components were determined in order to see 
whether the structural components of the 
RASAT satellite can withstand the vibration 
induced launch loads or not. All the critical 
results were to be tabulated. 

The results will show whether the structural 
design verification regarding the reliability of 
the structure for the desired mission has been 
successfully completed or not. 

 

1 Introduction  

Micro satellites have a great importance in 
the satellite industry and several developing 
countries deal with micro satellite design and 
production. Turkey is one of these countries by 
conducting new satellite projects. RASAT 
project is the first, completed micro-satellite 
project, which had being developed and 
manufactured by TÜBİTAK Space 
Technologies Research Institute.  It was 
successfully launched on August 2011 and is 
operating in orbit. 

Satellites are composed of many sub-
systems like structural, thermal, power, altitude 
determination and control, etc. Structural sub-
system must be considered as one of the most 
important sub-systems because it is simply the 
skeleton of the whole satellite. During the 
launch phase, the satellite, especially and 
normally its structural subsystem will be 
exposed to extremely high dynamic conditions. 
In order to see whether the satellite will survive 
and keep its functionality, satellite structures are 
being analyzed in design stage and ground 
tested after production stage. 

When designing the satellite structures, 
couple of analyses is carried out on the finite 
element model and the dynamic behaviors and 
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corresponding structural responses of the 
satellite are obtained. Finite element stress 
analysis is one of these design-time analyses 
and used in conclusion on whether the satellite 
structure design is satisfactory or not. 

This study covers the stress analysis of the 
RASAT satellite structure on which several 
types of vibration loads are going to be applied 
from the beginning of the launching action until 
the beginning of the first launch separation 
during the orbit landing operation.  

First of all, after setting up the finite 
element model, a modal analysis was conducted 
for the RASAT structure to identify the natural 
frequencies of the structure while it is attached 
to the launch vehicle adapter during launch. 
After taking the results of modal analysis, they 
were used to perform structural stress analysis 
for the RASAT with some special calculations. 

For structural stress analysis, quasi-static 
load factors and random vibration load factors 
were used. Then they were used to calculate 
load cases. The load cases were applied to the 
finite element model of the RASAT in a static 
case. After applying each load cases, the results 
of loads were identified and most important 
ones were used to see the margin of safety of 
the satellite structure. By the structural stress 
analysis, the margins of safety of the structure 
were determined in order to see whether the 
structural components of the RASAT can 
withstand the vibration induced launch loads or 
not.  

This study had been performed by both 
TÜBİTAK Space Technologies Research 
Institute and Mechanical Engineering 
Department of Middle East Technical 
University, and supported by RASAT Satellite 
Development Project, financed by DPT (State 
Planning Organization of Turkey) under grant 
contract no 2007K120030. 

2 Structural Specifications of the RASAT 
Satellite 

The RASAT satellite has a dimension of 730 
mm x 730 mm x 554 mm with a cubic shape. 
The main structural design of the RASAT is 
based on a module-stack frame type. There is a 

main module-stack which is composed of 
several micro trays. On both sides of the stack 
there are stiffened facing plates. The one that 
looks through the earth on orbit is called as 
“Earth Facing Facet (EFF)” and the other one 
that looks through the outer space is called as 
“Space Facing Facet (SFF)“. The EFF is 
connected to the stack from the bottom on 
which there is a stiffened module (called as 
BCR). The SFF is connected to the main stack 
by means of some stiffened panels, which are 
called as “Shear Panels”. Lastly the solar panels 
are mounted between SFF and EFF. All the 
primary structure of the RASAT is formed as 
above. In Fig. 1, the main module-stack, the 
space facing facet, the earth facing facet, the 
shear panels and the solar panels are shown as 
an exploded view. 
 

 
Fig. 1. Exploded View of the RASAT Structure 

 
Therefore, by mounting all the primary 

structural elements (SFF, EFF, shear panels), 
the main module-stack, the nano stacks, their 
modules, solar panels, and the other electronic 
components like antennas,  the overall design of 
the RASAT is completed as shown in Fig. 2. 
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Fig. 2. General 3-D view of the RASAT Satellite 

3 Finite Element Model 

The finite element model of the RASAT was 
formed by transferring the CAD solid model 
from CAD software to the finite element 
software. Almost all of the parts which have 
structural importance were included in the finite 
element model. After transferring the part 
models, they were prepared to make the 
required analyses. 

First of all, all the parts were assembled in 
the FEA software as in the CAD assembly. All 
the locations, placements and constraints were 
done according to the real case. The next step 
was to mesh the assembly. While meshing, the 
assembly was not meshed as a whole body since 
the parts forming the assembly do not have the 
same structure and similar geometry. For 
instance some parts were in the solid structure 
and some were in the shell structure. So, all the 
parts were meshed independently. While 
meshing, firstly, lower number of elements was 
selected according to the size of the component 
being meshed. Then, the number of elements 
was increased in order to obtain the results so 
that two successive results should have a 
relative error of 10%. Finally, the RASAT 
assembly model was meshed to perform 
analyses as shown in Fig. 3 and Fig. 5. The 

coordinate axes were chosen consistent with 
those used in mass calculations.  

After meshing all the parts and assigning all 
the corresponding material properties, the next 
step was defining the boundary conditions in 
order to carry out the analysis. Since, the 
satellite is attached to the launch vehicle from 
its separation adapter, normally; the boundary 
condition is going to be the four connection 
holes of the separation adapter on the launch 
vehicle side. Boundary conditions consisted of 
nodes on the bottom flange of the separation 
system were being constrained in all degrees of 
freedom. These constraints were applied at four 
equally spaced angular locations around the 
separation system, corresponding to the actual 
bolted connections to the launch vehicle, as 
shown in Fig. 4. 

 

 
Fig. 3. Finite Element Model of the RASAT 

 

 
Fig. 4. Boundary Conditions of Finite Element Model 
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Fig. 5. Inner View of Finite Element Model 

 
The parameters of the finite element model are 
as follow: 

• The total number of elements: 213577 
• The total number of nodes: 97268 

 
Various materials were used in the structural 

parts of the whole satellite. Generally aluminum 
alloys were selected due to their easy provision, 
easy machining, good strength/weight ratio and 
good thermal properties. Most of the structural 
elements like SFF, EFF, shear panels, module 
boxes, and brackets were made of aluminum 
alloys. In addition to aluminum alloys, titanium 
was selected for tie-bars due to its good strength 
and mass properties. The isotropic materials 
used in the RASAT were listed in     Table 1.  

Other than the isotropic materials, there are 
some materials having orthotropic properties. 
For instance, the structure used for the core of 
the solar panels is honeycomb. The honeycomb 
core material has a 3-D orthotropic property as 
listed in Table 2. Similarly, the skin material for 
the solar panels is Carbon Fiber Reinforced 
Plastic (CFRP). Since these skins were modeled 
as shell elements, a 2-D orthotropic material 
property was used as listed in Table 3. 

 
 
 

Table 1. Isotropic materials used in the model with   
ref [1] 

Material MoE 
[GPa] 

Poisson’s 
Ratio 

Density 
[kg/m3] 

UTS 
[Mpa] 

Al  
5050 68.9 0.33 2.69 172 

Al  
6061-T6 68.9 0.33 2.70 310 

Al  
7075-T6 71.7 0.33 2.81 572 

SS 416 200 0.33 7.80 760 
Ti6Al4V 113.8 0.342 4.43 950 
PEEK 
450G 3.5 0.40 1.30 97 

 
Table 2. Honeycomb core material properties (3-D 

orthotropic) with ref [1] 

Property Value 
Moduli of 
Elasticity 
[MPa] 

E11 0.264 
E22 0.264 
E33 1034 

Poisson’s 
Ratios 

ν12 0.40 
ν23 - 
ν31 - 

Shear Moduli 
[MPa] 

G12 1 
G23 214 
G31 214 

Density 
[kg/m3] 0.0190 

 
Table 3. CFRP-M18/45%/193P/AS-4-3K material 

properties (2-D orthotropic) with ref [2] 

Property Value 

E11 [GPa] 101.92 

E22 [GPa] 101.92 

ν12 0.30 

G12 [GPa] 3 

Density [kg/m3] 1.4349 
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4 Finite Element Stress Analysis 

4.1 Design Load Factors 

The most important and effective load 
conditions for performing stress analysis are 
launching loads. Launching loads differ as 
relative to the launching system. In a few 
minutes, when the engines of the launching 
system run, the satellite is exposed to extremely 
high dynamic loads. 

The launch environment is generally the 
main satellite structural design driver. While 
designing and analyzing, a set of loads are 
defined for the structure in order to be sustained. 
These are called design load factors and 
generally expressed in terms of equivalent 
accelerations, in other words in g’s. 

There are two different types of design load 
factors: 

• Quasi-static load factor (QSLF) 
• Random vibration load factor (RVLF) 

 
The relative timing of the quasi-static and 

random vibration environments is unique for 
each launch vehicle, but simultaneous 
occurrence of maximum low frequency quasi-
static and maximum random vibration load is 
not so probable. Therefore, a root-sum-square 
(RSS) approach is suitable for combining the 
maximum low frequency and maximum random 
vibration loads for the liftoff flight event. When 
the low frequency quasi-static and random 
vibration environments are specified in a time 
correlated manner, a time consistent approach is 
also acceptable for combining the low 
frequency quasi-static loads and the random 
vibration loads. 

When an RSS approach to defining 
component loads is utilized, the maximum low 
frequency and maximum random vibration load 
factor are root sum squared. The root sum 
squared values are then applied in all axes 
simultaneously. When the load combination is 
directly applied to member loads, the maximum 
random vibration and low frequency member 
forces are root sum squared. 

Because quasi-static and transient events 
have positive and negative load factors, all 

possible combinations must be considered when 
combined with respective random vibration 
loads. Table 4 describes how the random 
vibration loads are superimposed, one axis at a 
time, with quasi-static and transient loads. The 
impacts of other loads, such as acoustic, 
thermal, and misalignment, shall also be 
considered where applicable. Resulting design 
load factors for each axis can be calculated and 
applied simultaneously in a stress analysis. 
 

Table 4. Combination of Load Factors 

Load 
Case 

X-Axis Y-Axis Z-Axis 

LC  

1 to 8 

± ((QSLFx)2 

+ 

(RVLFx)2)1/2 

± QSLFy ± QSLFz 

LC  

9 to 16 
± QSLFx 

± ((QSLFy)2 

+ 

(RVLFy)2)1/2 

± QSLFz 

LC  

17 to 24 
± QSLFx ± QSLFy 

± ((QSLFz)2 

+ 

(RVLFz)2)1/2 

4.2 Random Vibration Load Factor 

The Random Vibration Load Factors 
(RVLF) acting on a spacecraft structure results 
from the resonant structural response of the 
equipment to random vibration environments 
(input from rocket engines mechanically and 
acoustically induced vibrations) during launch. 
Therefore, random vibration load factors shall 
be combined with low frequency load factors 
and other loads which apply during the launch 
phase of flight operations. Also, the RVLF’s do 
not apply to large mass items since they will not 
respond to random vibrations (at frequencies 
significantly above those included in the low 
frequency load factor range).  
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Specific RVLF’s for satellite structures 
may be calculated using the following 
procedure: 

A. By calculation or from the modal 
analysis, the first system natural frequency, (fn), 
in each axis is determined. 

B. The resonant amplification factor, (Q), 
(equal to 1/2x, where x is the structural damping 
coefficient) is determined. This factor is taken 
from test data, if available. In the other hand, 10 
is used if no data is available, which is general 
amplification factor for spacecraft applications. 

C. Using the natural frequency, fn 
calculated in step A, the applicable acceleration 
Power Spectral Density (PSDn in g2/Hz) 
corresponding to the natural frequency fn can be 
determined. If fn falls on a sloped portion of the 
curve, PSDn can be interpolated using the 
following relationship: 

 
0.3322

1 1( / )= s
n nPSD PSD f f              (1) 

                                         
Where: 
PSDn: PSD value which corresponds to fn 
PSD1: PSD value corresponding to f1 
s: The slope of the PSD function (dB per 
octave) 
f1: Lowest frequency given for the portion of the 
PSD table being interpolated 
fn: Natural frequency of system in the direction 
in which the load factor is being calculated. 
 

D.  The peak RVLF in each axis is 
determined using the Miles’ relationship: 

 
3 ( / 2)= n nRVLF Qf PSDπ               (2) 

                                             
The factor of three in each of the above 

equations is a statistical factor applied because 
the load factors calculated from the power 
spectral density curves are standard deviation 
amplitude for random vibrations, and design 
shall be based upon three standard deviations. In 
other words, the results obtained are the RMS 
stress values. But these values cannot be used in 
stress analysis due to they just give 1 sigma, or 
68.3% certainty. In order to be on the safe side, 

we have to increase this certainty value and find 
the effective stress values. 

The simplest and most effective way of 
converting these RMS stress values to the 
effective stress values is to multiply the RMS 
values by a greater sigma value. This sigma 
value is selected according the application type 
on which the analyzed components are being 
used. Generally for spacecrafts, sigma value is 
chosen as 3, in order to estimate with 99.737% 
certainty [3]. 

For the given PSD spectrum, the RVLF is 
calculated for each resonant frequency. In this 
case, in order to find the overall RVLF for the 
whole spectrum, each RVLF is multiplied by 
the effective mass of the corresponding 
frequency and the multiplication is divided by 
the overall mass. So, by this procedure, the mass 
weighted RVLF (i.e. RVLFMW) for each 
frequency is determined with the following 
formula: 

                
⋅

= i i
MW

RVLF EFFMRVLF
M               (3)  

                
Finally, for every direction the RVLF is 

calculated with the relation of RSS: 
                

2
( , , )

1

( )= ∑
n

x y z MWRVLF RVLF
            (4)                 

 
Table 5. Spectral Density of Vibro-accelerations at 

SC/LV Interface with ref [4] 

Frequency  
sub-band [Hz] 

Power Spectral 
Density [g2/Hz] 

20 to 40 0.007 
40 to 80 0.007 

80 to 160 0.007-0.022 
160 to 320 0.022-0.035 
320 to 640 0.035 

640 to 1280 0.035-0.017 
1280 to 2000 0.017-0.005 

Root Mean Square 
Value, σ [g] 6.5 

Duration [sec] 35 
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For RASAT, the random vibration levels 
were given in Table 5 in order to calculate the 
RVLF’s. After making the calculations using 
the above relations, the RVLF’s of the RASAT 
for all three axes are presented in Table 6. 
 

Table 6. Random Vibration Load Factors 

Random Vibration 
Load Factor 

Value [g] 

RVLFx 6.17 
RVLFy 6.29 
RVLFz 14.24 

 
All the RVLF’s found were combined with 

the quasi-static load factors as shown in red in 
Table 7 and the load combination table was 
determined. In Table 8, all these 24 load cases 
are presented. 

 
Table 7. Maximum Quasi-static and Dynamic 
Accelerations at SC/LV Interface with ref [4] 

 Acceleration 

[g] 

Acceleration 

[g] 

Load Source 
Longitudinal 

(X) 
Lateral (Y, Z) 

LV movement 
inside TLC 2.5±0.7 ±0.3 
After LV exit 
from TLC ±1.0 ±0.8 

1st stage burn  
Maximum 
dynamic head 3.0±0.5 0.5±0.5 

Maximum 
longitudinal 
acceleration 

7.5±0.5 0.1±0.5 

2nd stage 
burn – 
maximum 
longitudinal 
acceleration 

7.8±0.5 0.2 

3rd stage burn -0.3...-0.5 0.25 

4.3 Load Cases and Stress Analyses 

In order to calculate the equivalent stresses 
occurred on the structure during launching, all 
these load combinations were applied on the 
satellite model and the most effective one is 

going to be selected for the strength case. In this 
case there were 24 load cases. All these 24 load 
cases were applied on the finite element model 
of the RASAT respectively. In other words all 
the margins of safety for each case were 
determined and the smallest margin of safety for 
the satellite was obtained.  

The formulas used in calculating yield and 
ultimate margin of safety were given below as 
Formula (5) and (6) [5]. 

                

max

( 1)
σ

= −
⋅

yield
y VonMises

yield

MOS
SF Stress          (5)                 

                

max

( 1)
σ

= −
⋅

yield
u VonMises

yield

MOS
SF Stress          (6)                 

 
Table 8. Load Cases of the RASAT Stress Analysis 

LOAD 
CASE 

X [g] Y [g] Z [g] 

LC 1 10,342 1 1 
LC 2 10,342 1 -1 
LC 3 10,342 -1 1 
LC 4 -10,342 1 1 
LC 5 10,342 -1 -1 
LC 6 -10,342 1 -1 
LC 7 -10,342 -1 1 
LC 8 -10,342 -1 -1 
LC 9 8,3 6,369 1 

LC 10 8,3 6,369 -1 
LC 11 8,3 -6,369 1 
LC 12 -8,3 6,369 1 
LC 13 8,3 -6,369 -1 
LC 14 -8,3 6,369 -1 
LC 15 -8,3 -6,369 1 
LC 16 -8,3 -6,369 -1 
LC 17 8,3 1 14,275 
LC 18 8,3 1 -14,275 
LC 19 8,3 -1 14,275 
LC 20 -8,3 1 14,275 
LC 21 8,3 -1 -14,275 
LC 22 -8,3 1 -14,275 
LC 23 -8,3 -1 14,275 
LC 24 -8,3 -1 -14,275 
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In calculations, the yield safety factor was 
chosen as 1.25 and the ultimate safety factor 
was chosen as 1.4. These values were taken for 
metallic structures from Table-1 of ref [6]. 

It is known that to pass for the stress 
analysis, the required safety margins are:  
 

MoSy > 0 and MoSu > 0                (7) 
 
It was observed after the analyses that all 

the yield and ultimate margins of safety were all 
positive. The most critical three load cases were 
tabulated in Table 9. So, the stress analysis has 
been finished with satisfactory results. 

 
Table 9. Chosen critical Results of Stress Analysis 
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From Fig. 6 to Fig. 8, the Von Mises stress 

contour plots were represented in order to show 
the maximum stress nodes and locations. In 
some cases, the maximum stress locations are 
the same. The maximum stress locations are 

generally on the rear left e-flexure of the main 
camera optics structure. But when the 
corresponding material properties are 
considered, all these components left on the safe 
side. 

 

 

Fig. 6. Von Mises Stress contours of LC 1 

 

 

Fig. 7. Von Mises Stress contours of LC 9 

 

 

Fig. 8. Von Mises Stress contours of LC 17 
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5 Conclusion 

It was determined that all the 24 load cases 
have positive safety margins. This means that 
after the stress analysis the resulting stress 
values were on the safe side. So, the satellite 
and its components satisfy the requirements on 
stress analysis.  

But, although all the margins of safety 
obtained from the stress analysis were positive, 
their values were a little greater than the 
optimum ones. Actually, safety margins were 
accepted as optimum if they are between 0 and 
0.5, and not efficient if they are greater than 1.5 
[7]. So, the stress analysis of RASAT can be 
considered so that the RASAT structural design 
was not satisfactorily efficient since the 
minimum margin of safety found was 3.55, 
which is much greater than the optimum 
interval. Therefore, some design improvements 
should have been made in order to get a more 
efficient structural design. 
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Abstract  

This study is designed to estimate droplet 
evaporation rate and the spray penetration of 
bio-fuels in an attempt to predict
completeness using equations related to droplet 
motion, energy, and boiling mass transfer 
obtained from FLUENT. Variation of f
properties such as density, vapour pressure, 
specific heat capacity, diffusivity, and lat
heat of vaporisation with temperature, 
necessary in accommodating these equations. 
Fuels considered in this study 
Rapeseed Methyl Ester (RME), 
Bio-Synthetic Paraffinic Kerosine (JSPK). 
Additionally, a blended fuel comprising 50% 
JSPK and 50% Jet-A (B50), as considered in 
some recent flight tests, is also examined.
is observed to evaporate slowest
smallest vapour pressure resulting in the 
longest length of spray penetratio
ethanol evaporates fastest due to its
volatility. Investigation of B50 
increase the evaporation rate and spray 
penetration length compared with pure JSPK.
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designed to estimate droplet 
spray penetration of 

predict combustion 
equations related to droplet 

motion, energy, and boiling mass transfer 
Variation of fuel 

properties such as density, vapour pressure, 
specific heat capacity, diffusivity, and latent 

with temperature, are 
these equations. 

Fuels considered in this study are Ethanol, 
 and Jatropha 

etic Paraffinic Kerosine (JSPK). 
Additionally, a blended fuel comprising 50% 

(B50), as considered in 
also examined. RME 

to evaporate slowest owing to its 
smallest vapour pressure resulting in the 
longest length of spray penetration, whilst 
ethanol evaporates fastest due to its high 

B50 has found to 
evaporation rate and spray 

penetration length compared with pure JSPK. 

1 Introduction 

Major challenges society 
include increases in pollutant emissions and 
rising oil demand, which consequently increases 
fuel prices. An improvement in energy 
efficiency has been suggested to help minimise
both of these problems. 
fuels in aircraft engine is considered 
of the options available 
efficiency instead of improving aircraft design 
and changing aircraft 
Although alternative fuels are abl
quantities of emissions polluting 
atmosphere, utilising such
not easy owing to their poor properties
are not fully attuned to the combustion 
conditions of gas turbine jet engines. In an 
attempt to establish a
supplement or even replacement to conventional 
fuel, a number of studies and several flight tests 
had been conducted, which
fuels derived from biomass have
be utilised in aircraft engines
only be used as blended fuel [3]. The capability
of bio-fuels in reducing emissions 
considered through a number of studies which 
have shown that the quantity of 
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Major challenges society is facing today 
include increases in pollutant emissions and 

which consequently increases 
. An improvement in energy 

een suggested to help minimise 
these problems. Utilising alternative 

fuels in aircraft engine is considered to be one 
available for improving energy 

efficiency instead of improving aircraft design 
and changing aircraft operations [1, 2]. 

fuels are able to reduce the 
quantities of emissions polluting the 

such fuels in aviation is 
their poor properties, which 

are not fully attuned to the combustion 
conditions of gas turbine jet engines. In an 

an ideal candidate for 
supplement or even replacement to conventional 
fuel, a number of studies and several flight tests 

, which have shown that 
fuels derived from biomass have the potential to 

ed in aircraft engines, although they can 
blended fuel [3]. The capability 
reducing emissions has been 

through a number of studies which 
have shown that the quantity of nitrogen oxide 
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(NOx), carbon monoxide (CO) and soot was 
reduced.  
 Despite the fact that bio-fuels potentially can 
reduce the emissions of pollutants into the 
atmosphere, there is little knowledge concerning 
the effect of these fuels during the atomisation 
process, which consequently affects combustion 
performance and the formation of such 
pollutants. With this in mind, this study is 
conducted with the main objective to evaluate 
the effect of alternative fuels specifically, bio-
fuels and synthetic fuel on combustion 
performance, focusing on the evaporation rate 
and spray penetration. The combustion 
performance of bio-fuels and synthetic fuel has 
been investigated numerically using equations 
obtained from FLUENT with established 
essential of fuel properties. For comparison 
purposes, combustion performance of 
conventional jet fuel (kerosine) has also been 
evaluated.  

2 Bio-fuels challenges 

Rapid progression in alternative fuels studies 
has been encouraged by a desire to reduce 
dependency on petroleum based fuel such as 
Jet-A and Jet-A1, in civil aviation, both of 
which have been known to have high energy 
content, stable properties, and to offer relatively 
high volumetric and gravimetric energy [4]. 

Although, bio-fuels could promise reductions 
in carbon footprint and provide great savings in 
carbon dioxide emissions, there nevertheless 
appear to be problems due to their sustainability 
and properties that could make bio-fuels 
inappropriate for aircraft engines. Besides low 
energy content, the tendency of the fuels to 
freeze at normal cruise temperature would 
require significant modification to the engine 
design.  For instance, alcohol-based fuels, such 
as ethanol and methanol, cannot be used in the 
case of commercial aircrafts because of their 
poor mass and volumetric heat of combustions; 
this will result in the aircraft requiring a larger 
wing to carry the fuel, causing increases in 
aircraft weight [3]. 

Vegetable oil is another example of bio-fuels 
with the potential to be used in gas turbine 
engines; however, owing to the high viscosity, 

serious problems in engines can be experienced, 
such as poor atomisation, incomplete 
combustion, and coking of fuel injectors.  

Biodiesel, on the other hand, has been found 
to have an improvement in viscosity, but due to 
poor freezing point (-20°C), thermal stability [3] 
and lower energy content in biodiesel (Low 
heating value, LHV = 36 – 39 MJ/kg) compared 
with conventional jet fuel (typical value is 42 
MJ/kg) [4], biodiesel is only allowed to be used 
as a blended fuel at a maximum of 20% [3]. 

Other options available for aviation purposes 
come from the process of the 
hydrotreating/hydroprocessing of fatty acids or 
fatty acid esters to produce synthetic paraffinic 
kerosine (SPK) type fuel (Bio-SPK). SPK fuel 
can also be produced via gasification from the 
Fischer-Tropsch (FT) synthesis process using 
coal, gas or biomass as feedstock. Both of these 
methods (Bio-SPK and FT-SPK) have a similar 
process, although the difference relies on the n-
paraffins product form at the end of the process.  
Notably, the Bio-SPK’s n-paraffins product 
usually has a much narrower carbon distribution 
than FT-SPK [5].  

The capability of Bio-SPK type of fuels 
derived from Jatropha, Camelina and Algae has 
been investigated, and several test flights have 
been performed to evaluate both engine 
performance and emissions [6]. The flight tests 
conducted have shown that Bio-SPK fuel is able 
to reduce aircraft fuel consumption and 
emissions, especially NOx and smoke. 
Unfortunately, however, the low density of this 
fuel (e.g. 749 kgm-3 for JSPK) is a constraint to 
meeting specific requirements for gas turbine jet 
fuel (density allowed is between                   
775–840 kgm-3); therefore, these fuels have to 
be blended with conventional jet engine fuel.  

3 General behaviour of vaporisation 
process and evaporation rate prediction 

The behaviour of a droplet during the 
vaporisation process and the estimation of 
evaporation rate generally can be described 
from d2 law, as shown in Fig. (1) and has been 
discussed in detail by Ghasemmi et al [7].  
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Fig. 1: Evaporation history of kerosine droplet [7] 

The process of evaporation comprises two 
regions. The first region represents non-linear 
behaviour and indicates the heat-up process (t0). 
In this region, droplets are heated-up, and 
thermally conducted and expanded from gas, 
resulting in increases in droplet diameter. As the 
droplet reaches its boiling temperature, the 
evaporation process starts and will control the 
changes in droplet size. This phenomenon is 
presented by the second region, where d2 law is 
valid. For the small size of the droplet, the heat-
up process can be neglected and is less 
important.  Therefore, d2 law (as expressed in 
eq. (1)) becomes significant to predict 
evaporation rate. However, for large liquid fuel 
droplets, t0 region is essential.  The evaporation 
rate for small droplets is predicted from eq. (1) 
below. 

tCdd v−= 2
0

2  (1) 

   where 0d  is initial droplet diameter and vC  is 
the evaporation coefficient. vC  is calculated 
from time derivative of droplet squared 
diameter (eq. 2) which can be extracted from the 
linear part of the evaporation history curve 
using least linear regression. The same method 
was also applied by Chin and Levebvre [13] 
who predict the evaporation rate from the 
correlation between d/d0

2 and t/d0
2. 

dt
dd

Cv
)( 2−=  (2) 

 

4 Materials and methods 

This work focuses on the effects of bio-fuels 
properties in the evaporation process and spray 
penetration as part of combustion performance. 
Bio-fuels, indicated in Table (1), are chosen and 
the effect of blend Bio-SPK fuel with kerosine 
is also investigated.  

  

Table 1: Molecular formula and composition of fuels 
chosen in this study 

Case Molecular 
Formula 

Fuel 
Composition 

Kerosine C12H23 100% 
RME C19H32O2 100% 
Ethanol C2H5OH 100% 
JSPK C12H26 * 100% 
B50 Kerosine 

JSPK 
50% 
50% 

* By assuming JSPK only comprises of carbon and 
hydrogen, molecular formula of JSPK is estimated from 
ratio of carbon to hydrogen in conjunction with average 
carbon number in Jet-A which in this study is considered 
as 12.   

 
In assessing the effect of bio-fuels on 

evaporation time, equations related to mass, 
momentum and energy exchange between 
droplet and air from FLUENT are used. Most of 
the content in this section are based on, and 
further detailed explanations can be found in the 
FLUENT User’s Guide [8]. 

FLUENT predicts droplet trajectory by 
integrating drag force, gravitational force, and 
additional forces applied on a droplet. 
Additional forces will usually include those 
forces which are necessary to accelerating the 
fluid surrounding the particle, but are not very 
important. Accordingly, this study focuses only 
on the particle’s drag; therefore, the second and 
third parts of right-hand side of the eq. (22.2-1) 
in FLUENT is neglected.  

Thus, the new equation for predicting the 
motion of the particle is as below: 

( )p
pD

pp

p VV
C

ddt

dV
−= ∞24

18
2

Re

ρ
µ  (3) 

where µ is molecular viscosity of air     
(kgm-1s-1), pρ is density of the particle (kgm-3), 

pd is particle diameter (µm), DC  is drag 
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coefficient, ∞V and pV are velocity of air and 
velocity of particle respectively (ms-1). 
Reynolds number in eq. (3), pRe  is defined as  

µ

ρ ∞−
=

VVd pp
pRe

 

(4) 

where ρ  is density of air (kgm-3). Drag 
coefficient, DC  in eq. (3) was taken from Morsi 
and Alexander, [9] as 

2
32

1
pp

D
aa

aC
ReRe

++=
 

(5) 

in which a1, a2, and a3 are constants and 
varies with Reynolds number. 

For the condition where the temperature of 
the fuel’s droplet is less than the boiling 

temperature, a reduction in mass particle 
dt

dm p  

was calculated according to equation (6). 

ppi
p MWAN

dt

dm
−=

 

(6) 

where pA  is particle area (m2), pMW  is 

molecular weight of the particle (kg). iN , is the 
molar flux of droplet’s vapour, which 
corresponds to the difference in vapour 
concentration between droplet surface and bulk 
gas.  

( )∞−= ,, isici CCkN  (7) 

ck is mass transfer coefficient (ms-1), siC , and 

∞,iC are vapour concentration at droplet surface 
(kgmolm-3) and vapour concentration of vapour 
gas (kgmolm-3) respectively.  

In order to calculate siC ,  , FLUENT assumes 
that the partial pressure of vapour at the 
interface is equal to the saturated vapour 
pressure at the particle droplet temperature. 

( )
p

psat
si RT

Tp
C =,

 

(8) 

satp is saturated vapour pressure of the 
particle (Pa) at a particle temperature, pT (K), R

is universal gas constant (287 Jkg-1K-1). ∞,iC  in 

eq. (7) is calculated from the transport equation 
of the gas. 

RT
p

XC ii =∞,
 

(9) 

where iX is local bulk fraction of species i , 
p and T are pressure (Pa) and temperature (K) 

of the gas respectively. Mass transfer 
coefficient, ck   in eq. (7), is calculated from 
Sherwood number correlation 

3
1

2
1

6002 Sc
D

dk
Sh p

mi

pc
AB Re..

,
+==

 

(10) 

miD , is diffusion coefficient of vapour 
pressure in the bulk (m2s-1) and Schimdt 
number, Sc  is calculated from equation below 

miD
Sc

,ρ
µ

=
 

(11) 

Finally, the changes in droplet temperature 

dt

dT p  are calculated from the heat balance, 

which is associated with the changes in sensible 
heat in the droplet and latent heat transfer 
between the droplet and the continuous phase. 
By assuming no radiation heat transfer takes 
place, and rearranging the eq. (22.9-25) from 
FLUENT, the droplet temperature is calculated 
using the equation below 

( )
pp

fg
p

ppp

Cm

h
dt

dm
TThA

dt

dT +−
=

 

(12) 

h  is convective heat transfer coefficient 
(Wm-2K-1), fgh is latent heat of vaporisation 

(Jkg-1) and pC is heat capacity of particle     
(Jkg-1K-1).  

All equations above are used in conjunction 
with established fuel properties obtained from 
literature. This numerical calculation has been 
conducted in pure air, at temperature of 1000K, 
and at a pressure of 1 atm. The droplet size 
produced from fuel injector is assumed to be 
20µm. The temperature of particle is also 
assumed to be the same for all the fuels which 
300K.  The droplet generated by the fuel 
injector is assumed to be a sphere owing to its 
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surface tension; however, this is not valid for 
diesel engine, as the fuel is injected at high 
pressure causes the droplet to have long 
ligament. This calculation is done in a time step 
of 10µs and stopped when droplet’s velocity is 
approaching zero.  

5 Results and discussion 

In this work, the effect of bio-fuels properties 
on combustor performance particularly 
evaporation rate and spray penetration are 
investigated numerically using ethanol, rapeseed 
methyl ester (RME), and bio-synthetic 
paraffinic kerosine type fuels derived from 
jatropha curcas (JSPK). Additionally, a blend of 
50% JSPK with 50% kerosine (B50) is also 
evaluated. Finally, the investigation on 
combustor performance from bio-fuels is 
compared with kerosine.    

5.1 Vaporisation general behaviour 

Evaporation history curve of Jet-A used in 
this study is presented in Fig. (2). Compared 
with Fig. (1), the evaporation curve obtained in 
this study is followed the evaporation curve 
from experimental work in Ghasemmi et al [7] 
apart from no increases in droplet diameter 
during heating-up region. This is consistent with 
the study by Frohn and Roth [10] (cited from 
[7]), which mentions that t0 region is neglected 
for the case of small size droplet. 
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Fig. 2: Evaporation curve of Jet-A 

The vaporisation curves of fuels chosen in 
this study are shown in Fig. (3) and Fig. (4) 

presented by the variation of normalised 
squared diameter with the normalised time. Fig. 
(4) shows the enlarged vaporisation curve for 
Jet-A, JSPK and B50.  
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Fig. 3: Comparison of evaporation curve for chosen 
fuels 
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Fig. 4: Comparison of evaporation curve for Jet-A, 

B50 and JSPK (enlarged) 
 

It can be seen from the Fig. (3) and Fig. (4), 
that the behaviour of all the fuels during the 
vaporisation process follows d2 law, with no 
increases in droplet diameter observed. 

5.2 Comparison in Fuels properties 

Comparisons between the properties of the 
selected fuels, which are required to 
accommodate the equations above, are 
presented in Fig. (5) - Fig. (8). Properties of Jet-
A, JSPK and B50 were obtained from Kinder 
[5]; properties of ethanol were obtained from 
Khasanshin [11], whilst properties of RME were 
obtained from Rochaya [12]. Properties of fuels 
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indicated in Table (1) are summarised in Table 
(2). 
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Fig. 5: Density of the Chosen Fuels 
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Fig. 6: Heat capacity of the Chosen Fuels 
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Fig. 7: Binary Diffusion Coefficient of Selected Fuels* 

*Binary diffusivity of fuels is estimated using an equation 
suggested in [18], which requires information of fuel’s 
molecular formulae to calculate fuel’s weight and fuel’s 
diffusion volume. Although binary diffusivity coefficient 
is using in this work, the effect of this property in 
evaporation rate and spray penetration however is not 
been investigated. 
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Fig. 8: Vapour pressure of the Selected Fuels 

 

Table 2: Summary of fuel's properties 

Fuels Density at 
15°C 

(kg/m3) 

Boiling 
temperature 

(°C) 

Enthalpy of 
vaporization 

(J/kg) 
Kerosine 775 - 840 191.7* 251000 
RME 877.6 350 105000 
Ethanol 790 78 846000 
JSPK 749 189.87* 106842 
B50 779 190.75* 205921 

* The value is obtained from vapour pressure curve. For 
JSPK and B50, the value is consistent with value for 50% 
distillation temperature. However, at 50% distillation 
temperature, no value is reported for Jet A. 

5.3 Evaporation rate 

The evaporation rate of the fuels is deduced 
from the relationship between d/d0

2 and t/d0
2 

(Fig. 3) by applying the method developed by 
Chin and Levebvre [13] and is presented in 
Table (3).  

Table 3: Evaporation rate 

Fuels Evaporation rate 
(mm2/s) 

Jet-A 0.0141 
B50 0.0155 
JSPK 0.0148 
RME 0.0164 
Ethanol 0.0101 

 
The evaporation process of ethanol is the 

fastest followed in sequence with Jet-A, B50, 
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JSPK and RME. This is due to the properties of 
ethanol as will be discussed later in the 
following section. 

5.4 Effect of fuel properties in evaporation 
process 

Effect of boiling temperature  

The effect of boiling temperature on 
evaporation can be seen from the changes of the 
droplet’s temperature throughout the process 
(Fig. 9). During the heating-up process, 
temperature of the droplet increases until it 
reaches boiling point. In this process, increases 
in temperature are needed to change the liquid 
droplet into a vapour phase. Subsequently, 
changes in the droplet’s temperature are very 
small and almost constant. As ethanol has the 
lowest boiling temperature amongst the others, 
the time required for ethanol to change from 
liquid into vapour is much faster compared with 
other fuels. This is important as the heat-up 
region (t0) has to be kept as minimum as 
possible to allow combustion to take place. 
Minimising heat-up region is not only done by 
having a small size of droplet, but also by 
choosing a fuel able to vaporise quickly. RME, 
on the other hand, has high boiling temperature 
which consequently takes a longer time 
(approximately 0.3 sec) to vaporise the liquid 
droplet into vapour phase with the heat-up 
region unfortunately seeming significant (Fig. 
3). However, for Jet-A, JSPK and B50, time 
required for these fuels during heat-up process 
are almost equal between each other, 
considering that there is not much different in 
their boiling temperature.  
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Fig. 9: Temperature distribution through evaporation 

process 

Effect of heat capacity 

Increasing droplet temperature also 
corresponds with internal energy, which 
depends on the fuel’s heat capacity (Fig. 6) [14]. 
The heat capacity of ethanol is much higher 
than other fuels; in other words, ethanol requires 
more energy to heat the droplet up to a certain 
temperature, but requires a considerably shorter 
time to change into the vapour phase (Fig. 9). 

Effect of vapour pressure 

The contribution of the boiling temperature 
in the exaggerate vaporisation process is 
determined by the vapour pressure of the fuels. 
The comparison in the vapour pressure of fuels 
chosen in this study is shown in Fig. (8). The 
boiling temperature itself is determined by the 
vapour curve, which can be measured when the 
vapour pressure is equal to the atmospheric 
pressure. By definition, vapour pressure is the 
tendency of the molecules to escape from a 
liquid (or solid). At a normal temperature, fuels 
with high vapour pressure tend to vaporise 
faster than fuels with low vapour pressure. This 
is referred to as volatility. Volatility is inverse 
proportional to boiling temperature. As ethanol 
has a low boiling temperature and 
comparatively high vapour pressure, and is 
hence more volatile, the tendency of ethanol to 
vaporise is much faster than other fuels. The 
effect of vapour pressure and fuel volatility on 
evaporation rate is shown in Table (3).  
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Effect of enthalpy of vaporization (�Hvap) 

Despite the other properties discussed 
above, the evaporation rate of fuels is also 
influenced by their difference in enthalpy of 
vaporisation, which is defined as the amount of 
energy required by particles in a liquid phase to 
vaporise and change into gaseous phase. Fuel 
which has a low �Hvap will require more energy, 
and therefore requires more time to completely 
vaporise. As shown in Table (2) and Table (3), 
RME with comparatively low �Hvap is found to 
evaporate slower than other fuels, as opposed to 
ethanol which, comparatively has high �Hvap, 
and therefore requires a shorter time to 
evaporate.  

5.5 Effect of fuel properties in spray 
penetration 

Spray penetration is defined as a propagation 
distance of a droplet in the combustion 
chamber. Spray penetration is an important 
parameter that should be taken into account 
during the design of a combustor as it will affect 
the combustion performance. The penetration of 
a droplet has to be matched with the combustor 
size and geometry. If the droplet penetrates too 
short or inadequate, fuel-air mixing is 
unsatisfactory, the flame will appear in the fuel 
injector resulting in fuel coke and producing 
great deal of soot. While, as penetration is too 
long, fuel will impinge on walls surface and 
combustors [17]. 

Thus, just enough penetration is required to 
avoid soot and whilst, at the same time ensuring 
all the space in the combustion primary zone is 
used appropriately.   

In order to estimate spray penetration, s
equation recommended by Sazhin et al [15] 
which was used.  
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(13) 

where 

dρ
ρρ =~

 

(14) 

    inV is initial velocity of the particle (ms-1), t is 
time (sec), dα is volume fraction of droplets in 
spray, θ is half angle of spray cone, 0D is nozzle 
diameter and ρ~  is ratio of air density ρ and 
droplet’s density pρ . In order to calculate spray 

penetration of the fuels, 0D  is taken as 1-mm 
and θ  is 34.89° as used in [16] were 
implemented.   

In the literature, spray penetration was found 
to be proportional with evaporation rate [14]. 
Contradictory in this work, spray penetration is 
not known to be affected by evaporation rate, 
but is much more significantly influenced by the 
density of the fuel’s drop.  It can be explained 
from eq. (13) where spray penetration is 
conversely proportional with ratio between gas 
density and droplet density (eq. 14). In other 
words, spray penetration is proportional to the 
density of the droplet. Since the density of JSPK 
is the lowest compared with other fuels, the, 
propagation of JSPK fuel’s droplet is therefore 
the shortest amongst the others whilst RME is 
the longest owing to the high density of this fuel 
(Fig. 10).  
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Fig. 10: Fuel's penetration length 

5.6 Effect of blend fuel 

Evaluation of evaporation rate and spray 
penetration of bio-fuels chosen in this study do 
not fully accommodate combustor specification 
in current aircraft. Although ethanol showed an 
improvement in evaporation and spray 
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penetration compared with Jet-A, it cannot 
however be used in the conventional combustor 
without any modification performed.  In regard 
to bad evaporation consequently penetrating 
longest than the others, RME is also not 
accommodating of current combustor 
specification. To accommodate current 
combustor specification, bio-fuels need to have 
certain properties which are within the range of 
Jet-A properties.  

The production of JSPK from the hydro-
treating process must not only have those 
properties which are much more improved than 
RME, but also carbon and hydrogen distribution 
within Jet-A range which, at the first place, is a 
good candidate for replacing the use of Jet-A in 
aircraft engine. Nevertheless, the density of this 
fuel is rather lower, which consequently affects 
the propagation distance and yet still requires 
modification to the conventional combustor.  
For this reason, blend 50% of JSPK with Jet-A 
(B50) is found to be a good option as it is not 
only increasing density to be within Jet-A 
density, but also increases in enthalpy of 
vaporisation compared with pure JSPK, which 
is important for the evaporation process. The 
boiling temperature of B50 is almost similar 
with Jet-A consequently requires similar time to 
vaporise. Blend 50% JSPK with 50% Jet-A 
however increases evaporation rate compared 
with 100% JSPK owing to reduction in heat 
capacity. Additionally, increases in evaporation 
rate (increases 9.9% relative to Jet-A) also due 
to relatively low enthalpy of vaporization, 
which therefore evaporates slower than Jet-A. 

Blend fuel is also found to penetrate shorter 
than kerosine (Fig. 11). As discussed, 
penetration was affected by density of the fuels. 
In comparison to JSPK, blend 50% of JSPK 
with kerosine increases its density consequently 
increasing penetration length. 
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Fig. 11: Penetration length of blend fuel compared 

with Jet-A and JSPK 

6 Conclusion 

This study investigates the effects of bio-
fuel properties on the evaporation rate and spray 
penetration using simple calculations obtained 
from FLUENT. The variation of properties, 
such as density, heat capacity, enthalpy of 
vaporisation, vapour pressure and binary 
diffusivity with temperature, are used. The 
effect of fuel volatility is found to influence 
evaporation rate whilst density is found to affect 
the propagation distance of a droplet in 
combustion chamber. Blend bio-fuel with 
kerosine becomes a solution to ensuring no 
modification has to be made within the 
combustion chamber.  

The above analysis represents an initial step 
towards the identification of critical physical 
fuel characteristics that can be considered at a 
later stage as design parameters for the 
computational optimisation of bio-fuels for 
existing aircraft engines. For this purpose the 
development and validation of a performance 
evaluation computational tool for the 
combustion performance of bio-fuels as will be 
presented in this paper is essential. 
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Abstract  

A piezoelectric sensor model is here presented 

for the Structural Health Monitoring (SHM) of 

damaged structures. A boundary element 

approach based on the Dual Reciprocity BEM is 

then used to model and analyze the transient 

response of a piezoelectric patch

cracked beam. The BE model is written for the 

piezoelectric problem employing generalized 

displacements. The multidomain boundary 

element technique is implemented to model non

homogeneous and cracked configuration, taking 

contact conditions into account. Analyses have 

been carried out for an isotropic beam with a 

piezoelectric strip attached on it and dynamical 

results for the undamaged structure have been 

compared with FE results showing good 

agreement. Parametric analysis is performed 

with the aim to characterize the sensitiveness of 

the piezoelectric patch by varying the crack 

positioning along the beam span. More 

particularly, seven electrodes are considered on 

the piezoelectric patch and the electrical 

response of the SHM piezoelectric sens
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A piezoelectric sensor model is here presented 

for the Structural Health Monitoring (SHM) of 

damaged structures. A boundary element 

approach based on the Dual Reciprocity BEM is 

then used to model and analyze the transient 

response of a piezoelectric patch bonded on a 

cracked beam. The BE model is written for the 

piezoelectric problem employing generalized 

displacements. The multidomain boundary 

element technique is implemented to model non-

homogeneous and cracked configuration, taking 

to account. Analyses have 

been carried out for an isotropic beam with a 

piezoelectric strip attached on it and dynamical 

results for the undamaged structure have been 

compared with FE results showing good 

agreement. Parametric analysis is performed 

e aim to characterize the sensitiveness of 

the piezoelectric patch by varying the crack 

positioning along the beam span. More 

particularly, seven electrodes are considered on 

the piezoelectric patch and the electrical 

response of the SHM piezoelectric sensor is 

characterized by means of a damage index in 

order to locate the crack

1 Introduction  

Piezoelectric media represent a class of smart 

materials able to convert mechanical energy into 

electric one and vice versa. More particularly, 

this kind of material

piezoelectric effect to produce an electric field 

under applied mechanical strain and the 

converse piezoelectric effect to induce 

mechanical displacement when an electric 

voltage is applied [1]. These properties make 

the piezoelectric materials very suitable in the 

field of sensing and actuating technology for 

practical applications in aerospace, mechanical, 

electrical, civil and biomedical engineering [2, 

3]. In the field of aerospace industry, a very 

appealing applications of piezoele

and actuating devices are represented by the 

active vibration control of structures [4, 5] and 

the Structural Health Monitoring [6

Focusing on the Structural Health Monitoring 

(SHM), it can effectively be implemented in the 

framework of the so called closed
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characterized by means of a damage index in 

order to locate the crack. 

Piezoelectric media represent a class of smart 

materials able to convert mechanical energy into 

electric one and vice versa. More particularly, 

this kind of material exploits the direct 

piezoelectric effect to produce an electric field 

under applied mechanical strain and the 

converse piezoelectric effect to induce 

mechanical displacement when an electric 

voltage is applied [1]. These properties make 

materials very suitable in the 

field of sensing and actuating technology for 

practical applications in aerospace, mechanical, 

electrical, civil and biomedical engineering [2, 

3]. In the field of aerospace industry, a very 

appealing applications of piezoelectric sensing 

and actuating devices are represented by the 

active vibration control of structures [4, 5] and 

the Structural Health Monitoring [6-9]. 

Focusing on the Structural Health Monitoring 

(SHM), it can effectively be implemented in the 

he so called closed-loop smart 
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structures, where components are able to sense, 

diagnose and actuate in order to perform their 

functions [10]. In particular, the main issue of 

the (SHM) is represented by the detection, 

location and assessment of the extent of a 

damage in such a way the health state and the 

remaining life of a structure can be estimated. 

Errors of type I, i.e. false positives, or type II, 

i.e. false negatives can occur in SHM systems, 

thus the analysis of the optimal sensor/actuator 

location as well as of their electromechanical 

response is mandatory. As already mentioned, 

SHM systems take often advantages of 

piezoelectric materials, among others, to realize 

the sensing network. The general methodology 

for detecting damage in structures is to extract 

meaningful features from the measured data in 

order to analyze the changes in sensor output 

due to damage. It is thus important to obtain an 

accurate and reliable characterization of the 

effect of stress field intensification generated by 

the crack on the piezoelectric output voltage. 

Accordingly, in this paper parametric analyses 

are performed in order to characterize the 

sensitiveness of a piezoelectric patch by varying 

the crack positioning along the damaged beam. 

A  boundary element approach is then used to 

model and analyze the transient response of a 

piezoelectric based structural health monitoring 

system for cracked beam. The BE model is 

written for the piezoelectric problem employing 

generalized displacements. The dual reciprocity 

technique is used to express the mass matrix in 

terms of boundary unknowns only. The 

multidomain boundary element technique is 

implemented to model non-homogeneous and 

cracked configuration taking unilateral interface 

conditions into account. A damage index, 

characterizing the electric response of the 

electrodes for the damaged configuration with 

respect to the un-cracked ones, is defined in 

order to locate the crack and the results obtained 

evidence the effectiveness of the BE 

piezoelectric sensor model for SHM 

applications. 

2 BI Representation 

A dual reciprocity boundary integral 

procedure is proposed for piezoelectric media 

under the hypotheses of two dimensional 

piezoelectricity and plane strain conditions. 

Since the electric waves propagate several order 

faster than the elastic one, the electric field is 

here considered to be as quasi-static. 

Introducing electromechanical generalized 

variables [11, 12], the governing equations of 

the piezoelectric problem can be written in 

Navier-like form and one has 

UρUR ��
=DDDDDDDD

T

  (1) 

where [ ]
T

uuu ϕ321=U
 
is the generalized 

displacement vector, collecting the mechanical 

displacements ui and the electric potential φ, R 

is the generalized stiffness matrix and DDDD  the 

generalized differential operator defined as in 

Davì and Milazzo [12]. Assuming quasi-static 

electric field, the right hand side of Eq. (1) is 

representative of the inertial force components 

only. By applying the Betti's reciprocity 

theorem with the static electro-elastic 

fundamental solutions, the Somigliana identity 

for the electromechanical problem is obtained in 

terms of generalized variables [12], 

( )

*

0 0

* *

0 0

*

0

( ) ( )

( , ) ( ) ( , ) ( )

( , ) ( )
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∫
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where [ ]1 2 3
( )

T

n
P t t t D=T  is the vector of 

the generalized tractions acting at the field point 

P and collecting the mechanical traction ti and 

the normal component of the electric 
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displacement Dn, while the kernels *

0
( , )P PU   

and *

0
( , )P PT  are 

*

0 0
( , ) ( , )

T

ij
P P U P P =  U

 
(3) 

*

0 0
( , ) ( , )

T

ij
P P T P P =  T

 

being 
0

( , )
ij

U P P  and 
0

( , )
ij

T P P
 

the ith 

component of the generalized displacements and 

tractions of the jth fundamental solution. The 

domain integral in the right hand side of Eq. (2) 

represents the inertial term which contains the 

unknown acceleration ( )PU��  inside the domain. 

In order to transform the domain integral into a 

boundary one the dual reciprocity technique is 

used [13]. The piezoelectric dynamic problem is 

then solved numerically by means of the 

Boundary Element Method in such a way the 

following equations of motion are obtained 

+Mδ Hδ = GP��
  (4) 

where [ ]DB δδδ =  is the vector of generalized 

nodal displacements eventually including 

internal nodal displacements Dδ  deriving from a 

second set of equation obtained by writing the 

Dual Reciprocity Boundary integral 

representation at selected internal nodes. The 

vector P of Eq. (4) represents the generalized 

boundary nodal traction and M is the mass 

matrix, approximated through the Dual 

Reciprocity Method. The time integration of the 

equation of motion, Eq. (4), is performed by 

means of the Houbolt method [14] which allows 

to approximate the acceleration δ��  at the instant 

t t+ ∆  as 

( )
2

2

1
   = 2 5 4

t t t t t t t t t

t

+∆ +∆ −∆ − ∆

− + −

∆

δ δ δ δ δ��

 
 (5) 

3 Host Structure-Patch assembling 

Contact condition modeling. 

The overall assembled structure shown in 

Fig. (1) represents an inhomogeneous domain 

that needs to be divided into homogeneous sub-

regions in order to apply the dual reciprocity 

boundary element method. The multidomain 

technique is then used to obtain the numerical 

model of the problem. 

 

 

Fig. 1 Multidomain assembling between the host 

structure and the patch. 

 

More particularly, indicating with M  the 

number of sub-region considered, the equation 

of motion for each homogeneous domain, by 

means of the Houbolt approximation scheme, 

writes  

( ) ( ) ( ) ( ) ( ) ( )

1, 2...,

                        k k k k k k

M

+ =

=

M δ H δ G P

k

��

 (5) 

The global system of equation pertaining the 

overall assembled structure is then obtained by 

applying the compatibility and equilibrium 

conditions along all the sub-regions interfaces 

( ) ( )

( ) ( )

          1,..., 1

                  1,...,

ij ij

ij ij

i j ij

i j

i N

j i N

∂Ω ∂Ω

∂Ω ∂Ω

− = ∆ = −

= − = +

δ δ δ

P P
 (6) 

where the subscript ij∂Ω   indicates quantities 

associated with the nodes belonging to the 
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interface between the ith and jth sub-regions. 

Eq. (6) allows to assemble heterogeneous sub-

regions by considering both rigidly and elastic 

connection among them. More particularly, the 

first condition is obtained by forcing the 

displacement jump ij
∆δ to be equal to zero, thus 

considering no relative displacements between 

interface coincident nodes belonging two 

different subregions. Conversely, the elastic 

interface condition, that allows to model the  

adhesive layer between the host structure and 

the piezoelectric patch, is here addressed by 

means of an interface Spring Model [15]. It 

allows approximating the adhesive ply as a zero 

thickness elastic layer characterized by normal 

and tangential compliance constants, kN and kT, 

with respect to a local interface coordinate 

systems, as schematically shown in Fig. (2). 

Thus, it is possible to consider relative 

displacements between the bi-material 

contiguous surfaces whose components in 

normal and tangential directions can be directly 

linked to the associated interface tractions by 

means of the compliance constants 

                         

P

P

N N N

T T T

k

k

∆ =

∆ =

δ

δ
       (7) 

The interested reader can find a detailed 

description on the implementation of the Spring 

Model in the framework of the multidomain 

BEM  in the work of Alaimo, Milazzo and 

Orlando [15]. 

 
Fig. 2 Elastic zero thickness interface. 

Here, the crack modeling strategy is briefly 

discussed. It is considered as a zero thickness 

elastic layer by taking  the compliance 

coefficients kN and kT as penalty factors [16], 

whose values allows to characterize the opening 

or the contact conditions that the crack surfaces 

can experience. More particularly, the first 

condition implies no peel and shear tractions at 

the interface, corresponding to an elastic 

interface characterized by zero stiffness along 

both the normal and tangential directions. On 

the contrary, the frictionless contact involves no 

interpenetration between the crack surfaces, 

adhesive kN 

patch 

hoststructure 

kT 

hA=0 

Fig. 3 Iterative solution scheme. 
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condition that can be achieved through an 

infinite stiffness elastic interface. From the 

numerical point of view, the penalty factors are 

iteratively modified according to the 

compatibility and equilibrium conditions 

characterizing both the opening and the contact 

behaviors of the crack. A schematic of the 

iterative procedure is given in Fig. (3). 

4 Numerical Model and Results 

In this section the dynamic boundary element 

approach for piezoelectric domain previously 

presented is employed to model and analyze the 

sensing effectiveness of a piezoelectric based 

structural health monitoring system for damaged 

beam-like structures. Firstly, the cracked 

structure and the piezoelectric sensing circuitry 

are presented. The time responses of the 

electrodes mounted on the piezoelectric patch 

are then analyzed and a damage index is 

defined. Last, the effect of distinct crack 

configurations on the sensing capabilities of the 

proposed structural health monitoring system is 

investigated in terms of the damage index 

response. An isotropic cantilever beam 

undergoing a step input load F and equipped 

with a piezoelectric patch attached on the 

bottom surface is analyzed. The beam presents 

an edge-crack of length a as shown in Fig. (4), 

where the geometry as well as the boundary 

conditions are also reported. The host beam has 

Young’s modulus E=3.3 GPa and Poisson’s 

ratio ν=0.35, while the material properties of the 

PZT4 sensor are those used in reference [15]. 

The sensing configuration is arranged by using 

seven electrodes, Ei (i=1,…,7), equally spaced 

as shown in Fig. (4). Following the work 

presented in reference [17], the piezoelectric 

sensors are modeled as charge sources QP(t), 

where t is the time variables, with a shunt 

capacitor Cp and a resistor Rp connected to a 

charge amplifier, see Fig. (5).  

 

 

Fig. 4  Damaged beam and monitoring 

arrangements. 

 

 

Fig. 5  Piezoelectric sensor circuitry. 

By so doing, the output voltage V(t) is written 

as [18] 

( )
( ) =

p
dQ t

V t G
dt

   (8) 

being G the charge amplifier constant gain, 

while the piezoelectric generated charge is 

computed as the integral on the electrodes 

surface of the electric displacement normal 

component Dn. The dynamic response of the 

vertical displacements of point A, 

corresponding to the point load F, have been 

firstly computed and compared to those 

obtained through a finite element analysis and 

good agreement has been found as evidenced by 

Fig. (6). The electric current time response of 

electrode E3 is shown in Fig. (7)  for undamaged 

and cracked beam. The presence of the crack is 
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only evidenced, in the time domain, by a change 

in the natural frequency of oscillation of the 

structures, as the crack induces an overall 

stiffness reduction. It is here stressed that the 

time response of all the electrodes are analogues 

to the one shown in Fig. (7) and thus no 

information on crack location are 

straightforwardly available from the time 

responses of the electrodes. 

 

Fig. 6  BE and FE vertical displacement time 

history. 
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Fig. 7  Electric current generated by electrode E3. 

It is expected that the crack causes a local strain 

change with respect to the undamaged case that 

originates from the stress field intensification 

near the crack tip or it is simply due to a local 

discontinuity in the beam slope crossing the 

cracked section. Moreover, from the 

piezoelectric constitutive relationships it stems 

that the free charge Dn is proportional to the 

local strain. Thus, a damage index ID is defined 

in order to catch the crack influence on the 

piezoelectric generated charge along the beam 

length. More particularly, the damage index for 

each electrodes is defined as 

  ( )

1

1,...,7
−

= =
i i

cracked undamaged

E E

undamaged

E

Q Q
i

QD
I          (9) 

where 
i

undamaged

E
Q is representative of the charge 

generated at the electrode Ei by the undamaged 

structure and is computed as the integral over 

half the natural period of the current steady-state 

signal, evidenced in Fig. (7)   by the hatched 

area. On the other hand, 
i

cracked

E
Q is the charge 

generated at the same electrode when the beam 

is cracked and is represented in Fig. (7)  by the 

dotted area. Four crack positions have been 

analyzed, namely dci . The damage indices at 

each electrodes have been computed for every 

crack positions and are reported in Fig. (8), 

where the maximum value of the dynamic stress 

intensity factors are also shown and the cracks 

and electrodes locations are graphically 

evidenced. It is worth noting that the damage 

index always shows a maximum at the electrode 

that is closest to the crack, moreover the value 

of the damage index appears to decrease as the 

maximum stress intensity factors Kmax decrease. 

It follows that the through the length 

distribution of the proposed damage index 

allows to locate the crack and also gives 

information about stress intensification 

introduced by the damage. 
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5 Conclusions 

In this paper a two-dimensional dual reciprocity 

boundary element model for piezoelectric 

problem has been presented. The proposed BE 

approach reveals as an effective numerical tool 

to model and study structural health monitoring 

systems based on the piezoelectric dynamic 

strain sensing capability. Analyses have been 

carried out for an isotropic beam with a 

piezoelectric strip attached on it and dynamical 

results for the undamaged structure have been 

compared with FE results showing good 

agreement. The influence of the crack location 

on the piezoelectric based structural health 

monitoring system response has been studied. It 

has been found that the crack presence 

influences the sensors time responses by 

changing the natural frequency of vibration of 

0 0.02 0.04 0.06 0.08
Electrodes position

0

0.1

0.2

0.3

0.4

I
D

0 0.02 0.04 0.06 0.08

Crack 1 position

K
Im

ax
=

0
.8

6

0 0.02 0.04 0.06 0.08
Electrodes position

0

0.1

0.2

0.3

0.4

I
D

0 0.02 0.04 0.06 0.08

Crack 2 position

K
Im

a
x
=

0
.8

1

0 0.02 0.04 0.06 0.08
Electrodes position

0

0.1

0.2

0.3

0.4

I
D

0 0.02 0.04 0.06 0.08

Crack 3 Position

K
Im

ax
=

0
.5

2

0 0.02 0.04 0.06 0.08
Electrodes position

0

0.1

0.2

0.3

0.4

I
D

0 0.02 0.04 0.06 0.08

Crack 4 position

K
Im

ax
=

0
.4

0

Fig. 8  Damage index for all the crack configurations. 
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the beam. A damage index definition has then 

been proposed and used to highlight that the 

surface mounted piezoelectric patches are 

capable of sensing the beam through the length 

strain changes between the damaged and 

undamaged case. In conclusion, it has been 

shown that results obtained in terms of the 

damage index can be used to locate the crack 

along the beam and to characterize the related 

amount of stress intensification introduced. 
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Abstract  

The aim of the work is to study in an economical 

point of view the possibility to employ UAS's 

(Unmanned Aircraft System) for surveillance 

missions typically performed by manned 

platforms. The reason is that UAS's concern 

performances (high endurance and operating 

altitude) suitable for surveillance missions at 

lower operating costs than manned aircraft.   

We considered the following mission profiles: 

AEW&C (Airborne Early Warning and Control) 

MPA (Maritime Patrol Aircraft) and AGS 

(Airborne Ground Surveillance). By considering 

operative requirements of each mission profile, 

the best unmanned platform has been 

preliminary designed and its DOC (Direct 

Operating Cost) has been evaluated by using 

software tools developed at Politecnico di 

Torino in collaboration with Alenia Aeronautica 

S.p.A. A comparison in an Effectiveness/Cost 

point of view has been conducted in order to 

demonstrate validity of unmanned solution 

versus manned one. 

 

     

1 Introduction 

Nowadays UAS's are successfully part of 

complex Systems of Systems (SoS) based on 

C4ISTAR (Command Control Communication 

Computing Intelligence Surveillance Target 

Acquisition and Reconnaissance) requirements.  

Their success in C4ISTAR applications is due to 

their high effectiveness in D
3
 environments 

(Dull, Dangerous and Dirty). US Army Center 

of Excellence in the document "US Army 

Unmanned Aicraft Systems Roadmap 2010-

2035" [9] asserts: 
Unmanned aircraft systems can provide three critical 

capabilities for the Army's current and future force. 

First, UAS reduce risks to Soldiers in the current fight 

(e.g. explosive hazard detection and neutralization). 

Second, UAS reduce the workload on Soldiers by 

performing routine missions and enable sustained high 

tempo operations (e.g., routine surveillance of forward 

operating bases). Third, UAS provide emerging 

capabilities for extended range or standoff 

reconnaissance operations. 

These characteristics call for a further 

integration of UAS in C4ISTAR application 

where nowadays some roles are still performed 

by piloted platforms. In particular, this work is 

focused of the following C4ISTAR mission 

profiles: 

 Airborne Early Warning and Control 

(AEW&C) 

Future-oriented C4ISTAR applications. UAS versus manned 

aircraft. Merit analysis to consider performance/cost aspects 

 
 

S. Chiesa and N. Viola 

Politecnico di Torino, Italy 

G.A. Di Meo and M. Fioriti 

Politecnico di Torino, Italy 

G. Mastrodomenico 

Alenia Aeronautica S.p.A., Italy 

 

Keywords: UAS, Effectiveness/Cost, C4ISTAR 

332



S. Chiesa, N. Viola, G.A. Di Meo , M. Fioriti, G. Mastrodomenico 

 

 Maritime Patrol Aircraft (MPA) 

 Airborne Ground Surveillance (AGS) 

For each mission profile we propose one or 

more UAS solutions in order to compare them 

with existing manned solutions through an 

Effectiveness/Cost analysis. Following sub-

sections will analyze at first features of each 

application by presenting the state of the art. 

1.1 Airborne Early Warning and Control 

(AEW&C) 

An Airborne Early Warning and Control 

(AEW&C) system is an airborne radar system 

designed to detect hostile aircraft and missiles. 

An older term to designate AEW&C is AWACS 

(Airborne Warning and Control System). 

AEW&C systems are typically jet liners 

converted by installing a radar system upon the 

fuselage. Examples are E-3 Sentry, B737 

Wedgetail and B767 AWACS. There exists also 

regional turboprops converted for AEW&C 

purposes but their performances are poorer than 

jet platforms and they find application where 

there is not a wide airspace to survey. No UAS 

performing AEW&C missions exists. 

We want to hypothesize and to compare two 

surveillance systems: the first composed of 

MALE (Medium Altitude Long Endurance) 

UAS's and the second composed of HALE 

(High Altitude Long Endurance) UAS's 

designed for AEW&C missions. A MALE 

typically has an operating altitude between 

about 8 to 13 Km, an HALE instead flies 

between about 15 and 19 Km. It is interesting to 

analyze if it is better to have a higher number of 

MALE UAS or a lower number of HALE UAS 

in an Effectiveness/Cost point of view. 

1.2 Maritime Patrol Aircraft (MPA) 

A Maritime Patrol Aircraft is a platform 

equipped to survey maritime space in order to 

detect hostile or illegal ships and submarines. In 

particular there exist two functionalities: MP 

(Maritime Patrol) and ASW (Anti-Submarine 

Warfare). The first one consists in detecting just 

hostile ships by using typically a SAR 

(Synthetic Aperture Radar) for detection and 

EO/IR (Electro Optic Infrared) for 

reconnaissance. The second one is more 

advanced, it comprises MP functionalities but in 

addition there is the possibility to detect 

submarines, by using MAD sensor (Magnetic 

Anomaly Detector), and to provide counter-

attack by using missiles or torpedoes. Modern 

MPA platforms are typically manned regional 

turboprops, examples can be ATR 42 MP, ATR 

72 MP and ATR 72 ASW. Even if UAS's are 

not typically used for MPA missions, there exist 

examples as MQ-4C Global Hawk which is an 

HALE platform equipped for broad maritime 

surveillance. 

We want to analyze the case of a 

constellation of MALE platforms designed to 

perform MP functionality over an assigned 

maritime area. By analyzing its Effectiveness 

and its Costs, it will be interesting to make a 

comparison with existing manned platforms. 

1.3 Airborne Ground Surveillance (AGS) 

Airborne Ground Surveillance is a mission 

profile which consists in the surveillance of 

territory in order to detect possible menaces 

moving on the ground. Sensors used are 

SAR/ISAR and EO/IR. AGS platforms are 

typically unmanned HALE (e.g. RQ-4 Global 

Hawk) or MALE (e.g RQ-1 Predator). The most 

relevant case of AGS manned platform has been 

E-8 Joint Star but nowadays development of 

AGS aircraft is UAS-oriented. 

We want to suppose a constellation of UAS 

MALE AGS aircraft and by analyzing 

Effectiveness/Cost aspects it is easy to show 

that even if an AGS manned aircraft can assure 

a good effectiveness its related costs justifies the 

choice to develop AGS on UAS platforms.  

2 UAS preliminary design 

A first step of our work is to provide 

preliminary design of UAS starting from 

surveillance requirements identification. 

Surveillance requirements define the technical 

characteristics of mission to be performed as 

total area to be surveyed, distance between top 

of climb and patrol zone (i.e mission radius). 

We established these requirements by 

hypothesizing the surveillance of Italian nation. 
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Table 1 Surveillance requirements 

 AEW&C MPA AGS 

Area to 

survey 

 

942157 

Km
2 

 

313157 

Km
2
 

 

31416 

Km
2 

UAS 

Category 
MALE HALE MALE MALE 

Mission 

Radius 
0 Km 0 Km 150 Km 0 Km 

Operating 

Altitude 

7,92 

Km 

to 

13,72 

Km 

15,24 

Km 

to 

19,81 

Km 

7,92 Km 

to 

13,72 

Km 

7,92 Km 

to 

13,72 

Km 

UAS 

Endurance 

32 h 

to 

40 h 

24 h 

to 

36 h 

32 h 

to 

40 h 

32 h 

to 

40 h 

Furthermore, AEW&C is supposed to patrol 

the whole national airspace, MPA is supposed 

to patrol Southern Italian coasts and AGS is 

supposed to provide surveillance on Rome 

during major events.  Operating Altitude and 

Endurance have been decided on the base of 

MALE or HALE typical performances.  

It is possible to divide the whole design-

process in two phases:  

1) From surveillance requirements to 

aircraft requirements 

2) From aircraft requirements to aircraft 

preliminary design 

It is to notice that several aircraft 

requirements are able to satisfy defined 

surveillance requirements. As a consequence, 

different aircraft preliminary designs are able to 

satisfy imposed surveillance requirements. As 

an example, it is possible to perform an 

Airborne Early Warning surveillance mission on 

an assigned area by employing a high number of 

light and small UAS's flying at low altitude or a 

smaller number of heavier and bigger UAS's 

flying at higher altitude. Merit evaluation of 

every solution is the driver for the choice of the 

best solution. 

 

2.1 From surveillance requirements to 

aircraft requirements  

Starting from surveillance requirements 

defined in Table 1 it is possible to obtain a 

discrete set of aircraft requirements so that it is 

possible to define in a further step aircraft 

preliminary design of UAS platforms. A tool 

developed in Matlab
®

 programming language 

has been used to provide calculations.   

It is important to define relationships able to 

link surveillance requirements with aircraft 

requirements. Area to survey (SA), number of 

aircraft (N°assets), operating altitude (h), 

endurance (End) and loiter speed (Vltr) are 

linked each other by the Eq. (1) and Eq. (2). 

 

EndVDNSA ltrHORassets 
 (1) 

hRD EHOR  2  (2) 

 

DHOR represents the distance of visual 

horizon and RE represents the radius of the 

earth. Equation (1) is valid for AEW&C 

missions, for MPA and AGS missions DHOR is 

to be substituted with RRSAR which represents 

the range of SAR radar. Range of AEW&C 

radar is supposed to be equal to DHOR, EO/IR 

sensors are dimensioned by considering to have 

NIIRS (National Image Interpretability Rating 

Scales) defined in Table 2 at the operating 

altitude and considering the target to be 10 Km 

distant. 

Table 2 NIIRS defined for EO/IR dimensioning 

EO/IR mode NIRS 

EO Spotter mode 8 

EO Wide FOV mode 3 

EO Narrow FOV mode 6 

IR Wide FOV mode 3 

IR Narrow FOV mode 7 

2.2 From aircraft requirements to 

preliminary design 

Surveillance requirements allow defining the 

mission profile which is at the base of 

preliminary design process. A statistical basis 

about UAS has been created by using Jane’s 

Unmanned aerial vehicles and targets [7] as a 

data source. Methodology proposed by Dr. 

Roskam J. [3] and [4] has been used for 

preliminary sizing. A statistical base has been 

created also about mission avionics by using 

Jane's Avionics [6]. Furthermore, by defining 

NIIRS performance of EO/IR sensors and 

maximum range of AEW&C radar and SAR 
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radar it is possible to determine weight, 

electrical power absorption and dimensions of 

these equipments.  

UAS database and Roskam methodology has 

been implemented in a Matlab
®
 tool able to 

define a preliminary configuration of an UAS 

starting from aircraft requirements. It is to 

notice that surveillance requirements concern 

several sets of aircraft requirements and so 

several UAS preliminary designs. The best 

preliminary sizing has been chosen by 

employing a merit approach. 

The aim of the approach is to evaluate merit 

of every surveillance solution in order to 

establish maximum merit solution. Parameters 

involved in merit evaluation have been selected 

and normalized. Merit of every single parameter 

has been evaluated by employing merit 

functions that are relations associating a value 

from 0 to 1 to a normalized parameter value. 

Merit functions associate 0 if the parameter 

assumes the minimum merit value or 1 if it 

assumes maximum merit value.  

It is possible to calculate global merit of the 

whole surveillance solution by using Eq. (3) 

where K and ai are defined in Eq. (4) as 

reference [8]. 

 

 








 
n

i

ii xUKa
K

xU 11)(
1

)(

 

(3) 

 



n

i

iKaK
1

11

 
(4) 

 

U(x) represents global merit of the 

surveillance solution, Ui(x) represents merit 

related to the parameter “i”, ai is the relative 

importance coefficient related to parameter “i”, 

K is a scaling constant calculated by using Eq 

(4). For further information on used 

methodology refer to the paper System of 

System(SoS) project and optimization in a 

Network Centric Operations (NCO) 

environment [1]. 

 

 

2.3 UAS results 

Previously described methodology lead to 

preliminary configurations showed in Table 3. 

As far as AEW&C mission is concerned it is 

possible to see, as already said, that the choice is 

between three MALE UAS and two heavier 

HALE UAS with a more performing radar 

system. So even if flight at higher altitude is 

convenient because of the reduced number of 

platforms it is to be taken into account that 

sensors have to be more performing, heavier 

and more power consuming, as a result the 

single platform has to be heavier and bigger and 

so more expensive. 

As far as MPA mission is concerned it is 

possible to notice that Southern Italian coasts 

can be patrolled just by four light MALE UAS. 

In order to make comparisons with manned 

platforms it is to notice that sensors of these 

platforms are not so performing as typical 

sensors installed on manned MPA's, so it is to 

be taken in account that even if manned 

platforms are more expensive it is necessary a 

lower number of them to survey the same area. 

As far as AGS mission is concerned it is 

possible to see that one light MALE UAS is 

sufficient for surveillance on a big town during 

great events. Even in this case it is to notice that 

for making comparisons with manned platforms 

same surveyed area is to be considered. 

Table 3 UAS results compliant with imposed 

surveillance requirements. 

 AEW&C MPA AGS 

UAS 

cathegory 
HALE MALE MALE MALE 

Surveillance parameters 

N° of 

aircraft 
2 3 4 1 

Operating 

Altitude [m] 

 

17520 12270 12270 12200 

Endurance 

[h] 
29 41 41 38,8 

Aircraft parameters 

MTOW 

[Kg] 
59201 43671 3126 1987 

OEW 

[Kg] 
23384 16463 1595 1019 

Fuel Weight 

[Kg] 
30979 22722 1335 794 

Payload 

[Kg] 
4537 3584 187 173 
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Avionic sensors 

Sensor 
AEW 

Radar 

AEW 

Radar 

SAR 

Radar 

SAR 

Radar 

Weight [Kg] 4237 3134 34 20 

Range [Km] 472 390 158 100 

Power 

absorption 

[W] 

Not 

Available 

Not 

Available 
650 W 400 W 

Antenna 

Dimensions 

[mm] 

 

Length 

15100 

Length 

12200 

H400 

D310 

W150 

H310 

D300 

W110 

Sensor   EO/IR EO/IR 

Weight [Kg]   51,4 51,4 

Power 

absorption 

[W] 

  650 650 

Dimensions 

[mm] 
  

Diam. 

400 

Height 

500 

Diam. 

400 

Height 

500 

In the following paragraph comparisons in 

terms of Effectiveness and Costs will be 

performed.  

3 Effectiveness/Cost Analysis  

Effectiveness/Cost analysis is a useful tool 

able to show validity of proposed solutions 

versus existing manned ones in an economical 

point of view. Effectiveness analysis assesses an 

overall performance of our UAS solutions 

compared to existing manned platforms on the 

market. By evaluating direct operating costs, it 

will be possible to assess which are 

advantages/disadvantages of considered aircraft-

systems in a tight economical point of view. In 

the end, it is possible to assess “performance 

price” by combining these two analyses. 

Effectiveness/Cost analysis has been 

conducted both for our UAS solution and for 

existing manned platform chosen as reference. 

E-3 Sentry has been chosen as a reference for 

AEW&C missions because it is the most 

employed platform on the market and because 

E-3 Sentry fleet is becoming ancient and so it is 

reasonable to think to replace aircraft. ATR 72 

MP has been chosen as reference platform for 

MPA mission because it is a good example of a 

modern maritime patrol aircraft. E-8 Joint Stars 

has been chosen has reference for AGS missions 

because it is nearly the unique example of 

manned aircraft of this category.  

3.1 Effectiveness Analysis 

Effectiveness of an aircraft is a unique 

number, which expresses an overall 

performance assessment. The first phase of 

Effectiveness analysis concerns to select the 

most significant parameters for every 

surveillance mission point of view among all 

aircraft performance parameters. Following 

tables shows values of selected parameters for 

considered aircraft. For UAS, Crew is intended 

the number of operators working on the ground 

station. 

Table 4 AEW&C performance parameters 

 AEW&C 

 E-3 Sentry 
UAS HALE 

Solution 

UAS MALE 

Solution 

Avionic 

mission 

system 

AN-APY-2 
AEW&C 

Radar 

AEW&C 

Radar 

Service 

Ceiling [m] 
11855 17520 12270 

Endurance 

[h] 
11,4 29 41 

Typical 

Mission 

Range [nm] 

5000 10863 4724 

TO field 

lenght [m] 
3054 2000 700 

Max Cruise 

Speed 

[m/s] 

270 207 96 

Crew  17 10 10 

Table 5 MPA performance parameters 

 MPA 

 ATR 72 MP 
UAS MALE 

Solution 

Avionic 

mission 

system 

SAR: Thales 

Ocean  Master 

400 

EO/IR: Galileo 

EOST 23 

SAR and EO/IR 

Service 

Ceiling [m] 
7260 12270 

Endurance [h] 9 41 

Typical 

Mission 

Range [nm] 

1700 3462 

TO field 

lenght (ISA, 

MTOW,SL) 

[m] 

1290 800 
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Max Cruise 

Speed [m/s] 
142 68 

Crew 5 3 

 

Table 6 AGS performance parameters 

 AGS 

 E-8 Joint 
UAS MALE 

Solution 

Avionic 

mission 

system 

AN-APY-3 SAR and EO/IR 

Service 

Ceiling [m] 
12800 12200 

Endurance [h] 11 38,8 

Typical 

Mission 

Range [nm] 

5000 3367 

TO field 

lenght (ISA, 

MTOW,SL) 

[m] 

3054 600 

Max Cruise 

Speed [m/s] 
270 72 

Crew 20 3 

 By normalizing each parameter, it is 

possible to evaluate merit of a single parameter 

in a linear scale where 0 is a parameter with 

minimum merit and 1 is a parameter with 

maximum merit. It is possible to evaluate global 

effectiveness of a platform by using Eq. (3).  

3.1.1 Effectiveness Results 

Results of Effectiveness analysis are 

presented in the following paragraphs.  

3.1.1.1 AEW&C 

Figure 1 shows results of Effectiveness 

analysis for AEW&C platforms.  It is possible 

to notice that both UAS platforms have a higher 

effectiveness than manned one due to the higher 

endurance and operating altitude. In particular, 

MALE UAS can survey an area comparable 

with E-3 Sentry because they have similar 

operating altitudes. Then, a MALE UAS has a 

lower maximum speed than manned AEW&C 

because MALE UAS's are typically equipped 

with turbocharged piston engine and E-3 Sentry 

is equipped with jet engines. MALE UAS has a 

higher effectiveness than E-3 Sentry due to the 

very higher endurance which is a relevant 

parameter in a surveillance mission. HALE 

UAS has a higher effectiveness than MALE 

UAS due to the higher operating altitude and the 

higher maximum speed that allows surveying a 

wider area. 

 

Fig. 1 Effectiveness results for AEW&C mission 

3.1.1.2 MPA 

Figure 2 shows Effectiveness results for 

MPA platforms. MALE UAS has a higher 

effectiveness due to its higher endurance 

performance and range.   

 

Fig. 2 Effectiveness results for MPA mission 

3.1.1.3 AGS 

Figure 3 shows Effectiveness results for AGS 

platforms. MALE UAS and E-8 Joint present 

similar results because they has similar 

operating altitude and even if MALE UAS 

offers an higher endurance and it requests a 

small number of operators (i.e. operators on the 

ground control station), E-8 Joint Stars is 

0,000

0,200

0,400

0,600

0,800

1,000

E-3 Sentry HALE 
AEW&C

MALE 
AEW&C

Effectiveness

0,000

0,200

0,400

0,600

0,800

ATR 72 MP MALE MPA

Effectiveness
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equipped with a more performing sensor suite 

and it has a higher maximum speed.    

 

Fig. 3 Effectiveness results for AGS mission 

3.2 Cost Analysis 

 The cost estimation tool has been developed 

by Politecnico di Torino during a Ph.D. thesis 

[2] with the support of the preliminary design 

office of Alenia Aeronautica and starting from 

methodology proposed by Dr Roskam J. [5]. 

The tool is based on parametric and statistical 

approach and it uses a large number of 

statistical points. This technique employs a 

consistent database composed of all physical 

dimensions, characteristics and performances 

used as cost drivers. Defined formulas are 

implemented in order to evaluate cost variation 

with cost drivers. The maximum hydraulic flow, 

the electrical energy provided by generators and 

the fuel tanks volume are examples of cost 

drivers for, respectively, hydraulic, electric and 

fuel systems. Effects on costs of changes in 

aircraft design can be evaluated by using this 

technique, which finds application in the 

preliminary design phase. As a final result the 

technique estimates, by linear regression, the 

Cost-Estimating Relationships (CERs). Eq. (5) 

shows general form of CERs.  

 

 

 

Ci represents the average unit acquisition cost 

or maintenance cost of the subsystem “i” 

(USD), Qi is the main characteristic parameter 

(e.g. weight) of the subsystem “i”, Np is the 

production quantity, Ki is a coefficient that takes 

into account the learning curve effect. Bi 

represents a “scale factor” whose values vary 

from zero to one and it considers the currency 

saving due to the increase of dimensions, 

0,000

0,200

0,400

0,600

0,800

E-8 Joint MALE AGS

Effectiveness

ii K

p

B

iii NQAC



 

(5) 

 

Fig. 4 Direct Operating Cost (DOC) of single platforms. 
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indeed, costs increase with weight 

augmentation. This factor is only applicable for 

airframe structure acquisition CERs. Ai is the 

subsystem acquisition cost per unit weight 

(USD/Kg). By considering the maintenance cost 

CERs, Ai represents the specific maintenance 

cost related to a design parameter of the 

subsystem “i”. In particular, Ai is relevant for 

the airframe acquisition CER, feeble for CERs 

regarding general systems and it assumes 

intermediate values for avionic systems. The 

N
Ki

 coefficient is not considered in the 

maintenance cost CERs. 

3.2.1 Cost Results 

By using described methodology it is 

possible to calculate DOC of all the platforms 

considered in the Effectiveness analysis. Figure 

4 shows results of this calculation normalized 

by using the lowest value of DOC that is for 

MALE AGS asset. It is possible to notice that 

single UAS platforms have always a lower DOC 

than manned platforms. In addition the analysis 

confirms, as expectable, that AEW&C mission 

present a really high Direct Operating Cost 

compared to other missions. In order to make 

comparison among platforms, DOC of the 

whole surveillance system has to be considered. 

In particular, by considering Eq. (1) for each 

mission it is to calculate the number of assets 

necessary to perform surveillance on the area 

defined in Table 1 of requirements. It is to 

notice that AGS requirement of area to survey is 

too small to make a proper comparison between 

E-8 Joint and MALE AGS. The area that one E-

8 Joint can survey has been supposed for AGS 

assets calculation. This supposition does not 

compromise validity of results because both 

Effectiveness and Costs are normalized.  Table 

8 presents results. Cost of surveillance system 

can be approximated by multiplying DOC of 

each platform and the number of assets. This 

approximation is valid for our purposes because 

we are not interested in the value of DOC itself 

but in the percentage difference among DOC's. 

 

 

 

 

Table 8 Asset calculation for cost evaluation of 

surveillance systems 

Asset Number of aircraft 

E-3 Sentry 3 

MALE AEW&C 3 

HALE AEW&C 2 

ATR 72 MP 1 

MALE MPA 4 

E-8 Joint Stars 1 

MALE AGS 6 

3.2.1.1 AEW&C 

Figure 5 shows results of Cost analysis for 

AEW&C surveillance systems. By analyzing 

DOC's of AEW&C surveillance systems it is 

possible to see that the costs of two HALE 

AEW&C and three MALE AEW&C are really 

similar. A system composed of two E-3 Sentry 

has a huge cost compared with UAS 

surveillance systems. Even if this result calls for 

UAS employment for AEW&C purposes, 

nowadays manned platforms are still used 

because existing UAS are too small to be 

converted and reduced number of AEW&C 

assets salable does not allow amortizing huge 

development costs of an unmanned platform for 

AEW&C purposes.   

3.2.1.2 MPA 

Figure 6 shows results of Cost analysis for 

MPA surveillance systems. By analyzing results 

it is possible to see that a system composed of 

four MALE MPA have a direct operating cost 

30% lower than one ATR 72 MP. This results is 

justified by the fact that typically MPA's are 

regional turboprop platforms with not so high 

operating costs. This also justifies the 

employment both of manned platform and UAS 

platforms for maritime surveillance.  

3.2.1.3 AGS 

Figure 7 shows results of Cost analysis for 

AGS surveillance systems. Even if the UAS 

surveillance system is composed of six 

platforms, its cost is 326% lower than a system 

composed by one E-8 Joint. This result is 

confirmed by the modern employment of above 

all UAS assets for AGS purposes.   
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Fig. 5 Cost results for AEW&C surveillance systems 

 

Fig. 6 Cost results for MPA surveillance systems 

 

Fig. 7 Cost Results for AGS surveillance system 

 

 

 

 

 

 

3.3 Effectiveness/Cost results 

By dividing Effectiveness results for Cost 

results and by normalizing, it is possible to 

obtain the following Effectiveness/Cost results. 

3.3.1.1 AEW&C 

Figure 8 shows Effectiveness/Cost results for 

AEW&C surveillance systems. UAS system has 

the highest Effectiveness/Cost and in particular 

HALE AEW&C reaches the best result. E-3 

Sentry has a high DOC so its result is scarce.  

3.3.1.2 MPA 

Figure 9 shows Effectiveness/Cost results for 

MPA surveillance systems. The difference 

between a system composed of ATR 72 MP or 

MALE MPA's is not so high and, as already 

said, it justifies the modern employment of both 

kind of platforms in the maritime surveillance 

environment. 

3.3.1.3 AGS 

Figure 10 shows Effectiveness/Cost results 

for AGS surveillance systems. A system 

composed of MALE AGS has a high 

Effectiveness/Cost result compared with a 

system composed by a E-8 Joint Stars. This is 

due to similar Effectiveness between E-8 Joint 

and MALE AGS and big difference in terms of 

DOC. This result justifies the employment of E-

8 Joint Stars just when high performances of its 

sensors are requested. 

 

Fig. 8 Effectiveness/Cost results for AEW&C 

surveillance system 
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Fig. 9 Effectiveness/Cost results for MPA surveillance 

system 

 

Fig. 10 Effectiveness/Cost results for AGS surveillance 

system 

4 Conclusions 

By assigning C4ISTAR surveillance 

requirements UAS preliminary designs have 

been defined for every mission profile. By 

comparing UAS solutions and existing manned 

aircraft in terms of Effectiveness/Cost it has 

been possible to find the following results: 

 Effectiveness of UAS platforms is 

often higher than manned ones due 

to the typical high endurance and 

high operating altitude of patrolling 

missions. 

 Costs of UAS platforms are smaller 

than manned ones even considering 

the whole surveillance system. In 

particular as far as AEW&C assets 

are concerned it is possible to notice 

that there are small differences in 

term of costs between a solution 

composed of MALE assets and one 

composed of HALE assets. 

 Effectiveness/Cost results reveal that 

big difference between manned and 

UAS surveillance systems exists for 

AEW&C and AGS missions. MPA 

mission concern small differences 

that justify modern employment of 

both kind of platform for maritime 

patrol.   
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Abstract  
The space debris proliferation has focused the 
attention of the space community on passive 
tethers as deorbiting system, since Earth’s 
environment is particular favorable to fly such a 
system. An orbital simulator has been 
implemented to investigate the dynamics of the 
tether and its deorbiting performance. The code 
studies the tethered system as acted upon by 
gravity and forced by electrodynamic and 
aerodynamic forces. Moreover it includes all 
the upgraded environmental routines for the 
Earth’s atmosphere, magnetic field, electron 
density and gravity potential, so as to simulate 
as best as possible the actual situation in flight. 
Also the thermal dynamics of the tether has 
been taken into account, because the electric 
current intensity depends on the electrical 
resistance that varies with temperature. 
Particular attention has also been paid to the 
bending dynamics, because the Lorentz force is 
a distributed load all along the tether that 
excites the lateral vibration modes. 

1 Introduction 
Since the beginning of space exploration 

thousands of satellites have been launched in 

orbit around the Earth. Nowadays, space debris 
(mainly consisting of non-operative dead 
spacecraft, spent upper stage, residues from 
explosions and collisions) represents a serious 
threat for new spacecraft because of 
hypervelocity impacts that can cause severe 
damages or even the failure of a mission. 
Consequently, space agencies are planning 
strategies to dispose or to make reenter satellites 
at the end of their operative life. 

In the last years several authors [1-4] have 
studied in detail electrodynamic tethers (EDT) 
for deorbiting maneuvers. Such a system can 
carry out a propellantless and relatively quick 
reentry of satellites in low Earth orbits (LEO) 
because the Earth's environment is particularly 
favorable to fly an EDT. In fact the high 
electron density surrounding the planet at LEO 
orbits and the magnetic field generate a non-
negligible induced potential, according to the 
Faraday's law, which enables the collection of 
ionospheric electrons at the anodic end of the 
tether. Consequently, when the circuit is closed 
an electric current [5] flows along the wire, and 
the interaction between the charged particles 
and the magnetic field generates a Lorentz force 
acting on the tether that progressively lowers the 
orbit of a satellite attached to the EDT. 

A tethered system is subjected to forces and 
torques associated with the gravity gradient and 
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various perturbations. The Earth's gravitational 
attraction tends to stabilize the satellite keeping 
the wire taught and aligned with the local 
vertical, while perturbations (mainly due to 
electrodynamic forces, aerodynamic drag, and 
solar pressure) change its orbit. Specifically, the 
electrodynamic force pumps continuously 
energy into the system attitude motion [6], 
enlarges the libration dynamics and bends the 
tether exciting the natural modes of the lateral 
motion [7]. So if no-controlled an EDT system 
goes rapidly into instability. 

In this paper we presents a parametric 
analysis of several parameters affecting the 
attitude of the tether, in order to define the main 
causes of instability. Then we introduce an on-
off control of the electric current to provide a 
complete reentry of the satellite till low altitudes 
where aerodynamic drag is plenty to guaranty a 
rapid decay. At last we investigate by means 
lump masses approach the lateral motion of the 
wire highlighting the most important frequency 
term exciting its dynamics. 

2 Tethered Satellite Dynamics 
In literature we can find two main models to 

study the dynamics of a tethered system: the 
first describes the satellite like a rigid dumbbell 
with an inextensible wire; the second is more 
accurate and considers it as flexible and 
extensible. The dumbbell model is very useful 
to obtain quickly information about the system, 
investigate its performance, identify operative 
orbital scenarios and run extensive parametric 
analyses. On the other end, the flexible wire 
model gives a detailed description of attitude 
dynamics, studying also the lateral bending 
caused by the electrodynamic and aerodynamic 
force distributed along the tether. 

2.1 Dumbbell Model 
In the dumbbell model the tether is a thin 

rigid rod with mass mt and length L, connecting 
two tips masses m1 and m2. The system is 
considered undeformable and ignores all the 
elastic phenomena. The simplicity of this model 
allows to study a few simple cases by means of 

analytical approach and, more generally, to 
derive simple equations of motion for 
immediate numerical implementation. This 
method lets to investigate the main instability 
associated with the libration dynamics of the 
system, eliminating those associated with tether 
flexibility. 
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zS 

s1 

!"

#"
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Fig. 1   Synodic reference frame 

In the end, neglecting the contribution due to 
the torsion, the tether moves around the local 
vertical and this motion can be described by two 
libration angles: in-plane θ and out-of-plane 
ϕ (see Fig. 1). 

2.2 Orbital Motion 
The orbital path followed by the EDT 

depends on all the forces acting on the system. 
In a detailed analysis the contributions are 
several, because the dynamics is affected by 
various interaction with the surrounding 
environment. We define three main 
contributions to the orbital dynamics: the 
gravitational, electrodynamic and aerodynamic 
forces, because those are the most important 
interaction affecting the satellite in our orbital 
scenario. 

Gravitational Force 
A tethered system can be several kilometers 

long, so the attraction of Earth's gravitational 
field must be studied as that of an extended 
body. To investigate the gravitational effects 
some assumptions must be made: in first 
approximation, we consider the potential model 
of the gravity as spherical, and the higher 
harmonics of the gravitational potential 
neglegible. The gravitational force will be 
provided by two main terms: the former 
explains the homogenous gravity attraction, the 
latter the mass distribution of the body.  
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Long tether affects the orbital motion of the 

whole system with second order terms causing 
small perturbations, whose magnitude is 
proportional to the (L/R)n ratio. 

Electrodynamic Force 
Along the orbit the tether crosses 

continuously the magnetic field lines generating 
according to the Faraday's law a differential of 
potential EMF between the two ends: 

 

  

€ 

EMF =
 v rel ×

 
B ( ) ⋅ L ˆ u  (2) 

 
where  is the satellite relative velocity 

with respect to the magnetic field, and   

€ 

 
B  the 

magnetic field of the Earth evaluated at the 
center of mass. If the electric circuit is closed 
through the ionosphere by ejecting the electrons 
at the cathode, a conventional current I(s) of 
positive charges can flow along the wire in the 
direction from the Earth outwards, supposing 
the tether moves eastward on a prograde orbit.  
 

 
Fig. 2   Electrodynamic force 

This current interacts with the geomagnetical 
field and a Lorentz drag force is induced in the 
opposite direction of the orbital motion (see Fig. 
2): 
 

  

€ 

 
F el = I(s)ˆ u ×

 
B ds

L∫
 (3) 

Aerodynamic Force 
The atmospheric density decreases 

exponentially versus the height above the 
surface, therefore its effects become 
predominant at low altitudes, causing a rapid 
decay of the satellite. The magnitude of 
aerodynamic forces depends strongly on the 
geometry of the vehicle and in particular on the 
frontal surface: 
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1
2

ρcD
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 (4) 

2.3 Attitude Motion 
The attitude dynamics of the tether is 

governed by the angular momentum   

€ 

 
H = I

 
Ω  

with I the inertial tensor and   

€ 

 
Ω  the angular 

velocity of the satellite. Its variation is due to 
the gravitational, electrodynamic and 
aerodynamic torques acting on the satellite: 
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d
dt
 
H =

 
M gr +

 
M el +

 
M a

 (5) 

 
Assuming that the tether cannot lengthen or 

shorten, the attitude dynamics can be expressed 
in the body reference frame as a function of 
libration angles in two non-linear and coupled 
differential equations 
 

€ 

˙ ̇ θ = − ˙ ω orb + 2( ˙ θ +ωorb ) ˙ φ tanφ +
Mθ

Is cosφ
 (6) 

€ 

˙ ̇ φ = −
1
2

sin2φ ˙ θ +ωorb( )
2

+
Mφ

Is
 (7) 

 
Where Mθ and Mφ are the sum of external 

torques affecting θ and φ, respectively, and ωorb 
the orbital angular velocity. 

Gravitational Torque 
The gravity gradient torque depends on how 

the mass is distributed with respect to the CM of 
the satellite. The gravitational forces generate a 
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momentum that tends to stabilize the satellite 
aligning it with its minimum inertia axes.  
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3µ
r3

ˆ s 1 × (I  ˆ s 1) =
3µ
r3 Is ˆ u × ˆ s 1( ) ˆ u ⋅ ˆ s 1( )  (8) 

 
Where the unit vector 

€ 

ˆ u  indicates the 
orientation of the wire. 

Electrodynamic Torque 
The Lorentz torque   

€ 

 
M el  caused by the 

current I(s) flowing along the wire is: 
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M el = J1ˆ u × ˆ u ×

 
B ( )  (9) 

 
Where J1 a coefficients explaining the 

electric current distribution along the wire: 
 

€ 

J1 = I(s) hG − Ls( )ds
− sin 2 φ

cos2 φ

∫  (10) 

 
Aerodynamic Torque 

The aerodynamic torque is predominant at 
lower altitude where the electron population is 
less dense, and can be evaluated as: 
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M a = −

1
2

( r −  r G ) × ρcD
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 (11) 

 
It brings quickly the system to instability, 

because it can’t be controlled in the same way 
as electrodynamic one.  

2.4 Thermal Model 
The temperature is important for the 

dynamical motion because it affects the 
electrical and mechanical properties of the tether 
and, consequently, the electrodynamic 
interaction. Its variation with time depends on 
several terms [8-9], mainly the solar radiation 
and radiative cooling: 

€ 

dT
dt

=
1

mkck
Qsol +Qal +Qe +Qa +Qohm −Qrad( )

 
(12) 

 
Where Qsol , Qal , Qe , Qa , Qohm and Qe are the 

thermal fluxes due the Sun, Earth’s albedo, the 
Earth’s IR radiation, the heating related to 
atmospheric drag, the ohmic losses the radiative 
cooling, and ck the thermal heat capacity 

2.5 Lump Masses Model 
To solve the motion of the whole system, 

avoiding mathematical complications, an 
effective strategy is to discretize the wire as a 
series of lumped masses connected by massless 
elastic springs and dampers [9-10]. The model 
spatial resolution becomes higher with more 
nodes/lumps discretizing the wire, but this 
increases rapidly the computational time 
required for a solution. So the number of 
lumped masses will be a tradeoff between a 
good prediction of the real motion and the 
minimization of the integration time without 
loss of fundamental information about the 
critical aspects of the system.  

In a tethered system, two masses orbiting at 
different heights with a common orbital rate 
ωorb must be subjected to a tether tension to 
compensate for the excess or reduction in their 
velocity. In fact the upper mass runs at higher 
velocity in order to follow the same orbit, while 
the lower mass must be orbiting at a slower 
velocity than the orbital velocity at that altitude. 

The motion of the tether relative to the 
inertial reference system can be described by a 
set of partial differential equations: 
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∂
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T +
 
f el +
 
f a = ρT

∂ 2

∂t 2
 r  (13) 

 
where  is the tether tension,  and  the 

Lorentz and aerodynamic forces per unit of 
length at the element dm, and s the position 
along the wire. 

The tension is a fundamental aspect to take 
into account when we work on flexible tether 
because it drives the lateral dynamics response 

346



Electrodynamic Tethers for Deorbiting Maneuvers 
 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

of the wire. In fact the eigenfrequencies of 
lateral oscillations are function of the same 
tension along the rope, which is function of the 
local deformation of the tether. In a visco-elastic 
model the tether internal force can be separate in 
two main contributions: the elastic and damping 
term: 
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F t =
 
F elas +

 
F damp

 (14) 
 

Where 
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With αk, lk

0, bk and  the thermal expansion 
coefficient, the unstretched length of tether 
element k, the material damping constant and 
the unit vector between the masses mk and mk+1: 

 

  

€ 

ˆ u k =
 r k+1 −

 r k
 r k+1 −

 r k
 

(17) 

2.6 Electric Circuit Model 
The tether model that we consider is a bare 

EDT of length L, width w and thickness h, made 
of conductive material of density ρ and 
electrical conductivity σ, which are function of 
temperature. In this study we will be working 
with relatively short wires, hence it is 
reasonable to assume that the quantities Ne and 
B are constant along the tether, because their 
scale heights are too long to force meaningful 
variations along the tether length. 

A totally or partially bare tether is an 
efficient anode. Moreover, the electron 
collecting area can be increased by using longer 
tether and satisfy at the same time the condition 
that the Debye length be larger than the tether 
radius. The motion of the wire with respect to 
the magnetic field generates the potential 
difference with respect to the plasma. As 
explained by the Faraday’s law, the relative 
motion causes an electric field (called motional 
electric field), along the wire, provided by the 
induced potential: 

  

€ 

EMF =
 v rel ×

 
B ⋅ d
 
l 

L
∫  

(18) 

 
where   

€ 

 v rel  is the relative velocity of the 
tether respect the magnetic field lines. Plasma 
has been assumed fixed to the magnetic field 
and corotating with the planet. 
 

 
Fig. 3   Electric Current Profile. 

 
When the electrical circuit is closed electrons 

are continually collected in the upper part of the 
wire along the positively biased segment. The 
electric current profile is non-linear and reaches 
the maximum at xB where the potential bias ∆V 
goes to zero. Then in the general case in which 
the potential drop of the plasma contactor VC 
and/or the impedance Zload of the applied load is 
not zero the lower portion of the tether will be 
negatively biased with respect to the plasma and 
will collect positive ions, producing a very 
small decrease of the electric current, as 
illustrated in Fig. 3. 

The current collection is here assumed to 
take place in the orbital motion limited (OML) 
regime, and the equations governing the process 
along the wire are [5][11]: 
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dΔV
dx
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σwh
− Et

 (19) 
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dIa
dx
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p
π
qeNe

2qe
me

ΔV  (20) 
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dIc
dx

= −
p
π
qeNe −

2qe
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Where I is the electric current (Ia and Ic 

respectively the current flowing in the anodic 
and cathodic segments), p the perimeter of the 
wire [p = 2 (w + h)], qe the electron charge, me 
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the electron mass, mi the mass of the most 
abundant ion species. 

This continuous replenishment of electrons is 
driven by the motional electric field projected 
along the wire and the local electron density of 
the Earth’s ionosphere. In order to obtain the 
electric profile along the tether we must solve a 
set of two differential equations with boundary 
conditions that have also to satisfy the circuit 
equation: 
 

€ 

EtL = ΔVA + ΔVTETHER + ΔVLOAD + ΔVC  (22) 
 

with the following boundary conditions: 
 

€ 

I = 0, ΔV = ΔVA             at   x = 0
ΔV = ΔVC + I(x=L )Zload        at   x = L
 
 
 

 (23) 

 
where EtL is the difference of potential 

induced by Faraday’s law, while ∆VA, ∆VTETHER, 
∆VLOAD and ∆VC are the potential drops 
respectively at anode, along the tether, the load 
and cathode. The drop along the tether depends 
on its electric resistance, and so on the tether 
cross-section, length, material electrical 
properties and temperature. 

3 Parametric Analysis 
An EDT is subjected to a continuously 

changing electrodynamic torque, whose 
equilibrium position cannot be described by a 
static solution. This torque pumps energy into 
the system enlarging the tether oscillation till 
transform it into a rotation. The aim of this 
section is to identify the critical parameters that 
govern the EDT dynamics along the orbit 
studying the decay performance for each 
configuration, and how long the system can 
work before going to instability. 

The key parameters considered in this work 
for a parametric analysis of deorbiting 
maneuvers can be grouped in three main 
categories: tether, satellite and environment 
parameters. In the first group we consider the 
length, the thickness and the width of the tether; 
the second group comprises the satellite mass 
distribution and the orbital inclination and 
altitude; the third set consists of the Solar 

activity index. The tether has been tested among 
all of the above.  

It is possible to observe, in Fig. 4, how 
important the tether length is for the evolution 
of the orbit: the longer the tether, the faster the 
orbital decay; in fact, the longer the tether the 
higher the current flowing in the tether and the 
higher is the destabilising electrodynamic force. 
In fact the current results in being proportional 
to the tether length  [5][11]. Tether 
width has a very similar effects, because it 
augments the collection area and so the electric 
current. As well thickness increases the current 
profile because enlarge the sectional area 
enhanced tether conductivity. 
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Fig. 4   Instability vs tether length 
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Fig. 5   Instability vs orbital inclination 

The mass ratio msat/mb, between the satellite 
and ballast mass, is very significant because it 
changes the position of barycenter of the whole 
system and so the value of term J1 (Eq. 10). 
High mass ratios mean extremely strong 
electrodynamic interaction and so little stability.  

The altitude evolution depends strictly on the 
starting altitude: if the altitude is too high (≥ 
1400 km) the system lifetime is very long (tens 
of years). This is, of course, due to the fact that 
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the produced current is greater at low altitudes, 
as shown in Fig. 4, where the electromagnetic 
field is higher.  

On the other hand, one of the most 
significant parameters is the initial orbital 
inclination because it is strongly related to the 
Earth electromagnetic field and consequently on 
tether current and direction of Lorentz force (see 
Fig. 5). The inclination values selected for the 
simulations are coherent with the orbital debris 
distribution as measured in the past years [12], 
[13]. Starting orbit inclinations are: 0, 30, 60 
and 85 deg. As expected the higher the 
inclination the lower is the current because of 
the geometry of the Earth magnetic field.   

The solar activity is the most significant 
environmental variables, since the 11years solar 
cycle changes the electron density in the 
ionosphere. Figures 5 shows the effect of solar 
activity at three different data: 

• 01 January 1996: Min Solar activity 
• 01 January 1998: Mean Solar activity 
• 01 January 2000: Max Solar activity 

When the solar activity is maximum the tether 
can collect a major number of electrons [14], 
therefore higher the solar flux, higher the 
current is and consequently the destabilising 
electrodynamic force. 

4 Control 
The main objective of an EDT system is to 

fulfill the decay maneuvers till low altitudes 
where the aerodynamic drag is plenty to ensure 
a rapid reentry. As just shown, without an 
appropriate control strategy the libration 
dynamics goes rapidly in instabilities causing a 
drastic decrease of the deorbiting performance. 
To avoid such a critic situation in this work we 
have considered a control strategy based on 
energetic approach [12-13]. For monitoring the 
stability of the satellite its Halmitonian function 
is evaluated by using information about the 
libration energy of the tether. 
 

€ 

Vstab = 4 +
˙ φ 2 + cos2 φ ˙ ϑ 2 −ωorb

2 − 3ωorb
2 cos2ϑ( )

ωorb
2

 (24) 

 

When Vstab overcomes a threshold value Vth 
the code must look at the direction of the 
oscillation respect to Lorentz force. In fact when 
both are in the same direction the 
electrodynamic torque causes a positive work 
that amplifies the oscillation, while in the other 
case the work becomes negative and decreases 
the rotational kinetic energy. Hence the control 
routine has to observe the attitude dynamics 
switching on or off the electric current, by 
closing and opening the circuit, as a function of 
the threshold value and oscillation direction. 
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Fig. 6   Stability function Vstab and orbital major 
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Fig. 7   Electrodynamic and aerodynamic forces 

In the next figures an example of controlled 
reentry is shown. The tethered system has been 
chosen 5km long, 1cm width and 0.1mm thick, 
the satellite and ballast masses are 1000 and 
20kg, respectively. The satellite starts from a 
circular equatorial orbit at an altitude about 
800km and the threshold value of control 
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function is set at 1 (see Fig. 6). The deorbiting is 
simulated during a maximum of solar activity. 

The electrodynamic force, whose average 
value is shown in Fig. 7, carries out the 
deorbiting till low altitudes where the 
atmosphere becomes quite dense to complete 
the reentry. In fact at this height aerodynamic 
load becomes very strong and the torque due to 
it brings the satellite into instability, since it 
cannot be controlled as well as electrodynamic 
one. But this has little importance, because our 
aim has been reached and the satellite from its 
initial operative orbit has been brought down at 
heights where aerodynamic drag can quickly 
complete the maneuver. Figure 8 describes the 
libration dynamics of the wire. The oscillation is 
mainly around the local vertical because the 
control forces the electric circuit to stay open 
for long time. 
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Fig. 8   In-plane and out-of-plane libration angles 
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Fig. 9   Environment Variables 

The environment variables have been 
reported in Fig. 9. The electron density has a 

maximum when the satellite is at roughly 
300km, while the magnetic field, the motional 
electric field and aerodynamic density increase 
as the major semiaxes diminishes. 
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Fig. 10   Zoom of tether temperature and current 

profile 

At least in Fig. 10 there is a zoom of tether 
temperature and average electric current. The 
temperature changes a lot because of solar 
radiation. When illuminated by sun the tether 
reaches the maximum temperature, otherwise it 
goes to equilibrium with Earth’s radiation, that 
is the second most important thermal flux. The 
electric current is affected by thermal behavior, 
because tether electric resistance is function of 
temperature. As it can be seen in Fig. 10 the 
control algorithm forced the circuit to be open 
for a long time. 

5 Lateral Dynamics 
Lateral dynamics is an important issue for 

tethered satellite, because the transversal 
oscillation can introduce new instability that a 
rigid dumbbell model cannot see [14-16]. In 
order to investigate the main features of in-plane 
and out-of-plane motion when perturbed by 
Lorentz force a lump mass approach has been 
used, discretizing the whole tether in several 
nodes, that substitute the inertial, electric and 
thermal properties of the same wire. By adding 
nodes into the model we can improve the 
description of the whole dynamics till to higher 
frequencies, which however are much less 
excited than first three modes and librational 
one. For this reason a model with at least 5 
nodes is plenty for an EDT satellite, and a smart 
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tradeoff between accuracy and computational 
time. In fact the cut-off frequency is much 
higher than first eigen-modes, so their value is 
rather representative of those  of a real system. 

In Figs. 11 – 12 the trend of in-plane and out-
of-plane is shown for the following initial 
conditions: circular equatorial orbit at 1000km 
of altitude, masses m1 and m2 about 1000 kg and 
25kg, respectively, and tether 5km long. 

In the spectral response of the in-plane 
motion, reported in Fig. 13, we can notice 
several terms among which the in-plane and 
out-of-plane librations at frequency √3forb and 
2forb, respectively (coupling between the motion 
is just provided by dumbbell model equations). 
The most important bending mode of the tether 
is the first (f1≈1.16Hz for a mean tension about 
0.44N), while the others at higher frequency are 
much less excited by electrodynamic force. The 
Earth’s environment introduces two important 
components due the rotation of the planet 
around its spin axis (fEarth=1.2x10-5Hz) and the 
relative motion frel between the spacecraft and 
surrounding plasma, which affect the motional 
electric field and consequently the electric 
current: 
 

  

€ 

frel = forb 1+
|  v rel |
|  v S /C |

 

 
 

 

 
 

 (25) 

 

 
Fig. 11   In-Plane motion - 5 lump masses 
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Fig. 12   Out-Of-Plane motion - 5 lump masses 

The Earth’s rotation frequency is very 
important, because the electron density, 

magnetic field, motional electric field and 
atmosphere density have a diurnal variation 
between light and dark side of the Earth, and 
this affects the collection of electron toward the 
anodic end. 
 

 
Fig. 13   Spectrum of in-plane lateral dynamics 

 
Fig. 14   Tension at the middle of the wire 

As shown in Fig. 14, the tension along the 
wire is variable in the time because it derives 
from the elastic longitudinal deformation of the 
tether. It has a transitory, where the free 
component is extinguished by the viscous term, 
then it goes to a stationary condition, forced by 
the gravity gradient term, and oscillates around 
a mean value about 0.44N. The peaks are 
generated by rapid temperature variation when 
satellite passes from sunlight to dark side, and 
vice versa.  

6 Conclusion 
An orbital simulator has been developed in 

order to simulate and investigate the dynamics, 
thermodynamics and electrodynamics of a bare 
tethered satellite operating in Earth 
environment.  The simulator can model the 
tether either like rigid dumbbell system or by 
means of lump mass approach. The former lets 
obtain quickly results about the deorbiting 
performance, while the latter can better 
approximate the lateral oscillation of the wire. 
Both the models utilize up-to-date 
environmental routines for magnetic field, 
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ionospheric model, atmospheric model and 
gravity field. 

A parametric simulation campaign has been 
run in order to find out the main destabilizing 
factors. Some key simulations have been run for 
an uncontrolled system to highlight the issue of 
attitude instabilities over time and the need for 
control. 

An energetic control algorithm has been 
implemented to control the electric current 
profile along the wire. In this way the EDT 
system can decrease its orbit till low heights 
where the atmospheric drag is plenty to 
complete the reentry. 

The lump masses simulator has been verified 
for its numerical integration accuracy, spectral 
content and resolution of its dynamic response, 
and realism of its numerical output. The in-
plane, out-of-plane and radial motion of each 
tether element has been studied in detail 
revealing that electrodynamic interaction tends 
to excite only the first vibration modes.  
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Abstract  
Main purposes of the author’s recent studies are 
both to improve the preliminary evaluation of 
the aerodynamic forces acting on aircrafts at 
supersonic speeds, particularly the wave drag, 
and to give some contribution to the potential 
flow theory. With regard to the induced kinetic 
potential, both the formula of equivalence 
between double-layer and boundary / surface 
vortices for any layer shape and, for its 
gradient, the formula of equivalence, through 
exchanges among components, with the 
induction of sources are given. As, by the 
impermeability boundary condition, double-
layers are sufficient to simulate the flow 
perturbation, these results allow a panel method 
formulation to be developed without layer 
strength discontinuities on the panel borders; 
this is important for supersonic flows. With 
regard to the wave drag analysis, evaluation is 
given of the rate at which the induced velocity 
comes down when the distance from the aircraft 
increases. 

 

1     Introduction  
The linearized kinetic potential equation 

(1 ଶ)߮௫௫ܯ− + ߮௬௬ + ߮௭௭ = 0 (1) 

 
plays an important role in the aircraft 
preliminary design stage, above all because 
gives plentiful and fundamental analytical 
results which guide crucial choices for the 
aircraft configuration, concerning the 
aerodynamic efficiency in cruise conditions. 
The fluid velocity can be expressed in the form 

࢜ = (ܸ + ߮௫)+ ߮௬ + ߮௭ = 0, (2) 

 
where i, j, k are the unit vectors of the 
coordinate axes x, y, z , respectively, and V is 
the flight speed corresponding to the Mach 
number M. 

For the flight at supersonic velocities 
particularly important are the analytical results 
for the evaluation of the wave drag [1;2]. When 
the flight conditions are such that the boundary 
layer does not anticipate the separation and the 
trailing edges can be suitably predicted, then 

Linearized theory of supersonic potential flow: 
recent results of studies on  

Volterra's equation and its applications 
 

 
Luigi Polito  

Department of Aerospace Engineering , University of Pisa , Italy 

 
 

Keywords: Potential flow ,Wave drag ,Panel method 

353



Luigi Polito 

also the calculation by the panel method [3;4;5] 
for Eq. (1) offers many opportunities at 
preliminary design stage, particularly for the 
configuration optimization. In the following the 
author presents some analytical results of his 
more recent studies based upon Eq.(1), intended 
both to improve the evaluation of the 
aerodynamic forces acting on aircrafts at 
supersonic speeds, particularly the wave drag 
evaluation, and also to give some contribution 
to the general theory. These results have been 
obtained starting from the expressions which 
give by Volterra's method [6;7] the perturbation 
kinetic potential either through the boundary 
values or through the strength of doublets (of 
sources). This method does not require the use 
of the notion of Hadamard’s finite part of 
diverging integrals [8]. 

In the following the expression “double-
layer” indicates a doublets distribution on a 
regular surface (a “panel” with arbitrary shape) 
and the expression “singularity” indicates a 
source, a doublet, etc. 

The first part of the presented results 
concerns the induction of a double-layer. The 
induction formulas, originally expressed directly 
through the double-layer local strength, are 
given expressed through this strength along the 
border and its gradient on the surface, so 
demonstrating for  the induced potential the 
equivalence with the induction of vortices [9]. 
As for  the induced velocity components, the 
reported  expression in vector form [10,11] 
shows the equivalence with the induction of 
sources, through exchanges among the 
components (likewise it happens between 
source and vortex in planar incompressible 
flow). Analogous results hold for subsonic flow 
[9;10;11]; for incompressible flow they 
correspond to results of the Electromagnetism 
(such as the Ampère’s “equivalence principle”). 
As the perturbation introduced by an 
impermeable surface in the flow can be 
represented through the double-layer induction                

only [11;12], these results allow the 
development of a simplified formulation of the 
panel method, with panels covered by doublets, 
without any sources and singularity strength 
discontinuities along the panel borders. 

The second part of the presented results 
concerns the analysis of the wave drag. For the 
velocity induced by an arbitrary singularities 
distribution inside a bounded region of the space 
the evaluation of the attenuation due to 
increasing distance from the singularities is 
given. The total change of the fluid velocity due 
to the aircraft is obtained by summing to the 
aforesaid velocity, computed by the appropriate 
singularities distribution, the velocity induced 
by the part of the wake double-layer which is far 
from the aircraft. As known, according to the 
small perturbations theory, the part of the wake 
whose distance from the aircraft is great enough 
can be represented by half straight lines, whose 
origins make up a line and which are mutually 
parallel; the double-layer strength is constant 
along each of these half straight lines 
(corresponding to boundary vortices). The  
induction of this part of the wake is a classical 
item not considered here.  

2     Double layer induction 

In supersonic flow the potential induced at 
the point P(x, y, z) by a double-layer on any 
regular surface, S , if P is not on S is given by 
                         

߮(ܲ) = ௫ܷ(ܲ)
ߨ2

 (3) 

ܷ(ܲ) ≡ ∫ (ܳ)(ܳ)݉ ∙ௌ  ℎ݀ܵ,  (4)(ܲ)ࡳ

                       
where  Q(u,v,w) is the centre of the integration 
element, that is dS on S and dl on the boundary 
of S, m(Q) is the double-layer strength, n(Q) is 
the unit vector orthogonal to S at Q, SP is the 
part of S such that x > u +B| D|, and, moreover,
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(ܲ)ࡳ ≡ ଶܤ−
߲
ݔ߲ + 

߲
ݕ߲ + 

߲
 ݖ߲

(5) 

ܤ ≡ ඥܯଶ − 1 (6) 

ℎ ≡ ݈݊
ݔ − ݑ + ߗ√

|ࡰ|ܤ
 (7) 

ࡰ ≡ ݕ) − (ݒ + ݖ) −  (8) (ݓ

ߗ ≡ ݔ) − ଶ(ݑ −    (9)|ࡰ|ଶܤ

If CP indicates the part of the border of S 
where x > u +B|D| and K is a suitable constant, 
when on CP is |D| > 0 it results, by known 
identities between integrals and by suitably 
handling the irregularities, 

 

߮(ܲ) = ܭ +
(ܲ)ܫ − (ܲ)ௌܫ

ߨ2
 (10) 

(ܲ)ܫ    ≡ ∫ ࢠ(ܳ)݉ ∙ ⋀(ܳ)  (11)    ݈݀(ܳ)ࢋ

(ܲ)ௌܫ ≡ ∫ ࢠ ∙ ௌ⋀(ܳ)                     (12)   ܵ݀(ܳ)݉ࢍ

ࢠ ≡
ݔ − ݑ
ଶ|ࡰ|

⋀ࡰ
ߗ√

, (13) 

 

where e(Q) indicates the local unit vector 
orthogonal both to the border and to n(Q), 
oriented outside S, and gm(Q) indicates the 
tangential gradient of m(Q). The constant K is 
zero if on SP is |D | > 0 everywhere, otherwise 
results by a linear combination of the values of 
m(Q) at the points of SP where D = 0; if all  
these points are intersection points the 
coefficient of the linear combination is either     
-1,  where n . i > 0, or +1 where n . i  < 0; see 
[9] for more details. This result demonstrates 
the equivalence with the induction of vortices.  

As for the double-layer induced velocity it 
results [10;11] 

 

(ܲ)߮ߘ ≡  (14) (ܲ)ࢆ⋀(ܲ)ࡳ

(ܲ)ࢆ  ≡ ()ିೄ()
ଶగ

 (15) 

(ܲ)ܬ    ≡ ∫ (ொ)(ொ)⋀ࢋ(ொ)
√ఆ ݈݀      (16) 

(ܲ)ௌܬ    ≡ ∫ (ொ)ࢍ⋀(ொ)
√ఆௌ ݀ܵ   (17) 

3     Induced velocity far field    
Let be  
                      

ܺ ≡ ݔ ⁄ܤ  (18) 
                        

ݍ ≡ ܺ −  (19) ܣ
  
ݕ + ݖ ≡ )ݎ ݏܿ ݐ +  ݊݅ݏ  (20) ,(ݐ

 
with A any positive constant and  r  positive, if 
not zero. A solution of Eq. (1) such that                  

ݔ)߮ ≤ ,ݎܤ ,ݕ (ݖ = 0 (21) 
    

ݔ)߮ ≥ ,ܣܤ ,ݕ (ݖ = ܿ.݂. (22) 
           
ݔ]߮ ≥ ,ݕ,(ݎܤ,ܣܤ) ݔܽ݉ [ݖ = .ݎ ݂.  , (23) 

    
where c. f. indicates any continuous function 
and r. f. indicates any regular function, may 
represent the kinetic potential induced by a 
singularities distribution inside the cone (X >r,  
X < A ). Let be 
 

ݒ + ݓ ≡ )ܿ ݏܿ ߰ +   (24) (߰݊݅ݏ
      

߱ ≡ ߰ −  (25) ,   ݐ

 
with c  positive, if not zero. Moreover, let be 
               

(݂;ܲ)ܮߨ2 ≡ ∫ ௌܪ(߰,ܿ)݂ ݀ܵ   
(26) 

   

ܪ ≡ ݈݊
ݍ + ߗ√ ⁄ܤ

|ࡰ|  , (27) 

 
with SP indicating the part of the circle S: ( q = 
0, c < A) where q > |D|. Following the 
Volterra’s method [6;7] and taking into account 
that the co-normal of the conical surface X = r 
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lies on the generating half-straight-line, it results 
[13] 
 
     

߮(ܲ) = (ܲ;߮)ܮ +  ൫ܲ;߮൯ (28)ܮ
        
߮(ܿ,߰) ≡ ,ܣܤ)߮ ܿ ݏܿ ߰ , ܿ ݊݅ݏ ߰) (29) 

       
߮(ܿ,߰) ≡ ߮(ܣܤ, ܿ ݏܿ ߰ , ܿ  (30) (߰݊݅ݏ

 
      
    Let be 
           

,ݔ)ܨ ,ݎ (ݐ ≡ ,ݔ)߮ ݎ ݏܿ ݐ , ݎ ݊݅ݏ  (31) (ݐ
          

By suitable manipulations, from Eq. (28) 
the first partial derivatives of F and, 
consequently , the function 

,ݔ)ܼ ,ݎ (ݐ ≡ ,ݔ)௫ܨܤ ݎ , (ݐ + ,ݔ)ܨ ݎ ,  (32) (ݐ

result given by final expressions containing only 
integrals which are either proper or improper-
convergent and, moreover, devoid of derivatives 
of integrals [13]. 
     For each of these four intervals of values of r  
 

:1ܬ [0 ≤ ݎ ≤ ܴ >  (33) [ܣ
  

:2ܬ [ܴ ≤ ݎ ≤ ܴଵ(ݍ)] (34) 
  

:3ܬ [ܴଵ(ݍ) ≤ ݎ ≤ ݍ −  (35) [ܣ
  

:4ܬ ݍ] − ܣ ≤ ݎ ≤ ܺ], (36) 
  

where 

ܴଵ(ݍ) ≡ ݍ − ܣ −  (37) (ݍ)݁
  

and e(q) is any function with positive lower 
bound and such that             

݈݅݉
→ାஶ

(ݍ)݁ ⁄ݍ = 0  , (38) 

the aforesaid final expressions give what 
follows. 

With the abbreviation “b.f. ” indicating any 
bounded function and the abbreviation  

  

݇ ≡ ඥ[ݍଶ − ݎ) − [ଶ(ܣ ⁄(ݎܣ4)   , (39) 

            
for great values of |q|+r the first partial 
derivatives of F(x, r, t) are given by [13] :  

 A) inside J1   

௫ܨ =
(௫)ܥ + ܾ. ݂. ⁄ݍ

ଶݍܤߨ2   (40) 

ܨ =
()ܥ + ܾ. ݂. ⁄ݍ

ଷݍߨ2   (41) 

௧ܨ
ݎ =

(௧)ܥ + ܾ.݂. ⁄ݍ
ଷݍߨ2  , (42) 

with 

(௫)ܥ ≡ −∫ ߮(ܿ,߰)ௌ ݀ܵ   (43)                    

()ܥ ≡ ∫ ߮(ܿ,߰)(ݎ − ݏܿ ܿ ߱)ௌ ݀ܵ  (44)                    

(௧)ܥ ≡ −∫ ߮(ܿ,߰)ܿ ݊݅ݏ ߱ௌ ݀ܵ   (45)                    

  
B) inside J2     

௫ܨ =
(௫)ܧݍ

ܴଷ
  (46) 

 

ܨ =
()ܧݎ

ܴଷ
  (47) 

௧ܨ
ݎ =

(௧)ܧ

ܴଷ
   , (48) 

  

with 

(..)ܧ        = ܾ. ݂. + ..
ோబ
మ + ..

ோబ
మ + ..

ோబ
ర           (49) 

 

ܴ ≡ ඥݍଶ −  ଶ (50)ݎ

  
C) inside J3 (݇ ≥ 1)
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ܼ =
ܾ.݂.
ݎ√ݎ

(݇)ࡼ +
ܾ. ݂.
ݎ√ݎ

 (51) 

 

ܨ =
ܾ.݂.
ݎ√

(݇)ࡼ +
ܾ. ݂.
ݎ√

 (52) 

 

௧ܨ
ݎ =

ܾ.݂.
ݎ√ݎ

   , (53) 
 

with   

(݇)ࡼ ≡ න
ݑ݀

ඥ(1− −ଶ)(1ݑ ݇ଶݑଶ)

ଵ ⁄



 
(54) 

  
D) inside J4 (݇ ≤ 1)   

ܼ =
ܾ.݂.
ݎ√ݎ

(݇)ࡷ +
ܾ. ݂.
ݎ√ݎ

 (55) 

 

ܨ =
ܾ.݂.
ݎ√

(݇)ࡷ +
ܾ. ݂.
ݎ√

 (56) 

 

௧ܨ
ݎ =

ܾ. ݂.
ݎ√ݎ

  , (57) 

 

with    

(݇)ࡷ ≡ න
ݑ݀

ඥ(1− −ଶ)(1ݑ ݇ଶݑଶ)

ଵ



 (58) 

 
 

As for the evaluations relevant to the 
intervals J3 and J4  is to be noted that for k 
approaching 1, i.e. for r approaching q - A , both 
the functions K(k) and P(k) have the singularity 
ln | k-1 | , i.e. the singularity ln | r-(q-A) |.          
In equations (51), (52), (55), (56) the terms 
containing either the function P(k) or the 
function K(k) are given by line integrals on the 
boundary of the circle S. For the moment their 
evaluation is based only on the continuity of the 
potential on this boundary; the analysis of the 
behaviour for k near to 1 of these terms has not 
been performed yet. Moreover is to be noted 
that the value of the function Z( x ,r, t )   comes 
down more quickly of the values of both the 
axial and radial velocity components when r 

increase. This can be inferred from the 
examination of Eq. (1) expressed by cylindrical 
coordinates 

(1 ௫௫ܨ(ଶܯ− + ܨ +
ܨ
ݎ +

௧௧ܨ
ଶݎ = 0 (59) 

  

by assuming that this equation can be replaced 
for great values of r by the equation 

௫௫ܨ(ଶܯ−1) + ܨ = 0 (60) 

whose continuous solutions such that                    
F(x < Br, r, t) = 0 are given by F = T(x – Br , t )  
where T is an arbitrary function, so that  

௫ܨܤ + ܨ = 0 (61) 
  

4     Conclusions    

The results presented contribute both to 
improve the valuation of the aerodynamic forces 
acting on aircrafts at supersonic speeds when 
the linearized potential flow equation is used, 
particularly the evaluation of the wave drag, and 
to the general potential flow theory.  
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Abstract  

In this paper, a theoretical study of the turn 
manoeuvre of an agricultural aircraft is 
presented. The manoeuvre with changeable 
altitude is analyzed, together with the, effect of 
the load factors on the turn manoeuvre 
characteristics during the field-treating flights. 
The mathematical model used describes the 
procedure for the correct climb and descent 
turn manoeuvre. For a typical agricultural 
aircraft, the numerical results and limitations of 
the climb, horizontal and descending turn 
manoeuvre are given. 

1 Introduction  

The problem of turning flight with 
changeable altitude is described by the system 
of differential equations which describe the 
influence of the normal and tangential load 
factors on velocity, the path angle in the vertical 
plane and the rate of turn, as a function of the 
bank angle during turning flight [1-6].  

The system of differential equations of 
motion was solved on a personal computer with 
the Runge-Kutta-Merson numerical method. 
Some analytical and numerical results of this 
calculation are presented in this paper [6]. 

Ariel treating has become an integral part of 
modern agriculture. However, agricultural 
flying has been plagued by a great number of 
accidents. The manoeuvres of an agricultural 

aircraft are divided into those carried out while 
entering or leaving the spraying line. Despite 
low height of the aeroplane while spraying, this 
part of the flight is considered to be the safest 
because of an appreciable flight velocity. Upon 
completing a spraying run, the aircraft enters the 
turn manoeuvre procedure. 

The low altitude of the turn manoeuvre 
procedure and the vicinity of terrain are main 
causes of numerous accidents. The pilots assert 
that the procedure is the most dangerous 
manoeuvre and most of the accidents occur 
when these manoeuvres are performed, due to 
low altitude and the possibility of stall during 
the manoeuvres. There are many secondary 
factors that influence the safety of agricultural 
flying and some of them will be treated in this 
paper (see Figure 1.). 

2 Analytical and Numerical Calculation  

In accordance with the above mentioned 
considerations, two segments of the turn 
procedure are considered to be critical: (i) climb 
while turning, and (ii) rolling. In these phases of 
the manoeuvre, the aircraft may encounter 
stalling. The aim of this paper is to determine 
those factors that provoke the appearance of 
stall and to estimate their magnitude. A further 
aim is to investigate the most convenient turn 
manoeuvre procedure regarding the safety of the 
manoeuvre and its economical realisation. 
Furthermore, the analytical and numerical 
calculation methods are analyzed [6]. 

The Influence of Load Factors on the Turn Manoeuvres of 
Agricultural Aircraft: An Overview 

 
 

Bosko Rasuo 
University of Belgrade, Faculty of Mechanical Engineering, Aeronautical Department,      

Belgrade, Serbia 

 
Keywords: Load Factors, Safe Turn Manoeuvres, Agricultural Aircraft. 

359



The Influence of Load Factors on the Turn Manoeuvres of Agricultural Aircraft: An Overview 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

The analysis has been restricted to the climb 
in the first phase, and the descent at the end of 
the turn manoeuvre. A special type of the turn 

manoeuvre has also been analyzed, i.e. the case 
in which the x-direction forces are balanced. 
This case involves a close balance between 

 
 

 
 

Fig. 1 An agricultural aircraft in flight. 
 

 
 

Fig. 2 Turn procedure. 
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thrust and drag (T ≈ D). The analytical solutions 
for the climb turn manoeuvre at a constant 
normal load coefficient have been obtained and 
analyzed [6]. 

For the analysis and calculation of the turn 
manoeuvre, the normal and tangential load 
factors have been chosen, because these 
combine all essential parameters for the turn 
manoeuvre procedure (energy potential – 
powerplant, aerodynamic and structural 
characteristics of aircraft, as well as the manner 
of piloting an aeroplane). That leads to universal 
solution of the turn manoeuvre parameters for 
all categories of the agricultural aircraft. 

The usual treatment (spray) run is carried out 
along the larger dimension of the field. At the 

end of a treatment run, a turn procedure is made, 
and the pilot enters the treating line shown in 
Figures. 2 and 3.  

The analysis and calculation of the climb 
(and descent) turn manoeuvre, by involving the 
normal and tangential load factors, provides 
general results. In this way, observation and 
analysis of behavior of all categories of 
agricultural aircraft are possible.  

The analysis shows that the stalling speed 
and the start altitude at the beginning of the turn 
manoeuvre are limiting factors. For this kind of 
aircraft, the stalling speed of approximately 30 
ms–1 is a typical value. Accordingly, at the end 
of the treating (spraying) run, and beginning of 

 

 
 

Fig. 3 The climb turn of agricultural aircraft. 
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the turn manoeuvre, the velocity should exceed 
40 ms–1(see for more details in reference [6]). 

3 Conclusion 

In this paper a criterion has been established 
for determining the margin of the speed over the 
stalling speed (safety speed) after the 
agricultural aeroplane increases its height above 
the ground by a given amount. The required 
altitude may be different for different types of 
aeroplanes and will depend on their capability to 
perform rolling and turning manoeuvres. The 
minimum margin of velocity allowed is 
determined from the requirements of the rolling 
manoeuvre [6]. 
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Abstract  

This paper presented benchmark study of 

missile-like body using the Steady Reynolds-

Averaged Navier-Stokes equations (SRANs) 

with first-order turbulence models (standard k-ε 

and Renormalized Group (RNG) k-ε, SST k- ω, 

and transitional SST k-ω models) and a second-

order turbulence model, (Reynolds Stress 

Model, RSM). The Mach number investigated 

ranges from 0.6 to 4.5.  

The numerical showed that all turbulence 

models were able to predict the trend of axial 

coefficients. However, based on the percent 

disagreements computed, the standard k-ε and 

Reynolds Stress Model (RSM) agreed very well 

with the experiment database. The deviation of 

CFD from experimental data was observed at 

low speed Mach flow (Mach number of 0.6). 

The percent disagreements between 

experimental and computational data are 

approximately 10.  

Based on visualization, all turbulence can 

capture the development of shock and 

downstream on wake flows. For low speed 

incoming Mach number, the local shock pocket 

was observed. The local shock on the missile-

like body was stronger and stronger as the 

incoming shock increased, resulting in the 

increase of the aerodynamic drag coefficient. At 

Mach number 1.02, the bow shock was observed 

and this shock moved close to the body at Mach 

number greater than 1.02, attributed to the 

reduction of the drag coefficient.          

1 Introduction 

Defense Technology Institutes (DTI) is 

initiating a number of activities in missile 

design and development. One of the key 

initiatives is design and optimization of missile 

aerodynamics, which is responsible by 

Aerodynamics group. To meet the institute 

goals, the Aerodynamics group has developed 

the roadmap including conceptual, preliminary, 

and detail designs as shown in Fig. 1. In 

conceptual design phase, the analysis involves a 

trial and error process applying simple 

analytical and empirical relations to meet 

constraints in order to achieve the design 

objective.  

To improve traditional design optimization 

process in conceptual phase, we thus proposed 

developing CFD-integrated optimal design in 

the preliminary design. In this phase, CFD plays 

a major role to generate dataset of the objective 

design parameters. A Response Surface (RS) 

based polynomial and Artificial Neural Network 
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(ANN) are purposely applied to construct the 

so-called Surrogate model.  

 

 
 

Fig. 1 Roadmap for Aerodynamic design and optimization 

(Ridluan) 

 

Briefly, the application of ANN approach is 

to reduce a number of CFD simulations and to 

enhance the construction of a RS equation. 

Finally, the anticipated aerodynamically-

designed missile configuration is investigated 

using very high reliable means such as CFD 

simulation with high fidelity and Experimental 

Fluid Dynamics (EFD). 

It is clearly demonstrated in the road map 

itself that to trustfully integrate CFD 

methodology as the design tool in both 

preliminary and detail design phases, 

benchmarking CFD simulation against generally 

accepted experiments is the significant first step. 

A particular challenge in turbulent flow around 

a missile is the accurate aerodynamic prediction 

of turbulent flow. As the accurate simulation is 

depended on the turbulence model 

implemented, the exercise in using CFD as the 

design and optimization tool is one of 

evaluating the application of the appropriate 

turbulence model in terms of its accuracy and 

time consuming. 

The present paper thus objectively 

investigates accuracy of CFD prediction for the 

flow field of rotating projectile using Steady 

Reynolds-Averaged Navier-Stokes (SRANS) 

equations with first-order turbulence models 

(standard k-ε and RNG k-ε, SST k- ω, and 

transitional SST k- ω models) and a second-

order turbulence model (Reynolds Stress model, 

RSM) at Mach numbers ranging from 0.6 to 4.5. 

In this simulation, we applied the multi-

reference frame approach to model the spinning 

motion of the projectile.  

2 Mathematic model 

In order to predict turbulent flow, the 

modification of Navier-Stokes equations (NSEs) 

is needed. The modified equations are often 

called the Reynolds-Averaged Navier-Stokes 

(RANS) equations.  

The Reynolds averaging process introduce 

the unknown term. Here, the unknown terms are 

called the Reynolds Stress terms and defined as,  

 

jiij uu                                                     (1) 

 

The traditional approach in modeling 

Reynolds Stress is to employ the Boussinesq 

hypothesis in order to relate the Reynolds Stress 

with the velocity gradients. However, 

Boussinesq hypothesis leads to a new unknown 

term, turbulent viscosity term. 

In order to simulate turbulent flow, the 

turbulent eddy motion is here described the 

turbulent viscosity term. We note that in 

contrast to the molecular viscosity, the eddy 

viscosity depends on the flow dynamics. 

Therefore, selection of the appropriate 

turbulence model characterizing the eddy 

viscosity is directly linked to the accuracy of the 

simulation relative to a benchmark experiment 

or simulation.  

To objectively assess the accuracy of the 

simulations of turbulent flow over a missile-like 

body, here three popular first-order turbulence 

models are initially chosen. The models in this 

study are as follows: standard k-ε, RNG k-ε, 

SST k-ω, and Reynolds Stress Model (RSM). 

The turbulent model for each model is briefly 

described below. 

For brevity, we refer the reader to classic 

texts on turbulent theory and models such as 

Tennekes and Lumley (1976) and Rodi (1993). 

We consulted additional brief notes on turbulent 

flow models in manuals for FLUENT. 
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3 Detailed Formatting Instructions 

In order to be able to apply commercial CFD 

codes in the missile design and optimization, all 

codes need to be validated and verified against 

experimental data from a flow configuration 

similar to the anticipated design flow. In the 

present case, we report the results to date on 

flow through the missile-like body, defined by 

conical and cylindrical elements (see Fig. 2).  

 

 

 

Fig. 2 The schematic of the missile-like body flow 

The flow over the missile-like body shown 

schematically in Fig. 2, reproduces the configuration of 

flow through a M910 subprojectile by Plostins et al. [3]. 

This investigation and the dataset which is accessible is 

widely accepted as a benchmark for CFD codes. 

DeSpirito and Heavey [4] provided additional information 

on the flow modeling.  Fig. 3 (a) shows the dimensions 

and unit cell of the experimental configuration. The detail 

dimensions were schematically given by DeSpirito and 

Heavey [4]. The model consists mainly of conical and 

cylindrical sections with 4.12 and 3.27 centimeters long. 

The nose diameter and cylindrical diameters are 0.22 and 

1.62 centimeters, respectively. 

In the present study, we mainly used the commercial 

CFD code, the codes use a time-independent compressible 

Navier-Stokes formulation and the turbulent models that 

are discretized using the finite volume method. Further, a 

second-order upwind and central differencing flow 

numerical schemes were applied for convective and 

diffusive terms, respectively. The discrete nonlinear 

equations were  implemented implicitly. To evaluate the 

pressure field, the ideal gas law was used. The linearized 

equations were solved by multi-grid method. The 

numerically approximated equations were performed on 

the collocated viscous mesh, approximately totaling 

500,000 cells for the cell shown in Fig. 3 (b). For viscous 

mesh topology, the structured hexahedral cells are 

generated in the boundary layer region, of which 
y  of 

the missile surface was less than 5 to ensure the resolution 

of the viscous sublayer.  

To model the rotating effect, the external domain is 

defined as non-rotating frame, while the inner domain is 

rotated at constant rotational speed. The computational 

grids of external and rotating regimes were constructed 

separately as shown in Fig. 3 (b). The interface mesh 

generated between two dolmans is conformal.  
 

 

(a) 

 

 

(b) 

Fig. 3 Schematic configuration of (a) the M910 

subprojectile and (b) the computational domains and unit 

cell  

The boundary conditions used in the research 

were as follows. A streamwise far field 

condition was applied at the inlet and lateral 

boundaries. This specified constant Mach 

Inlet 

Outle

t 

Later

al 

Rotating domain 

Non-rotating domain 
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number. The outlet boundary condition is taken 

as nonreflecting boundary condition. At the 

interface between rotating and non-rotating 

domains, the flow properties and turbulent 

quantities are circumferentially averaged.   

4 Results and Discussion 

Since aerodynamic drag is important to 

determine missile flight characteristics such as 

range, speed, maneuverability, propulsion size, 

and missile carriage [5]. The axial force 

coefficient was then selected to evaluate the 

predictive ability of the fist- and second-order 

turbulence models. Here, the first-order 

turbulence models selected are standard k-ε and 

RNG k-ε, SST k- ω, and transitional SST k- ω 

models. For second-order turbulence model, 

Reynolds Stress Model (RSM) was chosen. 

4.1 Quantitative analysis 

Fig. 4 exhibits the plots of axial force 

coefficients against Mach numbers. It is 

evidential that the coefficient abruptly increases 

from subsonic to transonic regimes and 

gradually decreases from transonic to 

supersonic flows.  

 

 
Fig. 4 The plots of experimental and computational Axial 

force coefficient (CA) versus Mach number (Ma) 

 

 Based on the Figure above, all turbulence 

models well predict the trend of the axial 

coefficients. However, the transitional SST k-ω 

poorly predicts the maximum axial coefficient 

at Mach number 1.02.  

To quantitatively assess the suitability of 

turbulence model, the percent disagreement is 

computed and given in Table 1. Surprisingly, 

the standard k-ε turbulence model shows the 

best capability in predicting the axial 

coefficients. Generally, the standard k-ε model 

disagrees with the measured data by 5% 

whereas. We also observe that at low speed 

flow, the disagreement between predicted and 

measured data is by 13%.   

 
Table 1 The difference of axial force 

coefficients between EFD and CFD 

4.2 Flow physics analysis 

The flow around the projectile at Ma of 0.9 is 

first analyzed.  Fig. 5 demonstrates the 

distributions of the pressure coefficient (Cp) and 

turbulence kinetic energy (k) along the 

projectile centerline.  Based on Figs. 5 (a) and 

(b), there are the sudden decrease and increase 

of the pressure coefficient and turbulence 

kinetic energy at x/L = 0.54 and 0.97. We note 

that the positions at x/L=0.54 and 0.97 are 

where the geometrical transition exists; that is, 

from conical ogive to cylindrical body and from 

cylindrical body to ogive boat tail, respectively. 

It can observe that all turbulence models predict 

similar trends. However, the lowest pressure 

coefficients are predicted by SST k- ω. 

 

Ma 

EFD&CFD Differences [(EFD-CFD)/EFD]% 

Std k-

epsilon 
RNG 

SST k-

omega 

Trans SST  

k-omega 
RSM 

0.6 12.400 12.400 12.800 13.200 11.200 

0.9 
5.556 

-

11.481 -18.519 -23.333 2.593 

1.02 -4.419 -4.419 -4.651 -30.930 -3.256 

1.4 3.333 7.436 -1.795 -8.974 7.436 

2.5 1.961 6.275 1.176 -1.569 5.490 

4.5 4.118 2.353 3.529 2.941 -4.118 
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(a) 

 

 (b) 

Fig. 5 The centerline plots of (a) pressure coefficient 

and (b) turbulence kinetic energy along the projectile. 

 

The turbulence flow in wake region is also 

investigated. As shown in Figs. 6 (a) and (b), all 

turbulence models provide the similar trends of 

kinetic energy and dissipation rate.  The 

maximum kinetic energy and dissipation rate of 

turbulence locate inside recirculation flow (we 

define this flow pattern as the very large eddies) 

in the wake region. The predicted kinetic energy 

of turbulence flow using Standard k-ε and RSM 

is identical. SST k- ω predicts the higher 

turbulence kinetic energy, while RNG yields the 

slightly-smaller kinetic energy value, 

comparative to the calculation based on 

standard k-ε and RSM.  

 

(a) 

                                                       

(b) 

 

(c) 

Fig. 6 The plots of (a) turbulence kinetic energy, (b) 

epsilon, and (c) Reynolds stress in wake region. 
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We further investigate the Reynolds 

Reynolds stress behavior in the wake region as 

shown in Fig. 6 (c). It was found that both 

streamwise and spanwise Reynolds stresses are 

identical, the evidence indicating that a 

turbulence flow developed in wake region is 

isotropic. Similar to turbulence kinetic energy 

prediction, the dissipation of turbulence 

predicted by standard k-ε and RSM are identical 

and it is slightly higher than those computed 

using RNG model. Note that the wake flow 

pattern is unsymmetrical due to the body 

rotation effect. 

Figs. 5 to 6 display the shock flow 

development when the incoming Mach numbers 

are 0.9, 1.02, and 4.5, respectively.  The contour 

plot of Mach number for incoming Mach 

number 0.9 reveals the local shock (pocket) 

development at location of transitional location 

from the nose to cylinder parts. Further 

downstream, the local shock observed at the 

onset of aft part is developed. Predicting by 

RNG and SST k- ω shown Figures 5 (b) and (c), 

the local shock is stronger than that computed 

by Standard k-ε and RSM models, shown in 

Figures 5 (a) and (d). This leads to the 

overprediction of the coefficient using RNG and 

SST k- ω turbulence models (the percent 

disagreement is greater than 10%). For 

incoming Mach number 1.02, the bow shock is 

developed at the nose of projectile and the local 

shock at the cylinder and aft bodies are clearly 

observed. Once the Mach number reaches 4.5, 

the local shocks downstream disappear and the 

bow shock tends to attach the missile-like body. 
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(a) Standard k-ε model                                              (b) RNG k-ε model 

 
                      (c) SST k- ω model                                                            (d) RSM 

 

 
 

Fig. 5 The shock development at Mach number of 0.9 using (a) standard k-ε, (b) RNG k-ε, (c) transitional SST k- ω mode, 

and (d) RSM.  
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(a) Standard k-ε model                                             (b) RNG k-ε model 

 

 
                                          (c) SST k- ω model                                                          (d) RSM 

 

 
 

Fig. 6 The shock development at Mach number of 1.02 using (a) standard k-ε, (b) RNG k-ε, (c) transitional SST k- ω mode, 

and (d) RSM.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Bow shock  
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(a) Standard k-ε model                                             (b) RNG k-ε model 

 

 
                                         (c) SST k- ω model                                                         (d) RSM 

 

 
 

Fig. 7 The shock development at Mach number of 4.5 using (a) standard k-ε, (b) RNG k-ε, (c) transitional SST k- ω mode, 

and (d) RSM. 

 

 

 

 

 

 

 

 

 

Oblique shock  
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5 Conclusion to date 

In order to use CFD codes with confidence as 

a tool for missile design ad optimization, it is of 

importance to validate and verify the codes 

against accepted benchmark experiments similar 

to the anticipated flow configuration. Of special 

interest in this exercise is learning the capability 

of various turbulence models to accurately 

simulate the anticipated complex high speed 

compressible flows. 

In the present work, we began verifying and 

validating the FLUENT codes against the 

benchmark experiment of missile-like body, as 

experimentally and computationally reported by 

[3,4]. With four first-order turbulence models 

(standard k-ε and Renormalized Group (RNG k-

ε), SST k- ω, and transitional SST k- ω models) 

and a second-order turbulence model (Reynolds 

Stress Model, RSM), we learned the following 

in summarized form  

 

o that the axial coefficient trend can be 

simulated using both first-order and second-

order turbulence models. We found that the 

transitional SST k- ω model give some of 

similar trends but was not found to compare 

well with experimental data. 

o that both first-order and second-order 

turbulence models can simulate mostly the 

same “flow physics” such as shock and 

downstream wake flow. The RNG and SST 

k- ω model give some of similar trends but 

was not found to compare well with 

experimental data. 

o that the standard k-ε and RSM models 

quantitatively give the coefficient results 

most similar to experimental coefficient. 

However at low speed Mach number, none 

of turbulence models can reproduce the 

experimental coefficients very well. 

o that based on the Reynolds stress 

comparison, the turbulence flow around the 

missile-like body is isotropic.  

 

The V&V exercise is as stated ongoing. We 

plan to report additional results at a future 

venue. 
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Abstract  
Spacecraft formation flying technology is 
opening new scenarios for future space 
missions. It is a relatively young technology and 
it is a field of ongoing research. 

This document describes the design features, 
and the design choices, of a testbed that allows 
to carry on experimental research on spacecraft 
formation flying in an earthbound laboratory. 
The work is part of the spacecraft formation 
flying related activities conducted at the 
University of Padova. 

The facility developed is composed by two 
spacecraft, each representing a spacecraft of a 
simple formation, and it will allow to study the 
three dimensions attitude dynamics. 

1 Introduction 
This document summarizes the work done so 

far at the C.I.S.A.S. G. Colombo – University of 
Padova to develop a facility to study satellite 
formation flying in a ground laboratory 
environment. 

The expression “satellite formation flying” 
indicates a group of satellites flying in a 
coordinate and cooperative way to reach a 

common task. Satellites flying in formation can 
stay very close each other or very far. In satellite 
formation flying knowledge of relative attitude 
and position of the satellites is an important 
parameter, this is the most distinctive feature 
between formations and constellations (such as 
GPS). Usually very accurate determination and 
very fine control of the relative position and of 
the relative attitude are fundamentals for the 
mission success. 

EO-1 and Landsat 7 were the first satellites 
to accomplish a formation flight, it happened in 
2000 when the two satellites flew following the 
same ground track with a 1 minute separation 
[1]. From then on other formation flying 
missions have been launched, for issue: GRACE 
(to map Earth’s gravity field measuring the 
distance between two satellites), ATrain (a 
scientific mission composed by 4 satellites, at 
this moment, to study Earth’s atmosphere), 
Prisma, Proba 3, some of them are scientific 
missions, others are for technological 
demonstration. GRACE task is to map Earth’s 
gravity field measuring the distance between 
two satellites [2]; ATrain [3] is a scientific 
mission composed by four satellites, at this 
moment, to study Earth’s atmosphere. Prisma, 
by the Swedish National Space Board, and 
Proba 3, by ESA, were launched to validate 
sensors, actuators and navigation strategies. 

An attitude testbed for satellite formation flying research 
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Other missions are planned for launch during 
the next years, as Terrestrial Planet Finder 
Interferometer and Darwin to look for extrasolar 
planets, LISA to measure gravitational waves. 

Formation flying is considered an enabling 
technology for many future missions since it 
will allow to reach unprecedented performance 
levels, both for Earth observation and for outer 
space missions. Fields of application of 
formation flying will be: interferometry, gravity 
field mapping, high resolution imaging, data 
relaying, self-assembling satellites, on-orbit 
replenishment, Earth observation. 

The advantages of formation flying are: 
increased accuracy, increased flexibility, 
redundancy, cost reduction, upgrade. The 
formation can be reconfigured in order to 
accomplish different tasks during the mission, 
the mission can continue even with a failure to 
one of the satellites, the formation can be 
upgraded adding new satellites. The main 
drawbacks are: increased control and 
communication needed and increased propellant 
consumption. Relative attitude and position 
must be controlled (in addition to the absolute 
ones), usually with high accuracy, this means to 
consume more propellant too. 

Formation flying has not demonstrated all its 
capabilities yet and a lot of work must be done 
to improve it; according to Bauer [4] it is 
possible to identify the following fields for 
formation flying improvement: 

 sensors development; 
 actuators development; 
 communications; 
 control strategies; 
 computing; 
 testbeds. 

The work described in this document deals 
with testbeds development for formation flying. 

The next section describes various kinds of 
facilities, the testbed develop is described in 
chapter number 3. 

2 Testbeds 
Testbeds development represent focus 

research area for formation flying technology 
improvement. Testbeds are used to validate 
performance and capabilities of new 

technologies developed or navigation and 
attitude sensors, actuators, controls strategies, 
telecommunications and data handling. 

Reliability and safety are key requirements 
for a space mission, since usually is not possible 
to fix issues that can arise in space. Careful 
experimental tests campaign need to be 
conducted to verify requirement satisfaction, 
experimental tests support numerical 
simulations and mathematical models allowing 
to overcome their restrictions. 

An ideal testbed would be able to replicate 
all the features of the space environment that a 
spacecraft experiences during its operations, 
nevertheless testbeds can’t be fully 
representative of the space environment, each 
testbed focuses on the replication of certain 
feature of the environment depending on what 
the testbed is used for. Testbeds to study control 
algorithms for satellite formation flying, for 
issue, don’t focus on thermal effects. 

Testbeds used to study orbital dynamic and 
attitude can be classified in: 

 ground-based testbeds; 
 parabolic flights; 
 ISS testbeds; 
 on-orbit testbeds. 

In parabolic or 0-g flights a microgravity 
situation inside a plane is caused by suitable 
manoeuvres of the plane itself. Parabolic flights 
can simulate space microgravity and they allow 
the system to test to free float inside the plane, 
microgravity lasts about 20s and this could be a 
too short time for many research activities. 

On-orbit testbeds consist of real space 
missions, as EO-1, Orion and Mustang 
missions, whose main target is not a scientific 
one but a technical one, for example testing 
sensors, actuators or  control algorithms. On-
orbit testbeds are obviously fully representative 
of the environment in which a satellite or a 
formation of satellites will operate, but they are 
really expensive too, they are much more 
expensive than the others testbeds. 

In the International Space Station, payloads 
(such as SPHERES [5]) to test can free float 
inside the ISS, so it’s possible to test them in a 
real, endless 0-g condition; however these tests 
are expensive because of the need to carry the 
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payloads on the Space Shuttle from Earth to the 
ISS. 

Ground-based testbed, as the name implies, 
are placed at ground level and they can be 
divided in three categories: 

 spacecraft simulators; 
 water tanks; 
 drop towers.  

Drop towers are high buildings (Bremen drop 
tower, is 123m high) used to simulate 
microgravity. The system to study is loaded on 
the top of the building and it is released, at the 
bottom of the tower airbags or other devices are 
placed to arrest the experimental payload. Air 
inside the building is evacuated to create a low 
pressure environment in order to reduce 
aerodynamic drag. Microgravity condition last a 
few seconds, form 2s to 10s. Because of 
building cost and air evacuation cost tests using 
drop towers turn out to be enough expensive.  

Water tanks testbeds enable microgravity 
conditions to last as long as needed; 
nevertheless the system to test must be water-
resistant and the viscous forces and torques are 
not negligible. Water tanks are really useful in 
astronauts training activity. 

Spacecraft simulators are systems that 
replicate the space environment in a earthbound 
laboratory. They are composite of mechanical 
and electrical hardware and software and they 
are use in space missions research and design. 
Simulators allow to realize “hardware-in-the-
loop-simulation”, that is to evaluate the 
behaviour of the real hardware (as sensors and 
actuators) that is going to be used on a satellite. 
They are mainly used to study orbital and 
attitude dynamic and control of a single 
spacecraft or of a formation. 

Spacecraft simulators allow to simulate a 
microgravity environment with minimal 
external torques acting on the system, usually 
they don’t take in account space environment 
vacuum and thermal cycles. Their primary 
concern is to represent spacecraft dynamics 
faithfully. 

Compared to parabolic flights, water tanks 
and drop tower, spacecraft simulators don’t 
enable payload to experience the same rotational  
and translational motion freedom but this is not 
a limitation in most cases. External torques and 

forces acting on a spacecraft simulator payload 
are lower than viscous forces and torques in 
water tanks.  

 

Tab. 1 testbed comparison 

Testbed Pros Cons 

On-orbit 
testbeds 

fully 
representative of 
operative 
conditions 

very 
expensive 

ISS 
testbeds 

excellent 
microgravity 
simulation 

it’s easy to 
interact with the 
payload 

long lasting 
microgravity 

very  
expensive 

logistical 
problems  

 

Parabolic 
flights 

excellent 
microgravity 
simulation 

it’s quite easy to 
interact with the 
payload 

expensive 

microgravity 
last about 20s 

 

Drop 
towers 

good 
microgravity 
simulation 

microgravity 
lasts few 
seconds 

expensive 

Water 
tanks 

good 
microgravity 
simulation 

long lasting 
microgravity 
condition 

high viscous 
forces and 
torques 

need for a 
water resistant 
payload 

Spacecraft 
simulators

good 
microgravity 
simulation 

it’s very easy to 
interact with the 
payload 

disturb forces 
and torques 
need to be 
mitigated 

partial motion 
of freedom 

 
Test conducted using spacecraft simulators are 
cheaper than those conducted using drop towers 
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or parabolic flights, microgravity conditions last 
for a longer time and interaction with test 
system is easier. 

Spacecraft simulators can be classified in: 
rotational systems, planar systems and 
combined systems depending on which degrees 
of freedom are free and which are bond. 
Rotational spacecraft simulators would ideally 
allow full rotational freedom of the payload 
without external torques action on it. Rotational  
freedom can be provided by spherical air 
bearings [6], ball-and-socked-joints or multiple 
gimbals. Planar systems allow payload to 
translate on a plane and to rotate along the axis 
perpendicular to the plane itself, that means two 
translational and one rotational degrees of 
freedom. Combined systems are a mixture of 
preceding systems allowing 4 or 5 degrees of 
freedom. 

3 University of Padova research facility 
The targets of the work are to design, realize 

and validate a facility to carry on research 
activities in the spacecraft formation flying 
field. 

The testbed is depicted in Fig. 1: it is made 
up by two elements, representing the spacecrafts 
of a formation, each element has 3 rotational 
degrees of freedom (d.o.f.) in order to simulate 
attitude dynamics. The rotational motion 
freedom is ±41° for roll and pitch and yaw is 
unconstrained. For the time being the two 
elements have the rotational freedom, 
translational freedom is planned to be added 
soon: each element will translate on a plane 
using air cushion, allowing to study coupled 
attitude and position dynamics and control. 
Each of  the two elements of the facility (Fig. 2) 
is a spacecraft simulator, so each of them will 
be called simply simulator from now on, testbed 
or facility will indicate the whole system of two 
simulators. A laptop is part of the facility too, its 
functions are to bootload the simulators, to send 
commands to them and to receive and store 
telemetry data sent by the simulators. 

The main requirements that led the facility 
design are: fatefully representation of a satellite 
formation, easy configuration changes, low cost, 
reliability and safety. 

It’s possible to identify the following 
subsystems in each simulator: 

 structure; 
 attitude determination; 
 propulsion; 
 power; 
 avionics; 
 communication. 

The next paragraphs describe the subsystems. 
 

 
Fig. 1 facility CAD representation 

 

 
Fig. 2 one of the two spacecraft simulators 

3.1 Structure 
The functions of the structure subsystem are 

to support all the components of the simulator 
and to allow the rotational motion. 

The structure is composed by an aluminium 
frame and a system of rotational joints. The 
aluminium frame configuration can be easily 
changed, this feature made easier the developing 
phase and it’s useful during normal operation 
too. The dimensions of the frame are 
50x50x30cm, almost all the simulator 
components are arranged on it. 
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The rotational motion is achieved using 3 
consecutive rotational joints, each of them 
allows payload to rotate respect to one axis. 
This systems of joints is designed so that the 
first the first joint allows rotation about the 
vertical axis (coinciding with the yaw axis), the 
second joint allows rotation respect to the pitch 
axis and the third joint allows rotation about the 
roll axis (Fig. 3 and Fig. 4). This configuration 
allows to measure the attitude directly by 
measuring axes rotation (see next paragraph). 
The components of the joints are realized using 
Al7075 and Ti-8Mn to achieve low mass and 
stiffness at the same time. Spherical SKF air 
bearings were used to ensure low friction, all the 
bearings are preloaded. 

Using rotational joints was preferred over an 
air bearing because they are much cheaper than 
an air bearing and because they are more 
suitable to a system that will translate on a 
plane. 

 

 
Fig. 3 gimbal system for attitude motion 

3.2 Attitude determination 
Each simulator is equipped with two kind of 

sensors to measure attitude: one inertial 
measurement unit (IMU) and three encoders. 

The IMU is the Microstrain 3DM-GX1, it 
uses 3 accelerometers, 3 rate gyros and 3 
magnetic field sensors to compute the attitude. 
An embedded microcontroller allows to 
compute the date measured by the sensors and 
to have in output directly the IMU orientation. 
All the data from the IMU sensors are available 
through a serial RS-232 port in digital format. 
Table 2 summarizes  the IMU characteristics. 
 

Tab. 2 IMU sensor properties 

 
Three Avago Technologies HEDM 5500-

B13 rotational optical encoders are used to 
measure the rotation of the joints (Fig. 4), as 
stated in the previous paragraph the joint axes 
coincide with the yaw, pitch and roll axes, in 
this way encoders provide directly the simulator 
attitude. Using quadrature encoding the 
resolution of the encoder measurement is 0.09°, 
and the accuracy is by far better than the one 
achievable with the IMU, so encoder 

Range (°/sec) 
In-Run stability, fixed temp. (°/sec) 
In-Run stability, over temp. (°/sec) 
Short term stability (°/sec) 
Angle random walk, noise (°/√hour) 
Scale Factor Error (%) 
Nonlinearity (% FS) 
Resolution (°/sec) 
G-sensitivity (°/sec/g) 
Alignment (°) 
Bandwidth (Hz) 

+/- 300 
0.1 
0.7 
0.02 
3.5 
0.5 
0.2 
0.01 
0.01 
0.2 
30 

Range (g) 
In-Run stability, over temp. (mg) 
Short term stability (mg) 
Noise (mg/√Hz rms) 
Scale Factor Error (%) 
Nonlinearity (% FS) 
Resolution (mg) 
Alignment (°) 
Bandwidth (Hz) 

+/- 5 
10 
0.2 
0.4 
0.5 
0.2 
0.2 
0.2 
50 

Range (Gauss) 
In-Run stability, over temp. (mGauss) 
Noise (mGauss/√Hz) 
Scale Factor (%) 
Nonlinearity (% FS) 
Resolution (mGauss) 
Alignment (°) 
Bandwidth (Hz) 

+/- 1.2 
15 
TBD 
0.7% 
0.4 
0.2 
0.2 
50 
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measurements are used as a reference for the 
IMU measurements.  

Data from these sensors are acquired by the 
avionics described in the next paragraph. 

 

 
Fig. 4 joint detail and encoders 

3.3 Avionics and communication 
Avionics functions are: to acquire data from 

the sensors, to compute the acquired data, to 
generate suitable commands for the thrusters 
and to allow communication. Avionics is part 
both of the attitude determination subsystem 
and of the communication subsystem. 
Furthermore it interfaces with the propulsion 
subsystem and with the power one. 

Avionics is based on the Digi International 
RabbitCore 4510w with a Rabbit 4000 
29.49MHz microprocessor. The Digi Rabbit 
RIO is used to interface the microprocessor to 
the encoders, allowing for quadrature decoding. 

Custom electronic was developed to power 
the avionic and the other electric components 
and to interface the avionics and the propulsion 
subsystem. 

The communication subsystem allows 
wireless communication between the two 
simulators and between them and the laptop in a 
peer-to-peer network. Each simulator send 
messages containing its own state, 
communication are always in a broadcast mode, 
in this way the laptop can receive all data 
exchanged by the simulators. Communication is 
based on a ZigBee protocol, it was designed for 
low power, low cost, low data rate personal area 
network [8]. 

 
Fig. 5 RabbitCore 4510w 

3.4 Propulsion 
Propulsion subsystem allows the actuation of 

the commands from the control algorithms. Two 
possible solutions were considered for the 
propulsion system: one was to use little fans 
operated by electric motors, the other was to use 
pneumatic thrusters. The former would be 
simple and light, but preliminary studies [7] 
showed it causes unacceptable interferences on 
the IMU measurements, so a pneumatic system 
was used. 

Air was preferred over helium as propellant 
gas, since it allows to operate the simulators for 
a longer time before to refill the tanks. Using 
helium would have meant an higher specific 
impulse, but its density is so low that too little 
gas would be stored in the tanks, so the 
operating time would be too short. Actual 
operating time is about 3minutes when four 
thrusters are always open. 

12 thrusters are used to generate torque 
around three independent axes, each thrusters is 
made up of an UNIVER U1 electro-valve and a 
nozzle, every thrusters can generate 0.4N fixed 
thrust. 

Propellant is stored in 2CFRP tanks, with a 
total capacity of 2liters, at a pressure of 200bars. 
Air flows from the tanks to a pressure reducing 
regulator with an outlet pressure of 10bars. A 
relief valve is used for overpressure protection. 
From the regulator air flows to the thrusters 
through the low pressure circuit. A PPE-P10A 
pressure gauge is used to check the correct 
operation of the propulsion system.  

4 Conclusion 
Research activities about spacecraft 

formation flying are being carried on at the 
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University of Padova. To allow experimental 
studies a suitable facility is being developed. 

For the time being the facility is made up of 
two identical spacecraft simulators with fixed 
positions and three dimensional rotational 
freedom. This configuration allows to 
experimentally study attitude dynamics of a 
simple formation. The main use of the facility 
will be to allow to conduct experimental tests to 
validate the studies being conducted, regarding 
especially attitude determination, dynamics and 
control. 

All the subsystems of the testbed were 
described, focusing on their features and 
explaining the design choices. 

The facility will be improved providing to 
the simulators the capability to translate on a 
low friction table, in order to study coupled 
dynamics and control. Future activities will 
include obviously the use of the testbed for 
research activities, related to satellite formation 
flying or other distributed systems. 
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Abstract  

Federal Aviation Regulation FAR part 23 
permits an applicant to decide whether the 
aircraft concerned shall be certified as 
recoverable from spins or as spin resistant. This 
study, funded by the European Aviation Safety 
Agency EASA, investigates safety aspects of the 
concept of spin resistance. It includes a 
literature research, an analysis of accident 
data, expert opinions gathered in interviews and 
during a workshop, and a survey among 
European manufacturers and authorities. 
Additionally, flight trials are performed. 

The study reveales that, to prevent stall/spin-
related accidents, spin resistance can only be 
one section within a range of possible measures, 
besides stall warning systems, envelope 
protection measures and concepts for pilot 
training. 

Investigations show that the level of safety of the 
U.S. spin resistance regulation is not sufficient 
because operational accident situations related 
to spin resistant aircraft are not covered 
completely by the representative manoeuvres 
which have to be performed for certification. A 

requirement code containing essential additions 
is proposed.  

1 Background  

As background for the origination of the 
research project, EASA stated [1] that 
“traditionally, non-aerobatic light aircraft have 
been designed so that recovery can be made 
from spins. Up until 1991, both the Federal 
Aviation Administration FAA and European 
codes placed restrictions on the number of turns 
or the time it should take to recover from a spin, 
and ensuring that even if an incorrect recovery 
procedure was used, straight and level flight 
could still be recovered. 

Studies in the USA (…) showed that in the 
vast majority of accidents attributed to spinning, 
the initial altitude was insufficient for recovery. 
It was concluded by the FAA that it would be 
safer to try to prevent spins rather than ensure 
recovery can be made once a spin had been 
entered. The FAA introduced an amendment to 
FAR 23.221 in 1991 [2], updated in 1996 [3], 
which allowed aircraft to be certified with spin 
resistance as an alternative to meeting the spin 
recovery requirements. No similar amendment 
has been introduced to the European Codes.” 
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“It has been found that features in this design 
intended to make the aircraft spin resistant are 
detrimental to spin recovery, to the extent that 
aircraft do not meet the original requirements 
which only deal with spin recovery.”  

2 Review on the concept of spin resistance 

2.1 Literature review on previous research 
on spin resistance 

The concept of spin resistance is based on 
results of a research programme by NASA on 
spinning General Aviation aircraft. Literature 
reviews revealed that research activities were 
targeting at technical measures to prevent 
aircraft from entering spins [4]-[8]. The 
activities were initially dealing with 
configurations, wing modifications and stall 
deterrent systems.  

 
Fig. 1 PA-28X with outboard wing modification 

[6], [4] 

Artificial stall/spin prevention was judged 
feasible and even “extremely effective” [4] for 
GA aircraft, but the questions of cost, failure 
modes, weight, performance penalties and pilot 
acceptance remained to be addressed. It was 
stated that the rapid evolution of 
microprocessors and advanced electromagnetic 
control actuators may help to accelerate the 
implementation of such systems [5]. 

Research activities then concentrated on 
wing modifications, and here on one technical 
measure: the modified outboard leading edges 
(see Fig.1 and Fig. 2) . The abilities of this 
measure were analysed by trying to enter a spin 
by performing a set of manoeuvres with varying 
parameters such as speed rate, aileron position 
or power setting. The flight trials revealed that 
the measure was mostly able to prevent the 
aircraft from entering a spin. But they also 
revealed that even aircraft with this 
modification may enter a spin if a high 

 
Fig. 2 Cessna C-172X with outboard wing 

modification [7], [8] 
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power setting is applied, especially when 
combined with a high rate of speed reduction. 
As an example, Fig. 3 shows those 
combinations of manoeuvres and settings within 
the flight test matrix of NASA’s modified PA-
28X where spinning occurred, compared to the 
flight test matrix that has to be performed to 
comply with the attempted spin entry 
manoeuvre of FAR 23.221.  

The aim was to significantly reduce the 
number of stall/spin-related accidents as a result 
of this measure being brought into widespread 
operation. To this end, a requirement for 
implementation into FAR23 was formulated 
based on the abilities of the modified outboard 
leading edges. To simplify the certification 
process, and because the modification was 
found to make recovery from spins more 
difficult, no proof of recoverability from spins is 
necessary if an applicant aspires certification as 
spin resistant. As the majority of stall/spin-
related accidents starts at low height where the 
recoverability from spins is irrelevant, this can 
be interpreted as an “exchange deal”: Preventing 
stall/spin-related accidents, especially those 
starting at low height, can justify that proof of 
recoverability is omitted, which, regarded 
separately, represents a decrease in the level of 
safety as regards stall/spin-related accidents 
starting from larger height. 

 
 

 
 

Fig. 3 Comparison of flight test results of PA-28X with wing modifications and FAR-requirement 

2.2 Accident situations and statistics 

Compared to the time period in which the 
NASA and FAA activities were carried out, it is 
now possible to analyse some years of 
operational experience with spin resistant 
aircraft, as two four-seat single engine non-
aerobatic US aircraft are certified to this 
alternate FAA code (Cirrus SR20/22 and the 
Cessna 300/350 family). Two main results can 
be found when analysing accident data [9]. 
First, the proportion of stall/spin-related 
accidents among all fatal accidents is of the 
same order as, or even higher than with 
conventional aircraft. Second, there are no 
principal differences neither in the distribution 
of occurrences within the traffic pattern (cp. Fig. 
4) nor in the sequence of events during the 
occurrences. It can be concluded that the aim to 
reduce stall/spin-related accidents is not 
achievable with the existing two spin resistant 
aircraft designs. 

A general analysis of stall/spin-related 
accidents revealed that accidents occur 
distributed during both the descending and 
ascending phases of the traffic pattern, and 
revealed hints on steep pull ups and high bank 
angles in the sequence of events of many 
accidents.  
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2.3 Questionnaire and interviews with 
experts 

The topic was also discussed with 
manufacturer-independent experts in a 
workshop, in interviews, and with European 
manufacturers and authorities during a survey. 
The answers to the survey showed that the topic 
can and needs to be considered under a range of 
aspects. The survey also embedded the 
European manufacturers into the process of 
creating a European spin resistance requirement 
right from the beginning and helped to increase 
awareness for the topic of spin resistance and 
the intended rulemaking process. 

During the interviews with the experts, a 
wide range of aspects was discussed. In 
summary, the main statements concentrated on 
operational accident situations, which are not 
covered by the current FAR spin resistance 
requirement, on the necessity for improved stall 
warning systems and envelope protection 
measures and on the necessity to combine 
technical measures with concepts for pilot 
training. 

Based on these findings, it can be concluded 
that a wider range of possible measures should 
be considered with the aim of reducing 
stall/spin-related accidents, starting from flight 
mechanical measures to influence the behaviour  

 
 

 

*1: teardrop after real or simulated engine failure,  *2: away from usual flight path, mostly after aborted approach 
 

Fig. 4 Comparison of positions of stall/spin-related accidents within the traffic pattern  
(depiction based on [10]) 

of the aircraft at stall to improved stall warning 
systems, envelope protection measures and 
concepts for pilot training. The central aspects 
to be considered are the situational awareness of 
the pilot and the sequence of events during an 
operational accident. The concept of spin 
resistance can only be one issue within this 
range. 

3 Flight Trials 

To investigate the effects of parameter 
variations as regards control inputs on the 
behaviour of the aircraft during stall and the 
entry phase to a spin, flight trials were 
performed with a Cessna F 172N. 
Controllability of the aircraft at stall and the 
behaviour of the aircraft when performing 
manoeuvres for attempted spin entry were 
analysed. Based on the FAR spin resistance 
requirement and on manoeuvres proposed by 
EASA, parameters related to control inputs were 
also varied. 199 manoeuvres assorted to eight 
types of manoeuvres were analysed, containing: 

 
 o Stalls with 

- Engine idle (representing descending 
flight) 
- Engine setting for level flight 
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he Cessna 172 does not comply with the 
spi

4 Conclusion 

es to influence the behaviour 

 

- Engine at maximum power 
(representing climbing flight) 
- Engine power raise from idle to 100% 
in less than 3 s 
(representing go around or the pilot’s 
attempt to recover from stall) 

o Stalls with 1kn/s and 5kn/s deceleration 
o Bank angle up to 45°, left and right 
o Stick at rear stop up to 7s 
o Stalls with slip and skid 
o Rudder at stall (dynamic rudder) 
o Various aileron deflections 
 
Results of the flight trials (a more detailed 

analysis can be found in the study report) show 
significant changes in the stall behaviour of 
aircraft when varying the entry parameters, e.g. 
a rate of speed reduction of 5 kn/s instead of 1 
kn/s or a power setting of 100% instead of 75%. 
Any non-compliance with the conditions that 
had been defined for every type of manoeuvre 
has often been combined with an increased 
height loss. 

 

 
 

 
 
 

T
n resistance requirements. The analysis of 

accident statistics revealed that it has a lower 
rate of fatal mishaps per year per 1000 aircraft 
as well as a lower proportion of stall/spin-
related accidents among all fatal accidents 
compared to the Cirrus SR20/22 which 
complies to the requirements. A power setting 
of 100% and a rate of speed reduction of 5 kn/s, 
being the emphasis of the non-compliances of 
the manoeuvre conditions in the flight tests, are 
not contained in this requirement. It can be 
concluded that pilots in operational accident 
situations presumably applied control inputs not 
contained in the requirement manoeuvres that 
have to be performed for certification. 

Technical measur
of aircraft at stall have been developed by 
NASA. Aircraft equipped with modified 
outboard leading edges have an enhanced lateral  
 

 
 

 
 

 
Fig. 5 Sensor installation for flight testing on the Cessna F 172N 

 
384



Safety Aspects of Light Aircraft Spin Resistance Concept 
 

CEAS 2011 The International Conference of the European Aerospace Societies 

controllability at stall and are less likely to enter 
 spin than conventional aircraft. To enable a 

peed rates in critical operational situations are 
 pilot under stress may apply 

 experience with existing spin 
esistant designs 

the conclusion can be drawn 

ent FAR 
pin resistance regulation: 

 flown manoeuvres 

 considering the aim of reducing the amount 
 accidents from a more 

oncentrating on the aspect ‘stall characteristics 
be concluded that a 

 

 “Specifications attached to the Invitation 
to Tender - EASA.2008.OP.03 - Safety Aspects 

a
wide spread of this technology within General 
Aviation, a requirement conforming to the 
abilities of this technical measure was 
formulated and implemented into FAR23. Flight 
tests within this project as well as an analysis of 
NASA flight tests show that the behaviour of 
the aircraft is highly dependent on the flight 
state, control inputs and parameters before and 
at stall (cp. [11] additionally). Aircraft with 
modified outboard leading edges can enter a 
spin if a high rate of speed reduction or a high 
power setting is applied. This is despite the fact 
that these aircraft meet the FAA spin resistance 
requirements, as it is not required to 
demonstrate these manoeuvres. 
 
Pilot behaviour 
S
often high, as a
control inputs rather abruptly. The awareness of 
the pilot for the stalled flight condition is a very 
central aspect (cp. [12]). To interrupt the 
sequence of events leading to a fatal accident, it 
is necessary to create this awareness in the 
pilot’s mind. A mere extension of the time span 
until the aircraft enters a flight condition with 
decreased controllability does not create this 
awareness. 
 
Operational
r
Analysing the operational experience with spin 
resistant aircraft, 
that the aim of preventing stall/spin-related 
accidents is not achievable with the existing 
spin resistant aircraft designs because decisive 
operational accident situations are not covered 
by the current FAR spin resistance requirement. 
In many of the accidents investigated, the pilots 
had presumably applied a very high power 
setting, whereas demonstration of manoeuvres 
with pro-spin control inputs at maximum 
available power is not required. It is also noted 
that, for aircraft with non-charged piston 
engines, testing for handling with power on is 
normally conducted at a safe altitude where the 
power is reduced relative to that at sea level, 

and therefore may not be representative. About 
26% of the fatal accidents with aircraft certified 
as spin resistant according to the current 
FAR23.221(a)(2) are stall/spin-related. 
 
This leads to an evaluation of the curr
s
Pilots killed in stall/spin-related accidents with 
spin resistant aircraft had
that are not covered by FAR23.221(2). 
Considering the manoeuvres in the regulation to 
be aiming at representing accident-prone 
operational situations, it must be ascertained 
that the representatives of operational situations 
in FAR23.221(2) are not complete. The set of 
manoeuvres must be extended. 
 
Possible measures  
In
of stall/spin-related
general point of view, a range of possible 
measures should be regarded and combined. 
This includes measures to enhance the stall 
characteristics of aircraft, but also improved 
stall warning systems, envelope protection 
measures and concepts for pilot training. 
 
Proposed requirement 
C
of aircraft’, it can 
requirement must contain essential additional 
manoeuvres and parameters. A proposal for a 
requirement code for implementation into CS 23 
has been worked out, additionally containing a 
higher rate of speed reduction (5 kn/s), 
maximum available power, banked turns with 
pro-spin control input, a maximum allowable 
height loss and a requirement for clearer 
information to the pilot. A flight test guide for 
the code has been worked out containing 
additional indications to the flight tests.  
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Abstract  
The following article deals with the 
methodology used to assess the production cost 
for a small launcher by means of a parametric 
cost modeling technique.  
The methodology aims at providing the right 
approach in order to set the procedure in a 
proper way and to interface the technical 
available information with software capable to 
implement the methodology. The software 
performs a parametric cost analysis by means of 
appropriate cost estimating relationships and 
data provided by its own database. 

1 Parametric Cost Analysis - Generality  
Parametric cost analysis is one that uses 

Cost Estimating Relationships (CERs) and 
associated mathematical algorithms (or logic) to 
establish cost estimates.  

The CER is the distinguishing feature of 
parametric estimating. A CER is a mathematical 
expression, which describes how the values of, 
or changes in, a “dependent” variable are 
partially determined, or “driven,” by the values 
of, or changes in, one or more “independent” 
variables (cost drivers). The CER defines the 

relationship between the dependent and 
independent variables, and describes how it 
behaves. Since a parametric estimating method 
relies on the value of one or more input 
variables, or parameters, to estimate the value of 
another variable, a CER is actually the 
quintessential parametric estimating technique. 

The dependent variable of a CER is cost or 
a closely related resource measure such as staff 
hours. The independent variable or variables are 
typically technical parameters that have been 
demonstrated to correlate with cost. In a cost-to-
cost relationship, the independent variables are 
also costs. 

In a non cost-to-cost relationship, the CER 
uses a characteristic of an item to predict its 
cost. Examples are CERs that estimate an item’s 
manufacturing costs based on its weight 
(independent variable). 

A CER is a valuable estimating tool and 
can be used at any time in the estimating 
process. For example, CERs may be used in the 
program concept or validation phase to estimate 
costs when there is insufficient system 
definition for more detailed approaches, such as 
the classical “grass roots” or “bottoms-up” 
methods. CERs can also be used in a later phase 
of a program as primary estimates or as 
crosschecks of non-parametric estimates. CERs 
may also form the primary Basis of Estimate for 
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proposals submitted to the Government or 
higher-tier contractors. They are also used 
extensively by government agencies to develop 
Independent Cost Estimates for major elements 
of future programs. In practice, a reasonable 
estimate of a program can sometimes be made 
parametrically with as little as one simple CER 
consisting of a single independent variable. As 
the program definition is fleshed out, additional 
parameters become available for use in cost 
estimation. Parametric cost models comprised 
of several CERs can then give estimates at 
lower levels of definition. Before developing 
complex parametric models, analysts typically 
create simple CERs which demonstrate the 
utility and validity of the basic parametric 
modeling approach to company and 
Government representatives [1]. 

The proper development and application of 
CERs depends on the collection and preparation 
of data on historical programs and on applying 
appropriate mathematical and statistical 
techniques. Figure1 is a schematic of the CER 
development process. 
 

 
Figure 1 CER Development process [1]. 

 
 

1.1 Data Collection and Normalization 
Parametric techniques require the 

collection of historical cost data and the 
associated non-cost information and factors that 
describe and strongly influence those costs. 
Data should be collected and maintained in a 

manner that provides a complete audit trail with 
expenditure dates so that costs can be adjusted 
for inflation. Non-recurring and recurring costs 
should be separately identified. While there are 
many formats for collecting data, one 
commonly used by industry is the Work 
Breakdown Structure (WBS), which provides 
for the uniform definition and collection of cost 
and certain technical information [1]. 

The company’s management information 
system is the collection point for cost data 
which in most instances contains the general 
ledger and other accounting data.  

Technical non-cost data describe the 
physical, performance, and engineering 
characteristics of a system, sub-system or 
individual item. 

Also programmatic information (e.g. tools 
and skills of the project team, working 
environment, compression of schedule etc…) 
should be collected. 

Cost reports, historical database, technical 
database, contracts and cost proposals can be 
identified as the main sources of useful data. 

Cost data must be adjusted to eliminate any 
bias or “unevenness” which other factors may 
cause in it. This is called normalization and is 
intended to make the data set homogeneous, or 
consistent. The analyst needs to examine every 
data set to ensure it is free from the effects of: 

 the changing value of the dollar over 
time 

 cost improvement as the organization 
improves its efficiency 

 various production quantities and rates 
during the period from which the data 
were collected 

 
Non-recurring and recurring costs are also 

segregated as part of the normalization process. 
Non-recurring costs include all the efforts 
required to develop and qualify a given item, 
such as requirements definition, design, 
analysis, development, and qualification and 
verification. 

Recurring costs cover all the efforts 
required to produce end-item hardware, 
including manufacturing and test, engineering 
support for production, and spare units or parts. 
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Several more complex adjustments must be 
taken into account: 

 Adjustment for consistent scope 
(necessary to correct for differences in 
program or product scope between the 
historical data and the estimate being 
made) 

 Adjustment for anomalies (necessary 
when it is not reasonable to expect the 
under estimated project to contain extra-
costs given by these unusual events) 

 

1.2 CER Development 
CERs are usually expressed in the form of 

linear or curvilinear statistical regression 
equations that predict cost as a function of one 
or more "cost drivers" (“independent” 
variables). At the top of a cost-estimating task 
lies the work-breakdown structure (WBS), a list 
of everything that has to be paid for in order to 
bring a system to its full operational capability. 
A WBS includes “high level” categories such as 
research, development, and testing, production 
and operations, maintenance, and support. At 
“lower” levels of the WBS, costs of software 
modules, electronic boxes and other 
components are accounted for. A CER can be 
established for any WBS element at any level, 
as long as data are available to support its 
derivation. 

The more common kind of CER expresses 
the cost of an item (system, subsystem, 
component, or activity) in terms of some 
intrinsic characteristics of the item. For 
example, CERs express the cost (dependent 
variable) of an item in terms of independent 
variables such as its weight, the number 
engineering drawings required for its design, 
some measure of its heritage from previously 
produced items of the same kind, or the 
difference between its current technology-
readiness level (TRL) and the TRL required for 
its final production and deployment [2]. 

CERs can be divided in 4 main algebraic 
categories showed in the following table: 
 

 
Table 1 CER algebraic Forms and Categories [1]. 

 
Obviously in many situations the cost 

driver x can be a vector. 
In such cases, the resulting multivariate 

CER is typically a combination of the four basic 
CER forms listed in the previous Table. 
 

The multiple linear CER form is a 
combination of the univariate (i.e., one cost 
driver) factor and linear CERs. Its generic 
algebraic form is: 
 

...y a bx cw dz     ,  (1) 
 

where x, w, and z are cost-driver values and a, 
b, c, and d are coefficients. 
The multiple power CER form is a combination 
of the univariate factor and power CERs. Its 
algebraic form is: 
 

...b c dy ax w z  ,  (2) 
 

where again x, w, and z are cost-driver values 
and a, b, c, and d are coefficients. 
 
The multiple triad CER form is: 
 

...c e gy a bx dw fz     ,  (3) 
 

where again x, w, and z are cost-driver values 
and a, b, c, d, e, f, and g are coefficients [1]. 
In order to apply good sense in the use of CERs, 
it is needed to know their strengths: 

1. the CERs based on historical data can 
claim objectivity 

2. CERs reveal sensitivity of cost to 
physical and performance attributes 

3. Use of valid CERs can reduce proposal 
preparation, evaluation, negotiation costs 
and cycle time. 

389



A procedure for the cost modeling assessment of a launcher 
 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

4. Most CERs can be used with a small 
amount of top level information about 
the product or service being estimated 

5. the estimation process by using CERs is 
a quick and easy process 

 
and their weaknesses: 

1. If detailed information are available 
CERs may be too simple to be used to 
estimate costs; in this case a detailed 
estimate could be more reliable than one 
based on a CER. 

2. Historical data are difficult to obtain and 
properly normalize 

3. CERs cannot estimate costs of Beyond 
State of the art technology 

 
 

1.3 PRICE System 
The standard tool used in space 

applications to perform parametric cost analysis 
is PRICE (Parametric Review of Information 
for Costing and Evaluation).  

PRICE allows to perform risk and 
planning analysis for hardware and software 
product. PRICE algorithm uses a group of CERs 
with the scope to get a more accuracy in the 
result [5].  

The most important input is the 
Estimating Breakdown Structure (EBS) that is a 
graphical tree structure depicting the hardware 
or blocks of software code hierarchy of the 
system being estimated [3]. 

The EBS for a hardware product is 
composed by assembly, structural, electronic, 
integration & test, furnished and purchase 
elements, while for software is composed by a 
computer software configuration item, 
computers software components, purchased or 
furnished elements. 

Each of these elements needs to a number 
of input variables (cost drivers).  

The main input variables for the hardware 
cost estimation are the mass, the volume, the 
manufacturing complexity, the operating 
environment, the difficulty in the integration of 
the single component, the skill and the 

experience of the team, the percentage of newel 
in the design, programmatic information etc…. 
An example of a hardware EBS is showed in the 
following figure. The system 1 and 2 represent 
the assembly elements composed by electro-
mechanical elements, structural elements, 
purchased elements etc… 
 

 
 

Figure 2 Example of Estimating Breakdown Structure 
for a hardware system (EBS). 

 
An EBS for the software evaluation is mainly 
composed by Computer Software Configuration 
Item (CSCI) representing first level software 
module in the system and by Computer 
Software Component (CSC) representing the 
lower level always subordinated to the 
developed CSCIs. CSC must have one or more 
subordinated programming language elements. 
In order to evaluate the cost of the software the 
main input parameters (cost drivers) are the 
number of the line of code, the kind of 
programming language, the operating 
environment, the skill and the experience of the 
team [3]. 
The figure 3 represents the EBS of a software 
product. Every block CSCI is composed by 
CSC elements along with the own programming 
language: 
 

390



A procedure for the cost modeling assessment of a launcher 
 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

 
 

Figure 3 Example of Estimating Breakdown Structure 
for a software system (EBS) [3]. 

2 Model Development Methodology 
The present chapter deals with the 

methodology developed to assess a cost for a 
small launcher, by means of a parametric cost 
modeling software. The methodology aims at 
providing the right approach in order to set the 
software in a proper way and to interface the 
technical available information with the tool. 

Starting from functional, technical and 
programmatic requirements it is possible to 
classify the launcher and its subsystems in terms 
of operating environment, manufacturing 
complexity and difficulty in the integration at 
lower and higher level.  

The main important step is the acquisition 
of the knowledge about the product to estimate 
[6]. For a space-craft, the mission objectives 
definition is the starting point requested in order 
to define the mission requirements. 

The sub-system and afterwards the Work 
Breakdown Structure (WBS) and the product 
tree can be defined once the requirements are 
frozen. 

 
 

 
 

Figure 4 Model Development Process. 

 
For each element composing the product 

tree it is possible to find the main cost drivers 
and to identify the more suitable estimating 
CER.  

In order to set-up each element with the 
proper technical and programmatic parameters 
from which the cost depends on, it is necessary 
to collect data.  

Concerning the hardware estimation, the 
mass budget is a useful tool in order to verify 
and to detail the Estimating Breakdown 
Structure (EBS) and to assign the mass to every 
element. In addition to the mass others technical 
parameters can be found and set with the right 
numerical value. 

For this purpose can come to the aid the 
filling of the following data-sheet, 
representative of the product being estimated in 
terms of technical and programmatic 
characteristics: 

 

 
 

Table 2 Data Sheet format for the technical definition 
of the product being estimated. 
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Referring to the table above, it is mandatory 
to precise that the total quantity means the size 
of the batch of the product to produce, the 
quantity at next higher level means the number 
of units required to be integrated at the next 
higher assembly level and the difficulty of 
integration defines the level of effort required 
for the integration activity: 

 Low level (L) means a simple interface 
and a routine operation 

 Medium level (M) means new and 
moderately difficult interface (it requires 
Precision alignment, special tools and 
fixtures. 

 High level (H) means complex operation 
and difficult interface (it requires 
precision alignment using special jigs 
and tools possibly monolithic). 

 
The filling of the previous table is a useful 

instrument to set a cost estimating tool in a 
proper way. 

Concerning the software estimation, the 
adopted approach is similar to the previous one 
performed for the hardware evaluation. 

In general, one of the first steps in any 
estimate is to understand and define the system 
to be assessed. However software is intangible, 
invisible, and intractable. It follows the 
enormous difficulty to assess a cost. The 
software WBS is an excellent tool for 
visualizing the software product. 

The software WBS should not be complex 
or highly detailed. A simple product tree line 
drawing is often adequate for initial software 
estimates. The hardware WBS can be a useful 
tool in developing the initial WBS for software. 
Each of the major software functional units can 
be modeled as a Computer Software 
Configuration Item (CSCI) associated with each 
hardware Line Replaceable Unit (LRU). Lower 
level WBS elements can be modeled as a 
component.  

As the program evolves, the initial or 
draft WBS should include all software 
associated (developed, furnished, or purchased).  
The software estimation process includes: 

 estimating the size of the software 
product to be produced 

 determining which functions the 
software product must perform  

 estimating the effort required 
 developing preliminary project 

schedules 
 estimating overall cost of the project  

 
 

A scheme of the main blocks-code can 
be useful to identify the EBS and to evaluate the 
software size expressed in Lines of Code (LOC) 
along with other important parameters: 
 

Input Parameter Description 

Requirement Start Date Represents the beginning of 
software requirement analysis and 
definition. 

Design Start Date Represents the beginning of the 
detailed software design. 

Operating Environment Represents the variable that 
describes the customer’s 
requirements stemming from the 
planned operating environment. 

External Integration Represents the level of difficulty of 
integrating the CSCIs to the 
system level. 

Internal Integration Represents the level of difficulty of 
integrating and testing to the CSC 
level. 

Productivity Factor This parameter is representative of 
the skill, experience, productivity 
and efficiency level of the team 
involved in the software 
development. 

Language Represents the programming 
language. 

Size Represents the number of units 
(source lines of code) needed to 
create a software element and to 
effect a software estimate. 

Application Represents a parameter that 
summarizes the functional mix of 
instructions (math, real time, online 
communications and so on). 

 

Table 3 Main Software Cost Drivers. 

 
Once a broad EBS (for hardware or 

software) is built and every cost drivers set up, 
it would be necessary to test the model or to 
revise it by means extensive analysis of design 
and production hypotheses with technical chief.  

Where the information has not been 
sufficient, a risk analysis has been performed so 
that each possible case (defined in a suitable 
range) could be covered. 

For instance, the reference mass value of 
each launcher component is referred to the Best 
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Engineering Estimate (BEE); a percentage 
number (D) representative of the dispersion is 
also associated to the BEE and so it is possible 
to consider a triangular distribution where the 
BEE is the most likely value and the two 
extreme values are given by: 
 

 1 100Ext BEE D    (4) 

 
Finally, the Monte Carlo method is used 

to compute the possible cost associated to each 
component. 

In order to perform a comparison with 
the supplier’s offer the results need to be 
harmonized with  

Eventually it can be useful to use a learning 
curve in order to compute the recurring cost 
starting from an average cost of the batch or 
from the cost of the first item. 

 

3 Case Study 
 

The goal of the work is to estimate a cost 
for a launcher designed to inject small payloads, 
from 300 up to 2,000 kg for scientific and earth 
observation missions into polar and low earth 
orbits. 

The reference mission is a polar orbit 
bringing a spacecraft of 1,500 kilograms to an 
altitude of 700 km [4].  

The mission is defined and the launcher 
requirements can be evaluated: 

 Geometry and mass of the launcher 
depend on structural requirements, on 
the maximum volume able to 
accommodate the satellite inside the 
fairing and on its weight and on the 
amount of propellant necessary to inject 
the payload into the final orbit with the 
appropriate accuracy 

 The launcher will have to withstand the 
mechanical stress given by the working 
environment (acceleration, vibration, 
etc…) 

 The launcher propulsion is entrusted to 
three solid rocket motors (1st, 2nd and 

3rd stage) and to a liquid propulsion 
system (4th stage) that guarantees at 
least five ignitions, giving the launcher 
the capacity to perform a broad range of 
missions.  

 
Starting from the requirements it has 

been possible to identify the main components 
of the launcher and the relative subsystems: 
mass, length and the average diameter; technical 
parameters of the solid rocket motor and of the 
liquid propulsion system; requirements of the 
batteries and of the avionic system and so on. 
 

 
 

Table 4 Launcher technical characteristics [4]. 
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On the basis of the previous 
consideration a product tree and the associated 
activities related to each item have been defined. 

The product tree is fundamental to get an 
EBS for the PRICE H model. Every assembly 
elements can be expanded reaching a very fine 
level of detail. 
 

 
 

Figure 5 Launcher EBS composed by a total of 319 
elements.  

 
The recurring-cost model developed is based 

on the following hypotheses: 
 Production batch size: 10 
 Cadence: 4 launchers / year 
 Recurring production costs only 
 Transportation and operations are not 

included (but they are known) 
 

The main cost drivers have been identified 
[3]: 

 PLTFM (space unmanned operating 
environment) 

 CPLXS (manufacturing complexity for 
the structure components) 

 MCPLXE (manufacturing complexity 
for the electronic components) 

 MASS 
 INTEGS (difficulty in the integration of 

the assembly) 
 

The pie chart shows the percent of the 
cost for each item with respect to the overall 
launcher: 

 
 

1st Stage , 39.48%

2nd Stage, 15.68%

3rd stage, 13.57%

4th Stage, 24.35%

P/L Fairing, 2.46%

Prop/Fluids, 1.34%

P/L Adaper, 0.73%

Integration, 2.40%

Figure 6 Percentage results with respect to the overall 
launcher average cost. 

 
The model does not estimate a cost for 

the operation on the launch site (payload 
integration), transportation and the post launch 
analysis activities. 

A learning coefficient equal 0.85 (by 
NASA website learning curve calculator) has 
been used to get in output the cost of the first 
item from the average cost of the batch. 

The model is set in order to consider 
also a triangular distribution of the masses of 
every component. The reference value is the 
BEE and the extreme values are computed by 
the mass contingency reported in the launcher 
mass budget.  
So the masses are random variables of the cost 
model and are randomly sampled to produce the 
model’s output by means of a Monte Carlo 
simulation. In this way the output is also a 
statistical distribution. 

Concerning the Flight Program Software 
(FPS) a similar approach can be used. It is 
necessary to precise that a parametric cost 
model has sense only for estimating the 
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Invariant Flight Program Software (IFPS), the 
one that does not change from mission to 
mission. The IFPS is composed only by data 
structure and includes three main blocks [4]. 
Block1 is composed by: 

 Launch Vehicle Data (representative of 
the hardware of the launcher) 

 Guidance, Navigation and Control data 
 Guidance, Navigation and Control 

algorithms (to guarantee the predefined 
orbital accuracy) 

 Flight Management and Sequential 
(which executes the GNC instructions in 
the right sequence) 

 
Block2 is the layer, which comprises the 

following functions: 
 Scheduler (to manage the activation of 

cyclic and sporadic functions) 
 Frame manager ( to control frame 

sequencing) 
 Input/Output manager (to provide 

interface services necessary during the 
mission to manage and configure the 
equipment) 

 
Block3 is the layer, which services are 

mainly: 
 Time management 
 I/O management  

 
The software EBS is showed in the following 

figure inspired to the description above: 
 

 
 

Figure 7 Launcher Flight Program Software EBS. 

In this case the reported output is the schedule 
of the software development showed in the 
following Gantt diagram: 
 

 
 

Figure 8 IFPS schedule development.  

 
The previous Gantt Diagram guesses as a 
starting software development date the first of 
January 2010 and shows that the overall IFPS 
development lasts three years 

4 Conclusion 
The main reasons for creating a parametric cost 
model are: 

• Generating an independent cost estimate  
• Obtaining terms of comparison for 

industry Cost documentation and quoted 
price 

• Identification of critical cost items 
• Performing a sensitivity analysis (e.g. 

cadence, batch size) 
 

In other words a parametric cost model can 
be considered a powerful instrument for the 
negotiation during every phase of a project. 

The limits are essentially due to the 
estimation of the non- recurring activities like 
the ones changing from mission to mission. 
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Abstract  

Objective of this work is the creation of an 

interdisciplinary simulation environment for the 

optimization of new generation aircraft with 

Fly-by-Wire (FWB) control systems. Such tool 

must be able to merge flight dynamics and 

structural dynamics, allowing handling qualities 

evaluations through simulations with pilot-in- 

the-loop and the inclusion of such results in the 

conceptual design loop. 

This engineering approach should reduce time 

to market and development costs of new aircraft 

and exploit the potential increase of 

performances that can be delivered by Fly-By-

Wire Flight Control System (FCS), accounting 

also for aeroservoelastic phenomena from early 

stages of design. 

1. Introduction  

The classic approach to aircraft Preliminary 

Design develops throughout a sequential and 

iterative method, where every output from each 

single design department circles in the loop until 

all design constraints are satisfied (Fig. 1). 

 

 
 

 Fig. 1: Classic design approach 

  

This approach ends in a low number of iterative 

cycles as long as the considered airplane has 

high structural stiffness, conventional flight 

control systems architecture and low level of 

automation for flight path control (basic 

autopilot). 

 

The increasing application of Active Feedback 

technology and Fly-by-Wire control systems for 

envelope protection and path control has indeed 

helped aviation industry to easily correct 

undesired dynamic behaviour (in terms of 

certification requirements), also introducing a 
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potential chance to control aeroelastic 

phenomena. 

 

However, the implementation of this technology 

has introduced new aeroservoelastic problems 

that require a reassessment of the traditional 

design approach [1]. 

 

Additionally, the need to contain within an 

acceptable level the development costs of new 

aircraft, led the research community and 

industries to explore innovative integrated 

approaches among the subjects involved in the 

design, typically: 

 

a) Flight Mechanics 

b) Structural Dynamics and Aeroelasticity 

c) Control Science 

d) Certification requirements and Handling 

Qualities 

 

The long term target in this research field is to 

consolidate optimization procedures in the 

conceptual design phase, in order to integrate all 

the collected parameters about mass, structural 

geometry and control laws, thus extending the 

potential applications of conventional airplane 

configurations by exploiting their mutual 

interaction. 

 

In this new integrated design process (Fig. 2), 

elements are captured in a concurrent design 

environment, thus implementing structural 

elasticity from the very beginning of FBW 

control law design process [2, 3, 13]. 

 

An essential part of this process is the 

development of an Aeroelastic Flight Simulator 

for pilot-in-the-loop Flight Tests, for early 

validation of control law design and handling 

qualities evaluation (Cooper-Harper rating, 

absence of PIO-Pilot Induced Oscillation), 

within the ability of the simulator to reproduce 

reliable accelerations to the pilot. 

 

 
Fig. 2: Integrated design approach 

 

 

The selected aircraft configuration is a 

Three-Surface Regional Jet with forward swept 

wing and T-tail. The potential of this 

architecture has been exploited for drag 

minimization of the main wing, as investigated 

at Politecnico di Milano by means of an 

aeroelastically scaled wind tunnel model 

denominated XDIA [5]. An upscaled variant of 

the XDIA has been used in this research. 

 

Scientific debate on three surface aircraft is still 

ongoing, having many Authors as Kendall [6, 7, 

8] who claim for three surface superiority due to 

the theoretical ability to trim the aircraft with 

the minimum induced drag possible, wherever 

the center of gravity is, provided both the canard 

and horizontal tail surfaces are independently 

operated. 

Although a synergic cooperation between 

structure and aerodynamics towards weight 

saving and drag reduction is expected, 

drawbacks must be considered in terms of 

additional weight, complexity and interference 

drag [9]. 

2. Work plan 

This research is articulated in the following 

steps: 

 

a) Realization of Flight Simulator 
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b) Aerodynamic characterization of a three-

surfaces aircraft (rigid and flexible) and its 

implementation in the simulator for 

preliminary pilot-in-the-loop handling 

qualities evaluation 

 

c) Implementation of active flight control 

system (FBW) 

 

d) Handling qualities evaluation with pilot-in-

the-loop and FBW control laws tuning 

3. Realization of flight simulator 

Beside traditional use for crew training, flight 

simulation is a powerful tool for scientific 

research in flight mechanics to achieve good 

handling qualities of new aircraft design before 

first flight. 

 

They can either be static (with or without 

virtual reality visualization) or full motion (6 

DOF with visual), as reported in Fig. 3a. 

 

 
Fig. 3a: Full Flight Simulator (6 Degrees of Freedom) 

 

Full flight simulator has the great advantage to 

allow evaluation of Aircraft-Pilot Coupling 

(APC) due to cockpit accelerations induced by 

structural elasticity [1], if the flight simulator 

has enough bandwidth to reproduce aeroelastic 

frequencies with an adequate fidelity. 

When this is the case, the pilot is provided with 

strap-down accelerometers (Fig. 3b). 

 

 
Fig. 3b: Aircraft/Pilot coupling evaluation in a 

helicopter full flight simulator 

 

However, at Conceptual Design stage a Static 

flight simulator with visual is considered a good 

trade-off between realization costs and ability to 

produce useful information for preliminary 

tuning of FCS Control Laws [3]: this is the most 

adopted solution in the Aviation Industries [3]. 

 

In this case, because of the absence of simulator 

motion, Flying Qualities Evaluation must be 

mainly based on the ability to satisfy Instrument 

Flying tasks: for this reason, natural scale 

visualization of Primary Flight Display (Flight 

Instruments) is needed.  

 

The chosen Flight Simulator architecture is 

illustrated in Appendix 1, where integration of 

two different codes has been realized in a way 

that each one accounts for: 

 

 SIMULINK [14]: Flight Control inputs 

(Joystick), Aircraft Characterization 

(through Aerodynamic, Aeroservoelastic 

and Control Derivatives), Flight Dynamic 

computation, Navigation, implementation of 

Flight Control Laws (Fly-By-Wire), weather 

environment (wind, turbulence). 

 

 FLIGHT GEAR [15]: 3D animation 

Scenarios and Cockpit instruments. 

 

The approach of using SIMULINK Block 

Diagrams for the Simulator engine, allows faster 

modification capability during the design 

process, where aircraft characterization is totally 
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contained in the Aerodynamic Forces/Moments 

Block. 

 

Other features, such as Navigation on spherical 

earth and Attitude Parameterization with 

Quaternions, allow this Simulator to be suitable 

not only for short Handling Qualities evaluation 

flights, but also for long-haul and sub-orbital 

flight assessment. 

 

Involved Reference Systems are: 

 

 BODY Frame 

 

 NORTH EAST DOWN (NED) Frame (local 

horizon) 

 

 EARTH CENTERED EARTH FIXED 

(ECEF) Frame (navigation) 

 

Assuming a spherical Earth, they are illustrated 

in Fig. 4 and Appendix 2. 

 

 

 
Fig. 4: BODY Reference System [4] 

 

To improve simulation environment, Flight 

Dynamics Module is based on the following 

non-linear rigid-body differential equations of 

motion (Eq. 1 and 2), expressed in the Body 

Reference System: 

 

 

 

 

Translations 

 

𝑚  𝑈 − 𝑉 𝑟 + 𝑊 𝑞 = 𝑋

 𝑚  𝑉 + 𝑈 𝑟 −𝑊 𝑝 = 𝑌  

𝑚  𝑊 − 𝑈 𝑞 + 𝑉 𝑝 = 𝑍

                 (1) 

 

Rotations     

 

𝐼𝑋  𝑝 − 𝐼𝑋𝑍  𝑟 + 𝑞 𝑟  𝐼𝑍 − 𝐼𝑌 − 𝐼𝑋𝑍  𝑝 𝑞 = 𝐿

𝐼𝑌  𝑞 + 𝑟 𝑝  𝐼𝑋 − 𝐼𝑍 + 𝐼𝑋𝑍   𝑝2 − 𝑟2 = 𝑀

−𝐼𝑋𝑍  𝑝 + 𝐼𝑍  𝑟 + 𝑝 𝑞  𝐼𝑌 − 𝐼𝑋 + 𝐼𝑋𝑍  𝑞 𝑟 = 𝑁

  

(2) 

where: 

 

m = aircraft mass 

IX, IZ, IXZ = inertia moments and product 

U, V, W = linear velocity 

p, q, r = angular rate 

X, Y, Z = external force components 

L, M, N = external moment components 

 

In this way, the code allows a pilot to fly inside 

a wide flight envelope, not limited to small 

perturbations about a trimmed condition, even if 

the plane is longitudinally unstable, provided an 

adequate aerodynamic and control derivatives 

database is available. 

 

As mentioned before, Attitude kinematics are 

based on Quaternion parameters to avoid 

“gimbal lock” (matrix singularity) during 

aircraft maneuvers, typical of Euler Matrix 

parameterization when Pitch attitude reaches 

±90°. 

 

A dedicated algorithm is implemented to 

continuously update local horizon (NED Ref 

Sys), for a correct representation of aircraft 

Attitude (Pitch and Roll angles) on spherical 

Earth. 

 

To allow stability evaluation about trimmed 

flight conditions, a state-space form linearized 

dynamic model (Appendix 3) is obtained from 

the non-linear simulator using specific 

MATLAB commands: this procedure is used to 

either assess open-loop and closed-loop 

handling qualities for control law analysis. 
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Figure 5 illustrates a snapshot taken during a 

pilot-in-the-loop flight for Simulink/FlightGear 

interface tuning. 

 

 
Fig. 5: FLIGHT GEAR 3D visualization environment 

and cockpit instruments 

4. Aerodynamic modeling of three-surface 

aircraft 

As mentioned before, the selected aircraft is 

a Three-Surface Regional Jet with forward 

swept wing and T-tail. It was selected in order 

to require a non trivial FBW implementation, 

for both flight mechanics (due to relaxed static 

stability caused by the canard configuration) 

and aeroelasticity (due to negative swept wing). 

 

As mentioned before, the applied external forces 

and moments are computed using Aerodynamic 

and Control Derivatives. 

 

To obtain an aeroelastic model, the adopted 

procedure is illustrated in fig. 6, where a panel 

code (AVL, Athena Vortex Lattice) [10] has 

been used to compute rigid-body Derivatives 

and a structural code (NASTRAN) [11] to 

define corrections for aircraft flexibility. 

 

Fig. 6: Forces and Moments on flexible aircraft 

 

A basic draft of aerodynamic mesh for the 

aircraft model is represented in fig. 7. 

 

 
Fig. 7: AVL model of three-surface aircraft 

 

As mentioned before, due to Flying Qualities 

simulation requirements, a wide flight envelope 

data (in terms of Altitude and Mach number) 

around evaluation point is required, due to 

initial difficulties to maintain the selected flight 

condition. 

 

For this reason, a Rigid Body Aerodynamic and 

Control derivatives database has been created, 

able to provide derivative coefficients for a 

range of Mach numbers, as a function of: 

 

 Angle of Attack 𝛼 

 Sideslip Angle 𝛽 

 Flight Control Surfaces deflection (Elevator 

and Canard, Ailerons and Rudder). 

 

An example of typical AVL outputs for a 

selected flight condition is illustrated in fig. 8. 

 

Flight data 

Environment 

Geometry 

Joystick inputs 

NASTRAN: corrections to 

Derivatives due to flexible aircraft 

AVL: rigid body 

Aerodynamic & 

Control Derivatives 

FORCES & 

MOMENTS 

on flexible aircraft 
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Fig. 8: Typical dimensionless AVL Aerodynamic 

Derivatives output 

 

These non-dimensional coefficients are then 

used in Eq. 3a, 3b, 4a, 4b, to compute the 

applied total Forces and Moments. 

 

𝐹𝑜𝑟𝑐𝑒𝑠 =
1

2
𝜌𝑉2𝑆𝐶𝑖                               (3a) 

 

𝑀𝑜𝑚𝑒𝑛𝑡𝑠 =
1

2
𝜌𝑉2𝑆("c" or "b")𝐶𝑖        (3b) 

 

Where 𝐶𝑖  are the non-dimensional Aerodynamic 

derivatives; similar expression are used for 

Control derivatives [4]. 

 

Longitudinal Motion: 
Normal Force = Z (α, M) + ΔZ (α, M, δelev) 

Axial Force = X (α, M) + ΔX (α, M, δelev)                (4a) 

Pitch Moment = M (α, M) + ΔM (α, M, δelev) 

 

Lateral/Directional Motion: 
Lateral Force = Y (α, M, β) + ΔY (α, M, δrud) 

Yaw Moment = N (α, M, β) + ΔN (α, M, p, δrud)      (4b) 

Roll Moment = L (α, M, β) + ΔL (α, M, r, δail) 

5. Principles of aeroelastic modeling 

The selected approach to aircraft aeroelastic 

modeling is based on the computation of 

aerodynamic and control forces and moments as 

a contribution of rigid body and structural 

elasticity components. 

 

The governing structural dynamics equations, 

referred to “mean axes”, are reported in Eq. (5). 

 

Advantages of the adopted reference frame are: 

 

 rigid and elastic modes inertially decoupled 

 equations only coupled through 

aerodynamics 

 

 
 𝑀 𝑟𝑟  0 

 0  𝑀 𝑒𝑒
  
 𝑥 𝑟 

 𝑥 𝑒 
 +  

 0  0 
 0  𝐷 𝑒𝑒

  
 𝑥 𝑟 

 𝑥 𝑒 
 +

 
 0  0 
 0  𝐾 𝑒𝑒

  
 𝑥𝑟 

 𝑥𝑒 
 =  

 𝑓𝑟 

 𝑓𝑒 
                        (5) 

 

where aerodynamic forces and moments, 

linearized with respect to  𝑥𝑒  when elastic 

modal coordinates are null ( 𝑥𝑒 = 0), are 

reported in Eq. (6): 

 

 
 𝑓𝑟 

 𝑓𝑒 
 = 𝑞   

𝑓0𝑟

𝑓0𝑒
 +  

 𝜕 𝑓𝑟 𝜕 𝑥𝑒   

 𝜕 𝑓𝑒 𝜕 𝑥𝑒   
  𝑥𝑒      (6) 

 

where “q” is the dynamic pressure. 

Applying a static aeroelastic approximation, 

where  𝑥 𝑒 ≃ 0 and  𝑥 𝑒 ≃ 0, from Eq. (5) we 

obtain: 

 

      
 𝑀 𝑟𝑟  𝑥 𝑟 =  𝑓𝑟 

 𝐾 𝑒𝑒  𝑥𝑒 =  𝑓𝑒 
                (7) 

  

Substituting  𝑓𝑒  from the second of Eqs. (6) 

into the second of Eqs. (7): 

 

 𝐾 𝑒𝑒  𝑥𝑒 = 𝑞   𝑓0𝑒 +  
𝜕 𝑓𝑒 

𝜕 𝑥𝑒 
  𝑥𝑒       (8) 

 

we obtain  𝑥𝑒 : 
 

 𝑥𝑒 =   𝐾 𝑒𝑒 − 𝑞  
𝜕 𝑓𝑒 

𝜕 𝑥𝑒 
  

−1

𝑞 𝑓0𝑒      (9) 

 

By substituting  𝑓𝑟  from the first of Eqs. (6) 

(where  𝑥𝑒  results from Eq. (9)) in the first of 

Eqs. (7), we obtain: 

 

 𝑀 𝑟𝑟  𝑥 𝑟 = 

𝑞 𝑓0𝑟 
𝒓𝒊𝒈𝒊𝒅

+  
𝜕 𝑓𝑟 

𝜕 𝑥𝑒 
   𝐾 𝑒𝑒 − 𝑞  

𝜕 𝑓𝑒 

𝜕 𝑥𝑒 
  

−1

𝑞 𝑓0𝑒 
                         

𝒆𝒍𝒂𝒔𝒕𝒊𝒄

  

           (10) 

 

This is a simplified rigid-body equation of 

motion (centrifugal terms are omitted here for 

simplicity, but they are retained in the analysis), 

where aerodynamic “rigid” and “elastic” 

contributions to forces and moments have been 

highlighted. 

This approach neglects the dynamics of the 

elastic part, considering only the quasi-static 
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behavior at low frequency, assuming a clear 

frequency separation from the rigid body 

dynamics. Detailed modeling of the elastic part 

is obtained with a specific code MASST [12]. 

 

As mentioned before, both effects are accounted 

for in the “Aerodynamic Characterization” 

block of the Simulator (Appendix 1). 

6. Active Flight Control System (FBW) 

The final step of the project is the 

implementation of a module that simulates the 

Fly-By-Wire flight control system, to better 

exploit aircraft configurations that provide 

increased aerodynamic efficiency. A possible 

evolution consists in the control or exploitation 

of aeroelastic phenomena. 

 

The selection of the FBW architecture and 

control laws is still in progress. The final 

decision will also depend on results of 

preliminary Pilot-in-the-Loop Handling 

Qualities evaluation. 

 

 

7. Conclusions 

 

The target of this work is to create an 

aeroelastic flight simulator to be used in the 

Conceptual Design process of new aircraft. 

 

The capabilities of this tool can be exploited 

in the integrated design of FBW aircraft, where 

validation of control laws and preliminary 

handling qualities evaluation require to consider 

aeroservoelastic phenomena from the early 

stages of design. 

 

Future work will address the implementation 

of the aeroelastic model and the active flight 

control system (FBW) in the flight simulator, 

and handling qualities evaluation with pilot-in-

the-loop. 
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Appendix 1 
 

 
 

Flight Simulator Architecture: integration of two different codes, SIMULINK and FLIGHT GEAR 
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Appendix 2 
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Appendix 3 
 

 
 

Aircraft linearized dynamic model 
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Abstract 

Low density materials are generally used as 
passive thermal insulators in space applications 
thanks to their thermal properties and lightness. 
We describe here a testing activity performed on 
a multi layer insulator (MLI) candidate as 
thermal barrier on MIMA, a space borne 
interferometer for the ExoMars Pasteur 
mission. The specimen was tested in degraded 
vacuum condition, carbon dioxide at various 
pressures and with temperature extremes within 
-100÷60 °C. MLI heat transfer properties were 
measured by means of guarded hot plate 
apparatus similar to the set-up described on 
ISO 8302 standard. Parameters derived by the 
testing activity, i.e. MLI equivalent conductivity, 
internal specific conductance and emissivity, 
are of primary importance for the thermal 
design of the instrument and the modeling of the 
system in operative condition. 

1 Introduction  

The performances of an MLI depend on its 
manufacturing characteristics, i.e. foils and 
spacers materials, number of layers, but also on 
the environment where it operates, in particular 

the type of atmosphere and its temperature and 
pressure. The normal application for this kind of 
insulators is mostly characterized by high 
vacuum where they achieve their best 
performances however, there are terrestrial 
applications where the vacuum may degrade or 
space conditions where the vacuum may not be 
granted for the whole mission phases as for the 
case of the exploration of celestial bodies 
having an atmosphere. Heat transfer in MLI 
with interstitial gas is a rather complex problem 
because gas thermal conductivity is often in a 
pressure region where pressure itself strongly 
influence thermal conductivity and the 
interlayer distance may ply a critical role in the 
relationship. So, in order to model its behaviour 
testing in the expected working conditions is 
generally required. Several studies on MLI 
thermal properties are present in literature. In 
reference [1] different models describing heat-
flux through MLI material are presented. 
Another theoretical approach is proposed in 
reference [2], with an empirical description of 
MLI conductivity as function of temperature 
and pressure. Reference [3] shows results of 
MLI testing varying many influencing 
parameters, but no sufficient information was 
found about MLI performances at low 
temperature, pressure, and with CO2 as 

Testing of multi layer insulators in martian-like environment 
 
 

Diego Scaccabarozzi, Bortolino Saggin, Marco Tarabini 
Politecnico di Milano, Department of Mechanics, Lecco’s Campus, via M. D’Oggiono 18/A, 23900 

Lecco, Italy 
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interstitial gas, all features that distinguish 
application in Martian environment. Besides, 
Aerogels® have been preferred to MLIs in the 
recent MER missions [4] but their application 
inside optical instruments poses non trivial 
problems about cleanliness while the MLIs have 
a long heritage on this aspect. Being the actual 
gas thermal conductivity at low pressures 
depending on the type of surfaces and distances 
different [5] types of MLI can exhibit quite 
different behaviour. To assess the performances 
of the candidate material a testing activity was 
performed and the results will be reported in the 
following. The paper is organized as follows: 
heat-flux modelling is described in chapter 2 
while paragraph 3 shows in detail the testing 
facility developed for the study. Chapter 4 
depicts the experimental results and the paper is 
eventually concluded in paragraph 5. 

2 Modeling of the system. 

Heat flux through the MLI specimen is in 
general the combination of conductive, 
convective and radiative processes. The specific 
heat-flux can be modeled as follows: 

)()( 44
baiibai TTTTQ −Λ+−= σε  (1) 

where Ta, Tb are the temperatures at the MLI 
inner and outer layers, σ is the Stefan-
Boltzmann constant, εi(N,p) and Λi(N,p,T) are 
respectively the internal emissivity and 
conductance, functions of the number of layers 
N and interstitial gas pressure p. The above is 
the common model in vacuum conditions 
because the two parameters are constant for an 
MLI and allows an easy and accurate modeling 
in a wide range of temperatures. Nevertheless, 
when a gas is filling the system the gas 
conductivity has to be considered and being gas 
conductivity function of the temperature, the 
internal conductivity becomes dependent on it 
too. The use of two parameters when one of 
them is temperature dependent is doubtful and a 
representation for instance with an equivalent 
specific conductance function of temperature 
may become preferable.  

Considering the thermal system realized with 
the hot guarded ring apparatus, shown in figure 

1, the relationship between the measured power, 
temperatures and the internal parameters of 
equation (1) can be easily determined.  

 
Fig. 1 Scheme of the heat-flux through MLI specimens 

with hot guarded ring apparatus. 

The concept of the hot guard system is quite 
simple: an heater in the middle of the specimen 
warms up the internal side of the MLI up to the 
temperature Ti while, depending on the 
environmental conditions and MLI properties 
different temperatures T1 and T2 are reached on 
the external layers of the specimens. This is the 
setting for the double specimen configuration of 
the hot guarded ring apparatus described in 
standard [6]. The external ring is thermally 
controlled to the same temperature of the 
internal one to avoid any heat flux in radial 
direction. If temperatures and power are 
measured, and no heat flows radially, 
considering equation (1) in vacuum i.e. with 
parameters constant, one deals with four 
unknowns (εi, Λi,Q1,Q2), while only three 
equations are available from the thermal 
balances. The parameters can be determined by 
considering two different sets of measurements 
with different temperatures i.e. by solving  the 
following system of equations. 
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 (2) 

 
One can guess that if the two conditions are 

“similar” the system can be no more solved, so 
conditions quite different for instance in terms 
of total power should be achieved. In order to 
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assess the uncertainty of the proposed method 
and find an optimal configuration which 
minimizes the overall uncertainty on the 
extracted parameters, Monte Carlo simulations 
were performed using as reference values 0.016 
and 0.022 Wm-2K-1 for the MLI internal 
emissivity and specific conductance. These 
values were derived from a previous testing 
activity on a similar MLI though differing in for 
the number of layers. A favorable condition for 
the testing would be that of an equal MLI 
external temperatures for both specimens, this 
would warrant a symmetrical heat flux through 
the specimens and only one condition would 
allow determining the MLI parameters; 
unfortunately, our set-up did not allow 
achieving such condition for all external 
temperatures. In the simulation, extreme 
temperatures were varied within the range of 
interest, shown in table 1. The uncertainty for 
the temperature measurement was computed in 
compliance to the tolerance defined by EN-
60751 standard, being the measurement made 
with Pt100, class A sensors, while as a worst 
case, the relative uncertainty of the overall heat 
flux was estimated to be 1%. Simulations 
underlined the presence of a minimum, with 
7.3% and 2.1% respectively for the MLI 
conductance and emissivity with Ti, T1, Ti,0 and 
T1,0 equal to 303K, 173K, 373 K, 293K i.e the 
extremes of the temperature ranges. 

 

Parameter 
minimum 

[K] 
maximum 

[K] 
Ti 293 373 

T1 T2 173 293 
Ti,0 293 373 

T1,0 T2,0 173 293 

Table 1 Temperature ranges used in the uncertainty 
propagation process. 

The above modeling, as anticipated is not 
very convenient in case there is a residual gas 
inside the MLI. A common approach often used 
for MLI modeling is the one based on the 
equivalent conductivity, under the hypothesis 
that the heat flux exchange inside MLI 
specimens is driven by conductance. With the 
assumption of having equal T1 and T2 
temperatures, equations (2) can be rewritten as: 

)( 1TT
s

Q i
e −= λ

 (3) 

where λe is the equivalent conductivity and s 
is the MLI thickness. This parameter is widely 
used because it allows a direct comparison of 
the MLI performances with that of more 
common thermal insulators, for instance of the 
foams family however, one should take into 
account that it depends on the average 
temperature even for applications in vacuum. 

3 Experimental Setup description 

A sketch of the test setup is shown in figure 2. 
 

 
Fig. 2 Sketch of the setup for measuring thermal 

properties of MLIs. 

Two heaters were packaged into aluminum 
disks: the central one provides an adjustable 
heat flux through the MLI specimens depending 
on the desired hot temperature Ti while the 
external one is powered to follow the 
temperature of the internal one by a variable 
voltage power supply driven by a closed loop 
control strategy. The temperature difference 
between the disks was measured by means of a 
copper/constantan thermopile (shown in figure 
3) with 200 µV°C-1 sensitivity and whose signal 
was exploited to feed the thermal control system 
of the guard ring. Moreover, in order to reduce 
the power measurement error, any thermal shunt 
between the central disk and other parts had to 
be minimized. The overall system was packaged 
into a cryostat eventually mounted inside a 
thermal chamber whose temperature was 
controlled by a cooling system based on liquid 
nitrogen circuit. Pictures of the test set up are 
provided in figure 4. At each measurement, 
several parameters were acquired: 

• Central disk temperature Ti; 
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• cold temperature T1 at the external side 
of the MLI specimen 1; 

• cold temperature T2 at the external side 
of the MLI specimen 2; 

• middle heater supply voltage V0 and 
current I0; 

• thermopile voltage VTh; 
• pressure p0 inside thermal chamber; 

 

 
Fig. 3 Disks and  thermopile during calibration 

process. 

The pressure was monitored by means of one 
Pirani and one cold cathode gauges and was 
changed within the 10-1÷105 Pa range in order to 
measure the parameters around the expected 
condition on Mars (103Pa). 
 

 
Fig. 4 Description of the testing setup. 

To achieve the wanted pressure once vacuum 
condition was reached carbon dioxide was 
injected inside the chamber until the desired 
pressure was established. While keeping 
constant the pressure, middle disk temperature 
could be varied by changing the power 
dissipation. Temperature and power were 
recorded every 10 s but only the data collected 

with a constant Ti and minimum VTh were used 
to perform the parameter extraction. An 
example of the transient condition up to the 
steady state is shown in figure 5.  

4 Results 

Despite, as mentioned above, the representation 
of the MLI with the internal emissivity and 
conductance is questionable in presence of 
internal gas, this approach has been used at first 
and it effectiveness then evaluated by using the 
parameters extracted one condition to others 
measured situations. Extraction of the MLI 
internal parameters was performed taking five 
sets of data for each pressure condition. This 
was done in order to combine tests with 
different average temperatures, like those shown 
in table 2 concerning the measured parameters 
at a pressure of 103 Pa.  

 
Fig. 5 Temperature measurements with 0.1 Pa 

pressure and uncooled chamber. 

 

Ti [K] 
T1 

[K] 
T2 

[K] 
Q 

[W] 
Tav. 1 
[K] 

Tav. 2 

[K] 

311.3 248.4 271.4 2.26 279.9 291.4 

318 242.7 276.5 2.50 280.4 297.3 

310.8 255.4 281.2 1.88 283.1 296 

346.1 279 302.8 2.71 312.5 324.5 

337.4 305.8 314.9 1.36 321.7 326.2 

Table 2 Data set for 103 Pa and CO2 presence. 

Figure 6 shows MLI internal specific 
conductance and emissivity trends computed 
with different pressure conditions, while their 
values are reported in table 3. On the last 
column of this table the relative average error in 
the overall heat power estimation obtained by 
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using the extracted parameters for all the tested 
conditions at the same pressure is reported to 
allow evaluating the effectiveness of the 
modeling. Positive trends with pressure 
increasing are evident for both parameters with 
the exception of the internal emissivity that, at 
the highest pressure, decreases. The relative 
error on the estimated powers based on the 
extracted parameters anyway remains lower 
than 2% in most of the tested configurations 
indicating that this type of modeling is still 
valid. 

 

 
Fig. 6 MLI internal emissivity and conductance. 

 
Pressure 

[Pa] 
Gi ei 

% average 
error 

7.6 104 3.340 0.131 1 

103 1.979 0.182 1 

102 1.517 0.102 2.1 

1 0.262 0.027 10 

0.1 0.108 0.0045 7 

Table 3. Summary of the MLI parameters and 
percentage error for the overall power estimation at 
different pressure conditions. 

The error increasing at the lowest pressures 
where the modeling should become more 

accurate instead depends on the fact that these 
conditions of pressure where difficult to achieve 
and strong differences are expected in the actual 
MLI internal pressure and gas composition 
between various measurements. These pressures 
where achieved by regulating the vacuum 
pumping after the filling of the system with 
carbon dioxide but a stable condition could not 
be maintained so the measurements at these 
pressures (or better the actual pressure during 
these measurements) have only a qualitative 
meaning. According to equation (3) MLI 
equivalent conductivity was computed for each 
pressure and with different average 
temperatures. An interesting condition is the 
Martian “hot” case with cold and hot MLI sides 
respectively at -20°C 40°C. Equivalent 
conductivity as function of pressure is shown in 
figure 6. 

 
Fig. 7 Equivalent conductivity at average temperature 
10 °C. 

 
The equivalent conductivity strongly 

increases with the pressure. Moreover, at the 
highest pressure the measured conductivity is 
close to the expected value of the carbon 
dioxide in standard conditions. The most 
interesting result however is that the equivalent 
thermal conductivity at 1kPa is very close to 
values reported for the aerogels i.e. in the range 
10-15 mW/(°Cm) in similar pressure and 
temperature conditions.  

5 Conclusions 

Aim of this work was the characterization of 
an MLI insulator selected as candidate thermal 
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barrier for an instrument bound to operate in 
Martian atmosphere. A characterization at low 
temperatures and with different pressures was 
performed. MLI internal and equivalent 
parameters were computed, The modeling with 
the internal emissivity and conductance has 
proved effective even in presence of gas though 
these parameters becomes dependent on the gas 
pressure. The thermal conductivity for pressures 
above 10 kPa, as expected, becomes close to 
that of the carbon dioxide at ambient pressure. 
The measured equivalent thermal conductivity 
in conditions similar to those expected on Mars 
have evidenced that it can be a valid alternative 
to Aerogels at least in cleanliness sensitive 
items such as the optical instruments.  
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Abstract  

This research paper presents the 

development of a parameterized automated 

generic model for the structural design of an 

aircraft wing. Furthermore, in order to perform 

finite element analysis on the aircraft wing 

geometry, the process of finite element mesh 

generation is automated. [1] 

The generic model that is developed is able 

to automate the process of creation and 

modification of the aircraft wing geometry 

based on a series of parameters which define the 

geometrical characteristics of wing. Two 

different approaches are used for the creation of 

generic model of an aircraft wing which is 

“Knowledge Pattern” and “PowerCopy with 

Visual Basic Scripting” using CATIA V5 

software. A performance comparison of the 

generic wing model based on these two 

approaches is also performed. 

 The process of finite element mesh 

generation for generic wing model is automated. 

The finite element mesh is generated for the 

wing panels, wing spars and wing ribs. 

 

1 Introduction 

During the initial conceptual stage of the 

aircraft design process, a large number of 

alternative aircraft configurations have to be 

studied and analyzed. A major portion of these 

studies goes towards the aircraft wing design. 

However, at this stage, high-end CAD 

software’s are not used because they are thought 

to be too complex or demanding [2]. Therefore, 

the promising aircraft configurations have to be 

remodeled again later in the detailed design 

process. A generic model is required in this 

regard, that would automatically generate CAD 

models to speed up the design process of the 

analyzing different aircraft wing configurations 

especially from the structural design 

perspective. 

Software’s like PRADO (Preliminary 

Aircraft Design and Optimization Program) are 

able to create simple FE mesh but since they are 

not CAD based, it is not possible for the internal 

wing structure to be modeled. Modern CAD 

software like CATIA v5 offers an alternative in 

this regard which can be used for the 

preliminary aircraft design process. This 

requires that the designer doesn’t spend time on 

modeling the wing geometry but rather on 
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analyzing the results. A creation of an 

automated generic model is thus desirable.    

The aim of this study was to create an 

automated parameterized generic aircraft wing 

model using a CAD system that can be 

employed very early in the aircraft design 

process. The generic wing model is made up of 

trapezoidal panels, whose number and shape can 

be controlled by different parameters. A large 

number of parameters e.g. root and tip chord 

length, wing span, dihedral, leading edge sweep 

angle, twist, skin thickness and airfoil among 

others are defined so that the designer has the 

capability to design any type of wing 

configuration. Furthermore, the wing model also 

contains spars and ribs whose number, position, 

angle and thickness can also be controlled by 

different parameters. Moreover, an automated 

routine has been built up so as to generate a 

FEM compatible mesh of the entire wing 

geometry with its structural components. The 

resulting wing structural model can be analyzed 

using an FE analysis tool.  

1.1 Tools and Methods 

In the CATIA V5 software, there are a 

number of workbenches available that can be 

used for geometry generation and automation. 

In order to introduce knowledge in the generic 

model, and for the automation and management 

of the geometry, the tools available in the 

“Knowledgeware Workbench” and “product 

knowledge template” are used. There are two 

approaches that are adopted in this work, which 

is knowledge pattern and powercopy with VBA 

scripting. Both of these are implemented by 

using this workbench and also by using 

Microsoft Visual Basic IDE environment for 

VBA scripting and debugging of code. 

Furthermore, since, the model requires 

sufficient surface modelling; a specialist 

workbench for surface modelling, “Generative 

Shape Design” is used. The generative shape 

design offers a wide variety of features and 

tools for advance surface modelling. 

Thus, the generic model of the wing is 

completely developed in CATIA V5 including 

wing spars and wing ribs. Both the surface 

model and the solid model, which are part of the 

generic wing model, are integrated together. A 

number of parameters define the shape of the 

wing panels, wing spars and wing ribs. 

Since, the automated mesh generation of 

the generic wing model geometry is also 

required; the tools available in the “Advanced 

Meshing Tools” workbench are used to 

integrate the wing model with the meshing 

program. As the generic wing model changes, 

the mesh attached with the generic wing model 

will change also. The tools available in the 

“Generative Structural Analysis” workbench 

can then be used to perform the structural 

analysis on the aircraft wing model. 

 

 

Fig. 1 Tools and methods used for the generic wing 

model 

2 Generic Aircraft Wing Design Concept 

A generic aircraft wing model should 

constitute an external surface of the wing, and 

should also be comprised of structural elements 

of the wing which are spars and ribs. In order to 

define accurately the external shape of the wing, 

a number of parameters are required to define 

the geometry of the wing in detail. The generic 
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aircraft wing model should comprise of both a 

surface model and a solid model of the 

geometry of the wing. Both of these models 

should be integrated together, which means that 

the parameters should change both the surface 

and the solid model of the aircraft wing 

simultaneously. The generic wing model should 

be able to transform into any wing planform and 

shape based on the changes in the wing 

geometry parameters. 

2.1 Surface and Solid Model Integration 

In the surface model, all the features of the 

wing (wing panels, spars and ribs) will be 

represented by a series of surfaces. As, the 

number of wing panels, spars or ribs are 

changed, the surfaces for each wing panels, 

spars and ribs will be connected together. The 

surface model is made because of its use in 

carrying out the structural analysis of the wing 

where, the surface model will be utilized to do 

the mesh generation of the entire aircraft wing 

geometry. 

The solid model will have thicknesses 

attach to each wing panel, spars and ribs. The 

solid model can be used for the design purposes, 

but it is important that both the surface and the 

solid geometries are properly integrated inside 

the same wing model. 

 

 

Fig. 2 Surface and solid model integration in generic 

wing in model 

2.2 Concept for Wing Panels 

The entire wing panels of the aircraft wing 

should be properly connected, which means that 

all the wing panels should be connected in such 

a way so as to yield a continuous surface of the 

wing. Furthermore, the geometric features 

associated with the tip of the wing panel should 

be the same as the root of the next wing panel, 

so as the geometric features e.g. tip chord length 

or tip airfoil associated with the tip of the wing 

panel are changed, the geometric features of the 

root of the next wing panel should updated 

accordingly. 

 

 

Fig. 3 Geometrical features connected in generic wing 

model 

2.3 Concept for Wing Spars 

For the wing spars, the spar position will be 

defined by “point values on curve” along the 

root and the tip of the wing. The point values on 

curve will range between 0 and 1. 0 means that 

the spar position will start at the leading edge 

while, 1 means that the spar position will start at 

the trailing edge. There are two approaches for 

the construction of wing spars inside the wing 

model. One is that the spars run continuously 

throughout the wing across all the wing panels 

while the other is that the wing spars are placed 

along each wing panel separately and then they 

are joined together to each other. In either 

approach, it is important that it is not possible 

for two spars to intersect each other in any way. 

Furthermore, it is important that, all new spar 

positions along the root and the tip of the wing 

should be modified based on the position of the 

old spars.  

 

Fig. 4 Wing spars in generic wing model 
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The wing spars will have a thickness 

associated with them, however, this thickness 

should not protrude inside the thickness of the 

wing panel skin. 

 

Fig. 5 Wing spars thickness not protruding in the wing 

thickness 

2.4 Concept for Wing Ribs 

Similar to the case of the spars, the wing rib 

positions will be defined by “point values on 

curve” along the span of the wing (front and aft 

curve of the wing). For the surface model, the 

rib will be placed perpendicularly or an angle 

and will just be composed of surfaces, while, for 

the case of solid model, it is important that the 

ribs are divided based on the number of spars 

present in the generic wing model. For example, 

if there is one spar present in the wing, the wing 

rib should be divided into two. If there are two 

spars present in the geometry, the rib is divided 

into three and so on. It is also important that no 

ribs should intersect each other. Similar to the 

case of spars, the ribs will have a thickness 

associated with them. It is important that the rib 

thickness doesn’t protrude the spar thickness 

neither should it protrude the wing thickness 

associated with the skin of the wing panels.  

 

 

Fig. 6 Wing Ribs in the generic wing model 

 

It is also to be ensured that a wing rib 

can be placed across multiple wing panels, as an 

example, in the figure below; a wing rib is 

placed across two wing panels. The wing ribs 

can also be placed at any angle inside the 

generic wing model and no wing ribs should 

intersect each other. 

 

Fig. 7 Wing rib across multiple wing panels 

3 Methodology for Generic Wing Model 

The methodology adopted for the creation 

of the generic wing model for both the 

“knowledge pattern” and “powercopy with 

VBA scripting” approaches is shown in the 

figure below, 

Generic Aircraft Wing ModelGlobal Parameters

Wing Panels Wing Spars Wing Ribs

Parameters Parameters Parameters

Wing Panel Join

Wing Spars Join

Spar Intersection Curves

Wing Intersection Curves

Wing Ribs Join

Rib Intersection Curves

Surface Mesh

Projections

Surface Structural Analysis

2D Property 
and Material

Loads Restraints

 

Fig. 8 Methodology for the generic wing model 

The generic aircraft wing model is 

composed of both the surface and the solid 

model for wing panels, wing spars and wing 

ribs. Each wing panel, wing spar and wing ribs 

also have individual parameters that define the 

geometry and shape of each element, 

furthermore, there are also global parameters 

which control the number of wing panels, spars 

and ribs as well as the mesh characteristics. 

Whenever, a new wing panel, a wing spar or a 

wing rib is added into the model, a join which 

already exists in the model is updated with the 

new geometry. These joins are connected to 

each individual surface mesh for wing panels, 

wing spars and wing ribs. In order to ensure, 

that all the mesh elements are properly 

connecting at the nodes of the aircraft model, 

projections are required for generating the mesh 

in the correct fashion. This is done by defining 

three intersections between the join surfaces. 

These are Intersection between Wing and Spars, 

intersection between wing and ribs and 

intersection between spars and ribs. These 

projections are then used to correctly define the 
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surface mesh for wing panels, spars and ribs. In 

order to perform the structural analysis, 2D 

properties, materials, loads and restraints are 

required. A 2D property adds thickness to the 

surface. Different types of loads and materials 

can be applied to the wing structure. The 2D 

property for each surface is linked with a 

material as well.  

4 Generic Aircraft Wing Model 

The generic aircraft structural model is 

developed by knowledge pattern using EKL 

(Engineering Knowledge Language), Visual 

Basic scripting and geometry automation tools 

and features that are available in CATIA V5 

CAD software. The generative structural 

analysis and Advanced meshing tools 

workbenches available in CATIA V5 software 

are used to perform the structural analysis and 

automated mesh generation of complete aircraft 

wing geometry. The aircraft structural wing 

model is made up of different elements whose 

number, shape and geometry can be changed by 

a range of different parameters. The aircraft 

wing model includes, 

1. Wing Panels 

2. Wing Spars 

3. Wing Ribs 

A model of an aircraft wing with (e.g. 3 

panels) is shown in the fig. 9 below. The surface 

shown below the wing is the projected wing 

surface area calculated based on the wing 

geometry. Furthermore, the mean aerodynamic 

chord (MAC) of each individual wing panel 

(blue line) and lines showing the 25% and 50% 

chord positions are also shown. 

 

 

Fig. 9 Generic aircraft wing model with e.g. 3 wing 

panels 

The generic wing model can be used to 

make any type of wing geometry as an example; 

an aircraft configuration including spars and 

ribs is shown in the fig. 10 below, 

 

Fig. 10 An example of aircraft wing geometry created 

by using generic model 

5 Automated Mesh Generation 

The automated mesh generation is done in 

such a way, that the aircraft wing model can be 

modified and changed and the mesh will be 

updated accordingly. The surface model is used 

for creating the finite element mesh of the entire 

aircraft wing. This is done so because in the 

conceptual design phase, a detailed structural 

analysis is not required. At this stage, an 

estimate of the structural characteristic of an 

aircraft wing is beneficial for which a 2D 

structural analysis is more suitable in terms of 

computational time and resources. Furthermore, 

it enables fast analysis of different 

configurations of the aircraft wing as compared 

to a full 3D structural analysis. 

The methodology used for the mesh 

generation of the generic wing model is shown 

in the fig. 11 below, 
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Fig. 11 Methodology for mesh generation of generic 

wing model 

The surfaces of the generic wing model 

and the intersection curves are used to generate 

the mesh of the generic wing model. 

5.1 Mesh Criteria 

The finite element mesh of the aircraft 

wing should be of good quality. This means that 

there are not any uneven or large angles in the 

mesh nodes. Furthermore, it is essential that the 

all the mesh elements of the wings, spars and 

ribs are properly connected at the nodes. This 

means that the growth points of the mesh be 

properly controlled so that the mesh elements 

take into account the position and orientation of 

the ribs, spars and the wing panels.  

5.2 Finite Element Mesh Generation 

Examples 

Some examples of the finite element mesh 

generated for the generic aircraft wing model 

are shown in the fig. 12 and fig. 13. 

The mesh is dynamically updated, so that 

any change in the wing geometry will 

automatically update the mesh for the new 

geometry. 

 

Fig. 12 Finite element mesh generated for the wing 

panel 

 

Fig. 13 Finite element mesh connectivity between wing 

spars and wing ribs 

 

6 Performance Comparison 

A comparison between the knowledge 

pattern approach and the power copy with VBA 

scripting approach is performed for the generic 

wing model. 

The time to instantiation and deletion of the 

generic wing geometry is measured for the two 

approaches. In order for the results to be as 

accurate as possible, the test is performed on the 

same computer with only CATIA v5 CAD 

software running in the foreground and all other 

applications close with minimum number of 

processes of windows operating system running 

in the background. The computer that was used 

to perform the test is, 

Computer: Intel Pentium Dual CPU T2390 @ 

1.83 GHz with 1.99 GB of RAM 

Operating System: Windows XP Professional, 

Service Pack 3 
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6.1 Test # 1: Time to Instantiate Wing 

Panels 

A comparison between the times to 

instantiate wing panels in both approaches is 

shown in the table 1 below, 

Table 1 Time to instantiate wing panels 

Number of 

Wing 

Panels 

Knowledge 

Pattern 

Approach 

Power Copy 

with VBA 

Scripting 

Approach 

3 11.9 sec 45.2 sec 

5 16.4 sec 1m 45 sec 

10 37.8 sec 6m 50 sec 

6.2 Test # 2: Time to Delete Wing Panels 

A comparison between the times to delete 

the wing panels in both approaches is shown in 

the table 2 below, 

Table 2 Time to delete wing panels 

Number of 

Wing Panels 

Knowledge 

Pattern 

Approach 

Power Copy 

with VBA 

Scripting 

Approach 

3 to 1 2.8 sec 57.2 sec 

5 to 1 4.1 sec 2m 5 sec 

10 to 1 6.9 sec 6m 37 sec 

 

Test # 3: Time to Instantiate Wing Spars 

A comparison between the times to 

instantiate wing spars in both approaches is 

shown in the table 3 below. In this case, the 

number of wing panels is set to one for both 

approaches. 

Table 3 Time to instantiate wing spars 

Number of 

Wing Spars 

Knowledge 

Pattern 

Approach 

Power Copy 

with VBA 

Scripting 

Approach 

3 3.1 sec 12 sec 

5 3.5 sec 22.3 sec 

10 6.1 sec 40.9 sec 

 

Test # 4: Time to delete Wing Spars 

A comparison between the times to 

delete wing spars in both approaches is shown 

in the table 4 below. In this case, the number of 

wing panels is set to one for both approaches. 

Table 4 Time to delete wing spars 

Number of 

Wing Spars 

Knowledge 

Pattern 

Approach 

Power Copy 

with VBA 

Scripting 

Approach 

3 to 1 1.3 sec 11 sec 

5 to 1 1.5 sec 18.2 sec 

10 to 1 1.9 sec 33.6 sec 

 

Test # 5: Time to instantiate Wing Ribs 

A comparison between the times to 

instantiate wing ribs in both approaches is 

shown in the table 5 below. In this case, the 

number of wing panels is set to one for both 

approaches. 

Table 5 Time to instantiate wing ribs 

Number of 

Wing Ribs 

Knowledge 

Pattern 

Approach 

Power Copy 

with VBA 

Scripting 

Approach 

3 2.5 sec 11 sec 

5 3.5 sec 20 sec 

10 6.8 sec 44 sec 

 

Test # 6: Time to Delete Wing Ribs 

A comparison between the times to 

delete wing ribs in both approaches is shown in 

the table 6 below. In this case, the number of 

wing panels is set to one for both approaches. 

Table 6 Time to delete wing ribs 

Number of 

Wing Ribs 

Knowledge 

Pattern 

Approach 

Power Copy 

with VBA 

Scripting 

Approach 

3 to 1 1.2 sec 5.3 sec 

5 to 1 1.4 sec 9 sec 

10 to 1 1.6 sec 18.9 sec 

 

It is observed that in both the time to 

instantiate and the time to deletion for all the six 

tests on the generic aircraft wing model, the 

knowledge pattern approach is significantly 

faster than the power copy with visual basic 

scripting approach. The difference in time is 
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sufficiently clear in both the time to instantiate 

and time to delete the wing panels, while the 

difference is less in the time to instantiate and 

time to deletion of the wing spars and wing ribs. 

Since, a lot of geometric data has to be added 

and deleted from the generic model in 

powercopy with VBA scripting approach, the 

addition and deletion takes more time than the 

equivalent knowledge pattern approach. 

7 Conclusions 

The following conclusions are made from 

this research. 

1. Both the knowledge pattern approach and 

the powercopy with VBA scripting approach 

can be used successfully in creating a generic 

wing model as shown in this thesis work. 

2. If the time for modification, update and 

deletion of the geometry of the generic model is 

critical, then the knowledge pattern model is 

superior to the powercopy with VBA scripting 

model. The knowledge pattern based generic 

model was faster in all the tests compared to the 

powercopy with VBA scripting based generic 

model. 

3. Not all features and tools in CATIA can 

be accessed by the knowledge pattern, whereas, 

a large number of features and tools can be 

accessed using VBA. 

4. Not all geometrical entities of the generic 

model are accessible in the knowledge pattern 

based model while, all the geometrical entities 

of the generic model are accessible in the 

powercopy with VBA scripting based generic 

model. 

5. The amount of code required to be 

written for the knowledge pattern based generic 

model is significantly smaller than the 

powercopy with VBA scripting based model.  

6. Debugging and error checking is much 

easier in powercopy with VBA scripting than in 

the knowledge pattern due to the availability of 

the debugging tools in VBA environment. 

7. Automatic finite element mesh 

generation and modification of the generic wing 

model is possible and efficient. 

 

8 Aircraft Wing Design Examples 

A rectangular wing planform along with 3 wing 

spars and 3 wing ribs generated from the 

generic wing model is shown in the fig. 14 

below. 

 

Figure 14 Rectangular Wing Design 

A tapered wing planform design generated from 

the generic wing model is shown in the fig. 15 

below. 

 

Figure 15 Tapered Wing Design 
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Abstract
The SMAT-F1 project is the first phase of a
broader initiative aimed at defining, designing
and developing an advanced land and
environment monitoring system based on
Unmanned Air Systems. The whole initiative is
split in four phases and its name is: “Sistema di
Monitoraggio Avanzato del Territorio” (SMAT).
The project working group is a well balanced
team  with relevant participation of large
industries, universities and Research Centres
and Small Medium Enterprises. The
coordination of the project is assured by Alenia
Aeronautica. The innovative architecture
designed during the project will be tested in
flight. The final demonstration flight is planned
to be performed in Fall 2011 and will be
performed in Piemonte, in an area located in
the south of the region.

1 Introduction
SMAT-F1 is a research project funded by the
Regione Piemonte (Italy), and co-funded by the
European fund for regional development
(F.E.S.R.) within the Regional Operative
Program 2007/2013 [1].

SMAT-F1 started on January 2009 and the
project working group is composed of three
large industries: Alenia Aeronautica, Selex
Galileo, Altec; two universities: Politecnico di
Torino, Università di Torino; one Research
Centre: Istituto Superiore Mario Boella and
eleven Small Medium Enterprises (SME)
operating in the Regione Piemonte: Auconel,
Axis, Blue Engineering, Carcerano, DigiSky,
Envisens Techonologies, Nautilus, Nimbus,
SEPA, SPAIC, Synarea.
In the industrial field it’s commonly agreed that
innovation can spring from two different causes,
either as the answer to a new demand or thanks
to a technological breakthrough that leads to
novel applications, while allowing new
solutions to existing problems.
The SMAT project springs from new
requirements of cost reduction, capabilities and
performances that are maturing in the latest
years in the wide domain of surveillance, but it
also belongs to the latter of the two causes, as it
is bound to the evolution of technologies of
unmanned aircraft that are assuming an
important role in aeronautics and that are
leading to a new class of highly reliable
products.
SMAT represents the point of contact between
the increasing need of Governmental Agencies

SMAT – An Advanced Land and Environment Monitoring
System

S. Maddaluno, B. Tranchero and
M. Fornaiolo

Alenia Aeronautica, Italy

Keywords: Unmanned Air Systems, Environment monitoring, Flight Test, MALE.
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and private organizations of a land and
environment monitoring system and the
technology evolution in Unmanned Air Systems
(UAS). As a matter of fact, Unmanned Air
Vehicles (UAV) can been employed in so called
DDD missions (Dull, Dirty, and Dangerous) and
in routine missions, that require a long flight
endurance. Ordinary and extraordinary land
monitoring are mission typologies with these
peculiarities and in addition UAS life-cycle
costs are smaller than the costs of comparable
manned aircraft.
One of the main point of innovation concerns
the fact that SMAT is based on the use of
several unmanned platforms that are able to
cooperate through a ground coordination and
control station. The flight in non-segregated
airspace is still a main issue because of the lack
of a common consensus and agreement on the
regulation of UAS and for this reason a specific
attention is devoted to this topic in the project.
The system will lead to the integration of
several resources that already exists on the
territory.
The first phase of the project consists is focused
on the demonstration of the integration of the
flying platforms and the realization of the
Station for Coordination and Supervision (SSC).
The objective of the next phases will be the
functional demonstration of the whole
surveillance system, that will be followed by the
design and realization of the system of system
prototype and then will be concluded by the
industrialization.

2 The SMAT architecture
The SMAT architecture is organized into three
segments: aerial, ground and communications.
The Aerial Segment [2] is composed of
innovative Unmanned Air Vehicles; three
different typologies of UAV will form the aerial
segment:

 A Medium Altitude Long Endurance
(MALE) UAV, developed by Alenia
Aeronautica

 The Falco: a Medium Altitude –
Medium Endurance (MAME) UAV,
produced by Selex Galileo

 The D–Fly: a Low Altitude -
Short/Medium Endurance (LASME)
UAV, developed by Nimbus.

The Ground Segment is formed by:
 The Ground Control Station of each

UAV
 A Supervision and Coordination Station

(SSC), which will coordinate the
mission, will elaborate the data received
in real time by the UASs and will
disseminate it to the Operative Centres
on the territory.

The Communication Segment will assure a
reliable, secure, efficient data transmission
among the different components of the system,
in particular:

 from the A/C to the GCS, through data
links,

 from the GCSs to the SSC and from the
SSC to the Operative Centres, through
wireless and/or landlines networks.

The SMAT architecture will be integrated with
the existing surveillance network. For the first
phase of SMAT, i.e. SMAT-F1, the MALE
system is represented by the SKY-Y of Alenia
Aeronautica while the Low Altitude -
Short/Medium Endurance UAS will be the C-
Fly, designed by Nimbus.

Fig. 1 – Alenia Aeronautica Sky-Y
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The resulting, complex, operational picture can
be seen in the next figure.

Fig.2 – SMAT Operational View

3 SMAT applications
The purpose of SMAT project is to study and
demonstrate a surveillance system capable to
support prevention and control of a wide range
of events [3]. Different categories of users and
needs have been identified, ranging from the
highly sophisticated and real time operators
down to simple users that only need post-
processed data to be delivered offline on a pre-
planned schedule [4].The potential SMAT
System applications are:

• Monitoring of specific areas aimed at
prevention,
– Surveillance of power transmission

lines (power lines, gas and oil
pipelines)

– Surveillance of areas subject to fire
hazard.

• Territory surveillance aimed at planning:
– Monitoring of rural districts,
– Monitoring of rivers/watercourses,
– Data gathering on urban areas for town

planning,
– Traffic monitoring, both urban and

suburban.
– Surveillance of areas subject to natural

disasters (landslides, floods,
earthquakes, fires)

– Continuous monitoring of areas hit by
natural disasters,

– Support to the police forces with the
possibility of providing a back-up
communication facility to the
damaged area.

• Border patrol and critical infrastructure
surveillance
– Border and coastline patrolling against

illegal activities and illicit
immigration

– Surveillance of critical infrastructures
(industrial plants, dams etc)

– Search and rescue support
• Surveillance of areas with high

population density
– Areas with high industrialization and

high pollution risk
– Surveillance of major events.

.
The target of SMAT-F1 is to demonstrate, by
performing a demonstration flight, the use of
three integrated UASs inside of a primary
scenario relevant for the purposes of Regione
Piemonte.

4 Technologies
During the development of the SMAT-F1
project a number of technologies particularly
relevant for obtaining a competitive product,
were investigated [5].

A not exhaustive list of the topics investigated
during the projecy is:

• Integration of a complex and distributed
system

• Autonomous Flight
• High altitude and long endurance flight
• Diesel/Hybrid Propulsion,  power

generation system
• Innovative materials
• Advanced SW and HW systems to

control the mission and the flight
• Navigation systems based on

EGNOS/Galileo
• Remote sensing Sensors
• Communication Network.

Operative
     center

SSC

GCS
GCS

GCS

C - Fly

Falco

GCS

GCS

Satellit
eSky-Y
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Some of these technologies, in particular the
ones that reached a proper technology readiness
level during the project, will be tested during the
final demonstration.
At the time being the definition of systems and
subsystem is completed, and most of the
subsystem and system integration is completed
as well.
In particular the UASs have been properly
modified to integrate remote sensing sensors
adequate to support monitoring and surveillance
tasks, such as electro-optica/infrared (EO/IR)
sensors.
In the following pictures there are some
examples of sensors data captured by the UAV
sensors in different missions.

Fig. 3 – EO sensor data: coastline patrol

Fig. 4 – IR sensor data: Surveillance of critical
infrastructure

Fig. 5 – EO sensor data: Surveillance of areas subject
to natural disasters (fire)

The interfaces between UAS’s Ground Control
Stations and Supervision and Coordination
Station have also been developed and tested [6].
The SSC is one of the main output of the project
and it is really the core of the system, able to
elaborate the data received in real time and to
disseminate information to the final users. The
following figure provides an overview of the
SSC HW configuration [7]. It refers mainly to
the part that supports the hosting and execution
of the specific SMAT-F1 software application.

Fig. 6 – SSC HW configuration

The SSC development required a huge effort by
the project team.
For each UAS involved in the SMAT-F1
mission, the SSC, before the start of the
mission, provides Ground Segment with a
mission request, specifying:
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• Area Of Operation,
• Position, type and size of the target to

monitor,
• Time to start the operations,
• Duration of the operations,
• Mission constraints,
• Allocation of communication frequencies,
• Dissemination plan, including time slot for

the transmission of the collected data.
During the mission the SSC receives from each
Ground Segment the data collected by the Air
Segment and:
• performs the second level exploitation of the

data,
• monitors the mission progress through the

visualisation of the UAS Air Segment on a
• tactical map,
• presents the received data on screen.

Fig. 7 – SMAT SSC

Fig. 8 – SSC User Interface

Fig. 9 – SSC User Interface

5 Flight test
The demonstration flight is planned to be
performed in Fall 2011 and will be performed in
Piemonte, in particular in an area located in the
south of the region. Appropriate flight corridors
and flight zones were identified in the
surrounding of Cuneo starting from the
Levaldigi civil airport.
The selected flight test area presents a number
of features particularly interesting for the scope
of the demonstration as:

• Mountains
•  Hills
•  Plain terrain
•  Tanaro Basin
•  Agricultural Areas
•  Industrial Areas
•  Freeways
•  Railways.

A strong collaboration with Italian Certification
Authorities (ENAC) is on going to perform all
the activities necessary to obtain the Permit to
Flight in the selected area.

The usual process for obtaining the Permit to
Flight in this case is more complex because the
test activities concerns a civilian airport and for
the first time three different UAS are supposed
to operate in the same area at the same time.
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Fig. 10 – Flight test area

6 Conclusion

The SMAT-F1 project is the first phase of a
broader initiative aimed at defining, designing
and developing an advanced land and
environment monitoring system based on
Unmanned Air Systems.
The research program is the result of the
cooperation of many stakeholders such as
Piemonte Region, Department of Protezione
Civile and all the project team, large industries,
academia and research centers, small medium
enterprises.
The system will be an important asset for
emergency management and for supporting
prevention and control of a wide range of
events.
The final demonstration phase is planned to be
performed in Fall 2011 and will be performed in
Piemonte (south of the region). The area is
highly populated with several cities, towns, and
extensive road network, communication and
power lines and bridges; many agricultural
fields are present in the territory as well as
industrial infrastructures.
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Abstract

Morphing structures are structures that change
shape or state in order to change their operating
characteristics or as a response to changes in the
environment conditions. It is of special interest
to achieve a camber variation with one structural
system providing a smooth contour having no ad-
ditional gaps. In this paper a new beam models
able to evaluate the local deformation of a smart
wing is presented. A refined beam finite element
(FE) formulation is employed which permits us
to obtain up-to-fourth-order expansions for the
three displacement components over the section
domain. Classical (Euler-Bernoulli and Timo-
shenko) beam theories are considered as particu-
lar cases. Comparison with 3D solid FE analyses
are provided.

1 Introduction

Shape morphing has been used to identify those
aircraft that undergo certain geometrical changes
to enhance or adapt to their mission profile. In
spite of there is not a clear definition for an en-
abling “shape morphing’‘, it is a general agree-
ment that the conventional hinged control sur-
faces or high lift device, such as flap or slat

∗Author for correspondence: fed-
erico.miglioretti@polito.it

that provide discrete geometry changes cannot
be considered as “morphing’‘. No matter how
one would choose to define the wing morphing,
Reich and Sanders [1] listed the major challenges
of shape morphing aircraft design to be: the re-
quirement for distributed high-power density ac-
tuation, structural mechanization, flexible skins,
and control law development. An example of
shape-morphing complexity it can possible find
in the case of the classical shape adaptation prob-
lem: the realization of airfoils with changeable
camber for the purpose of regulating lift. A sub-
stantial conflict occurs between the deformabil-
ity requirements, defining the change in cam-
ber which must be allowed by the airfoil, and
the stiffness requirement, which limit the shape
changes under load. It is of special interest to
achieve a camber variation with one structural
system providing a smooth contour having no
additional gaps. Slender bodies such us airplane
wings, helicopter blades, bridges, and frames are
mainly analyzed through beam theories. The
use of one-dimensional 1D models is ’historically’
preferred to the introduction of more cumber-
some two-dimensional 2-D (plate and shell theo-
ries) and threedimensional 3-D analyses. Clas-
sical 1-D models for beams made of isotropic
materials are based on Euler-Bernoulli [2], de
Saint-Venant [3, 4] and Timoshenko [5, 6]. The
first two do not account for transverse shear
deformations. Timoshenko foresees a uniform
shear distribution along the cross-section of the
beam. Mucichescu [7] made a comparison be-
tween Eulero-Bernoulli and Timoshenko. None
of these are able to detect non-classical effects
such as warping, out- and in-plane deformations,
torsion-bending coupling and localized bound-
ary conditions, both geometrical and mechani-

1
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cal. These kinds of effects are usually due to
small slenderness ratios, thin-walled structures,
and the anisotropy of the materials. Moreover
in the field of smart wing this kind of effects are
wanted in order to improve the wing efficiency.
Many higher-order theories have been introduced
to include non-classical effects which are based
on enhanced displacement fields over the beam
cross-section. Some considerations on higher or-
der beam elements were made by Washizu [8].
An advanced model was proposed by Kanok-
Nukulchai and Shik Shin [9]; they improved clas-
sical finite beam elements introducing new de-
grees of freedom to describe cross-section behav-
ior. The above literature overview clearly shows
the interest on further developments on refined
theories for beams. Due to that interest, Carrera
and co-authors have recently proposed refined
1D theories with only generalized displacement
variables for the analysis of compact and thin-
walled sections/airfoils. Higher-order models are
obtained in the framework of the Carrera Unified
Formulation, CUF. This formulation has been
developed over the last decade for plate/shell
models [10, 11, 12, 13] and it has recently been
extended to beam static and dynamic modeling
[14, 15, 16, 17, 18, 19]. CUF is a hierarchical for-
mulation which considers the order of the model
as a free-parameter (i.e. an input) of the analy-
sis. In other words, refined models are obtained
with no need for ad hoc formulations. Beam the-
ories are obtained on the basis of Taylor-type ex-
pansions. Euler-Bernoulli and Timoshenko beam
theories are obtained as particular cases of the
first-order expansion. The finite element method
is used to handle arbitrary geometries as well as
geometrical and loading conditions. In this paper
the finite element formulation of refined beam
models based on Taylor polynomials are used to
made a preliminary study about the problem of
drop nose. A simple test-case has been used in
order to verify the models capabilities ad is useful
in the field of smart wing.

2 Beam model and FEM formu-

lation

The coordinate reference is presented in Fig. 1,
x and z are the section coordinates while y beam
longitudinal axes. The displacement vector is:

u(x, y, z) =
{

ux uy uz
}T

(1)

The superscript T represent the transposition

x

z

y

Figure 1: Beam

operator. Stress, σ, and strain, ε, components
are grouped as follows :

σp = {σzz σxx σzx}T εp = {εzz εxx εzx}T

σn = {σzy σxy σyy}T εp = {εzy εxy εyy}T

(2)

The subscript ”n” stands for terms laying on the
cross-section, while ”p” stands for terms laying
on planes which are orthogonal to Ω. Linear
strain-displacement relations are used:

εp = Dpu

εn = Dnu = (DnΩ +Dny)u
(3)

whit

Dp =





0 0 ∂
∂z

∂
∂x 0 0
∂
∂z 0 ∂

∂z



 DnΩ =





0 ∂
∂z 0

0 ∂
∂x 0

0 0 0





Dnz =







0 0 ∂
∂y

0 ∂
∂y 0

0 ∂
∂y 0







(4)

Hooke’s law is used to compute stress compo-
nents:

σ = Cε (5)

2
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According to the Eq. 2, the previous equation
becomes:

σp = Cppεp +Cpnεn

σn = Cnpεp +Cnnεn
(6)

Where the material matrices are grouped as fol-
lows:

Cpp =





C11 C12 0
C21 C22 0
0 0 C66





Cnn =





C55 0 0
0 C44 0
0 0 C33





Cpn = Cnp
T =





0 0 C13

0 0 C23

0 0 0





(7)

The Cij components are:

C11 = C22 = C33 = λ+ 2µ

C12 = C23 = C23 = λ

C44 = C55 = C66 = µ

(8)

Where

µ ≡ G =
E

2(1 + ν)

λ =
νE

(1 + ν)(1− 2ν)

(9)

The Eq. 6 is used in the numerical analysis re-
ported in this paper. In the framework of the
Carrera Unified Formulation (CUF) ([11], [12],
[14], [17], [15]), the displacement field is assumed
as an expansion in terms of generic function, Fτ :

u = Fτ (x, z)uτ (y) τ = 0, 1, ...,M (10)

where Fτ are functions of coordinates x and z
on the cross-section. uτ is the displacement vec-
tor and M stands for the number of terms of
the expansion of order N. According to the Ein-
stein notation, the repeated subscript τ indicates
summation. Equation 10 consists of a Maclaurin
expansion that uses as base the 2D polynomials
xi zj , where i and j are positive integers. The
maximum expansion order, N, is supposed to be

10. For example, the second-order displacement
field is:

ux = ux1 + xux2 + zux3 + x2ux4 + xzux5 + z2ux6

uy = uy1 + xuy2 + zuy3 + x2uy4 + xzuy5 + z2uy6

uz = uz1 + xuz2 + zuz3 + x2uz4 + xzuz5 + z2uz6
(11)

were uxτ , uyτ , and uzτ are y-dependent.
By introduction the shape functionNi, and the

nodal displacement vector, qτi

qτi = {quxτi
quyτi

quxτi
}T (12)

the displacement vector becomes:

uτ (x, y, z) = Ni(y)Fτ (x, z)qτi (13)

For sake of brevity, the shape function are not
reported here. They can be found in [20]. El-
ements with 2, 3, and 4 nodes are formulated.
These elements are addressed as B2, B3, and B4
respectively. The stiffness and the mass matrices
of the elements and the external loadings that
are coherent to the models are obtained via the
Principle of Virtual Displacements :

∂Lint =

∫

V
(∂εTp σp + ∂εTnσn)dV = ∂Lext − ∂Line

(14)
where the Lint stands for the strain energy, Lext

is the work of the external loadings, and Line
is the work of the inertial loadings. The virtual
variation of the strain energy is rewritten using
Eq.s 3, 6, and 15, in a compact form becomes:

∂Lint = ∂qTτiK
ijτsqsj (15)

Where Kijτs is the stiffness matrix in the form
of the fundamental nucleus.

3
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Its is components are:

Kijτs
xx = C̃22

∫

Ω
Fτ,xFs,xdΩ

∫

l
NiNjdy + C̃66

∫

Ω
Fτ,zFs,zdΩ

∫

l
NiNjdy+

C̃44

∫

Ω
FτFsdΩ

∫

l
Ni,yNj,ydy

Kijτs
xy = C̃23

∫

Ω
Fτ,xFsdΩ

∫

l
NiNj,ydy + C̃44

∫

Ω
FτFs,xdΩ

∫

l
Ni,yNjdy

Kijτs
xz = C̃12

∫

Ω
Fτ,xFs,zdΩ

∫

l
NiNjdy + C̃66

∫

Ω
Fτ,zFs,xdΩ

∫

l
NiNjdy

Kijτs
yx = C̃44

∫

Ω
Fτ,xFsdΩ

∫

l
NiNj,ydy + C̃23

∫

Ω
FτFs,xdΩ

∫

l
Ni,yNjdy

Kijτs
yy = C̃55

∫

Ω
Fτ,zFs,zdΩ

∫

l
NiNjdy + C̃44

∫

Ω
Fτ,xFs,xdΩ

∫

l
NiNjdy+

C̃33

∫

Ω
FτFsdΩ

∫

l
Ni,yNj,ydy

(16)

Kijτs
yz = C̃55

∫

Ω
Fτ,zFsdΩ

∫

l
NiNj,ydy + C̃13

∫

Ω
FτFs,zdΩ

∫

l
Ni,yNjdy

Kijτs
zx = C̃12

∫

Ω
Fτ,zFs,xdΩ

∫

l
NiNjdy + C̃66

∫

Ω
Fτ,xFs,zdΩ

∫

l
NiNjdy

Kijτs
zy = C̃13

∫

Ω
Fτ,zFsdΩ

∫

l
NiNj,ydy + C̃55

∫

Ω
FτFs,zdΩ

∫

l
Ni,yNjdy

Kijτs
zz = C̃11

∫

Ω
Fτ,zFs,zdΩ

∫

l
NiNjdy + C̃66

∫

Ω
Fτ,xFs,xdΩ

∫

l
NiNjdy+

C̃55

∫

Ω
FτFsdΩ

∫

l
Ni,yNj,ydy

It should be noted that no assumptions on the
approximation order have been done. It is there-
fore possible to obtain refined beam models with-
out changing the formal expression of the nu-
cleus components. This is the key-point of CUF
which permits, with only nine FORTRAN state-
ments, to implement any-order beam theories.
The shear locking is corrected through the selec-
tive integration, see [20]. For the sake of brevity,
the derivation of the loadings vector variationally
coherent to the model is not reported, it can be
found in [15].
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3 Results and Discussion

Several static analysis of different beam model
are presented in thi section. The preliminary
analysis are two assessments where the results
are compared with results form bibliography. In
the rest of work a wing configuration is analyzed.

3.1 Compact section

A rettangular cantilever beam is considered. The
geometry is shown in figure 2. The height h is

h

b

z

x

Figure 2: Rectangular cantilever beam section

assumed to be equal to 1[m], the ratio b/h is
assumed to be equal to 0.5, the aspect ratio L/h
is assumed to be 6, where L is the length of the
beam. A concentrated load in z-direction, Fz is
considered in [0, L, 0] and are equal to 1 [N]. An
orthotropic material is considered, where E11 =
206.80 GPa, E22 = E33 = 5,17 GPa, G12 = G13

= 3,10GPa, G23 = 2,55GPa and ν12 = ν13 = ν23
= 0.25. A comparison with a 3D-FEM solution
is given. Fig. 3 shows the value of the normal
tension σyy in the area close to the constraint for
a beam subject to bending load. The diagram
show that the results from a third-order beam
model agree with those from 3D FE model.

3.2 Thin Walled Section

A cantilevered C-shaped cross-section beam is
considered to evaluate the capabilities of the
present beam model in the thin-walled structures
analysis (see Carrera et.al. [21]). The geometric
characteristics have been taken from [22]. Fig. 4
shows the cross-section geometry, the height h is
considered equal to 5 [m], b is equal to 3.5 [m]
and the thickness, t, is assumed to be 0.2 [m],
the length of the beam, L, is 18 [m]. Young’s

 

σ
y
y
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-1 0 1 2 3 4 5

3D-FEM

CUF N=3

CUF N=5

Figure 3: End-effects due to the boundary con-
ditions on a cantilevered beam with rectangular
compact section. Comparison of the results from
CUF beam theories and 3D FEM mode.

Figure 4: C-shaped cross-section geometry and
loading.

modulus, E, is equal to 30 [GPa], and the Pois-
son ratio, ν is equal to 0.33. Two forces, F x

1

and F x
2 (see Fig. 4), equal to 200 [kN] are posed

in [1.095, ±h/2, L] acting in ±x-direction in or-
der to reproduce an equivalent torsional moment,
Mteq , equal to 1000 [kNm]. Ten elements B4 are
used in the axial discretization. Figure 5 shows
the deformed cross-section at beam tip evaluated
by means of different structural model, the dis-
placements have been scaled by a ×100 factor
to make the figure clearer. The beam model is
able to capture the section deformation with an
accuracy close to the solid model.

5
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Undeformed
Solid

CUF N=6
CUF N=10

Figure 5: Deformation of C-shaped cross-section
beam at y=L for different structural models, dis-
placements amplification x100.

3.3 Airfoil

Figure 6: Cross-sections used for the wing con-
figurations.

Euler Timoshenko

CUF, N=2 CUF, N=4

Figure 7: Cross-sections deformation for different
beam model.

A conventional wing configuration is analyzed
and the results are presented here. The wing
is subject to internal forces in order to simu-
late an actuation system able to modify the air-
foil camber. A concentrated load in z-direction,
Fz is considered in [0, L, 0] in order to simu-
late the lift effect. Cantilever boundary condi-
tions is accounted for. An aluminium wing is
considered (Young’s modulus E = 69 [GPa] and
Poisson’s ratio ν = 0.33) The wing shape exam-
ined in this work are summarized in Table 1 The
beam-like structures are considered to have an
airfoil-shaped section. The NACA 2415 airfoil is
adopted as cross-section profile, which is subdi-
vided into three cells. The cells are obtained by
inserting two spars along the span-wise direction
at 25 % and 75 % of the chord length, see Fig.

Table 1: Wing configuration adopted to discuss
the results.

Name Value

Λ 0
Γ 0
λ 1
croot [m] 1
ctip [m] 1
c̄ [m] 1
L [m] 5
l/c̄ 5
b [m] 5
Sw [m2] 10
AR 10

6. Their thicknesses are, respectively, 10% and
7% of the maximum airfoil thickness, whereas
the percentage is about 4% for the skin. In Fig.
7 are reported the cross section deformation for
different beam models. It is possible to see that
the conventional beam model, Euler and Timo-
shenko, are not able to capture the cross section
deformation. Using high order beam model it is
possible to simulate the cross section deforma-
tion.

4 Conclusion

In the field of aeronautics, shape morphing has
been used to identify those aircraft that undergo
certain geometrical changes to enhance or adapt
to their mission profile. Much of the recent work
in the area of reconfigurable airfoil structures has
focused on locally deforming a portion of an air-
foil to achieve some specific single design point
goal. Typical applications include the actuation
of leading and trailing edge devices as well as
small-scale surface deflections to increase perfor-
mance in a specific flow regime. In this work a 1-
D FEM model able to simulate local deformation
of portion of an airfoil has been presented. From
results it is possible to see that the presented
beam element is able to capture local effects that
can’t be simulated with classical beam model.
The shell-like capabilities of the presented model
allow to use beam model for the study of smart
wing.

6
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des prismes, sur les glissements transver-
saux et longitudinaux qui l accompagnent
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Abstract  

Low temperature propellants for gas generators 

are commonly used in automotive safety 

devices. The application of this technology to a 

spacecraft/launcher attitude control system is 

the aim of this research. Constraints required 

for gas generator propellants are in terms of 

burning rate and gas temperature. Sodium 

Azide-based formulations are studied with the 

addition of a metal-alkaline nitrate, 

perchlorate and HTPB. 

A systematic experimental characterization of 

the tested propellants was conducted

windowed strand burner with servo

combustion pressure and a digital video 

camera: burn rates were measured at three 

different pressures by either an optical video 

technique or a standard fuse wires technique; 

temperature profiles were measured with

Rh thermocouples (S-type). The obtained flame 

temperatures could further be decreased by 

adding cooling agents. 

1 Introduction  

Gas generators are mainly adopted in 

applications where high volume
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or gas generators 

are commonly used in automotive safety 

devices. The application of this technology to a 

spacecraft/launcher attitude control system is 

the aim of this research. Constraints required 

for gas generator propellants are in terms of 

te and gas temperature. Sodium 

based formulations are studied with the 

alkaline nitrate, ammonium 

A systematic experimental characterization of 

the tested propellants was conducted in a 

with servo-controlled 

combustion pressure and a digital video 

rates were measured at three 

different pressures by either an optical video 

technique or a standard fuse wires technique; 

temperature profiles were measured with Pt/Pt-

The obtained flame 

could further be decreased by 

Gas generators are mainly adopted in 

applications where high volumes of gas are 

required in a short time. Compacted powders or 

propellants grant high density and 

convenient approach for potential

small volumes. A typical example of such 

technology is found in emergency devices such 

as air-bags, fire extinguisher

charges for turbines. In some applications high 

temperature and toxicity of exhaust gases may 

represent a severe constraint. For this reason, 

low temperature and nontoxic gas generators 

were developed. A low

generator is in general a propellant or a system 

of compressed pellets that release gases at 

relatively low temperature (less than 1200 K) 

with respect to standard propellants (say 2500

3000 K). For these formulations, heat feedback 

from the gas phase to the burning surfa

represents a critical point since the enthalpy for 

surface pyrolysis and condensed phase heating

must be provided in order to get a self

combustion [1].  

There exist several patents available on this 

subject, most of them demonstrating the 

application of inorganic powders shaped in 

pellets. Reading through patents 

categories of powders are

the compositions if a certain level of toxicity is 

allowed. 

- Oxidizers: oxygen

powders such as nitrates or 

Low Temperature Gas Generator Propellants

 

R. Puccio, F. Maggi, G. Colombo, and L. T. De Luca

Aerospace Engineering Dept., Politecnico di Milano 

34, via La Masa, 20156 Milan, Italy 

R. De Amicis 

Consultant AVIO S.P.A.  

00034 Colleferro (Rome), Italy 

 

low temperature, gas generators, sodium azide based propellants, HTPB binder, fuse 

 

International Conference of the European Aerospace SocietiesInternational Conference of the European Aerospace SocietiesInternational Conference of the European Aerospace SocietiesInternational Conference of the European Aerospace Societies    

required in a short time. Compacted powders or 

propellants grant high density and offer a 

convenient approach for potential gas storage in 

small volumes. A typical example of such 

technology is found in emergency devices such 

, fire extinguishers, or kickstart 

charges for turbines. In some applications high 

temperature and toxicity of exhaust gases may 

represent a severe constraint. For this reason, 

low temperature and nontoxic gas generators 

A low-temperature gas 

general a propellant or a system 

of compressed pellets that release gases at 

relatively low temperature (less than 1200 K) 

standard propellants (say 2500-

3000 K). For these formulations, heat feedback 

from the gas phase to the burning surface 

represents a critical point since the enthalpy for 

pyrolysis and condensed phase heating 

must be provided in order to get a self-sustained 

There exist several patents available on this 

subject, most of them demonstrating the 

lication of inorganic powders shaped in 

pellets. Reading through patents [2,3], some 

categories of powders are typically involved in 

the compositions if a certain level of toxicity is 

Oxidizers: oxygen-donors inorganic 

powders such as nitrates or perchlorates; 
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- Flame coolants: hydroxides, carbonates, 

hydrated hydroxides of some metals;  

- Burning rate catalyst: a transition metal 

oxide or other oxide with known catalytic 

capabilities; 

- Combustible powder: a metal in the 

group of boron, aluminum or zirconium. 

Patents refer to these formulations having a 

flame temperature of about 1100 to 1500 K 

giving few indications about the composition. 

Most of gas generating compositions are based 

on alkali metal or alkaline earth metal azides 

with iron, nickel, cobalt or silica oxides.  

Cooling of flame may be necessary and can be 

pursued by adding a coolant in the mixture not 

exceeding the fraction of 35% by weight, or 

using cooling filters placed before the exhaust 

(Fig. 1). In some patent embodiments, the 

formation of a porous sinter during the 

combustion is used as a self-filtration of 

Condensed Combustion Products (CCPs). 

 

 

Fig. 1 Example of cold gas generator with cooling 

device: igniter (1); monolithic charge (2); chemical 

cooler (3); pressurized vessel (4) [1]. 

 

The application of such technology to a 

spacecraft/launcher attitude control system is 

the aim of this investigation. It requires burning 

rate around 4 mm/s at 20 bar, gas temperature 

less than 500 °C (773 K), and no CCPs. In 

particular for Launch Vehicles, based on Solid 

Rocket Motors (SRM) propulsion, possible roll 

can be produced during 1st, 2nd and 3rd stage 

SRM firings, higher than acceptable levels. To 

reduce these rolls, simple subsystems can be 

envisaged to be embarked, with few changes, on 

the relevant stages of the baseline Launch 

Vehicle and with the possibility to disembark if, 

after some flights, the detected roll levels result 

at acceptable values. To this end, simple 

solutions are under analysis based on the use of 

a Gas Generator with solid propellant, a three 

way flow distribution valve, able to pipe the 

generated gas to fixed nozzle thrusters in order 

to create three different control effects: no 

overall torque, clockwise torque and anti-

clockwise torque. 

2 Preliminary Formulations 

Preliminary tests have been carried out with 

conventional rocket propellant ingredients. All 

fuel samples are based on HTPB as binder/fuel, 

in most cases coupled with Ammonium 

Perchlorate (AP) as oxidizer. Some 

compositions have been doped with Calcium 

Carbonate as coolant or with Iron Oxide as 

burning rate catalyst. The compositions under 

examinations are summed up in Table 1.  

 

Table 1 Analyzed propellants compositions. Adiabatic 

flame temperatures calculated by thermochemical 

computations.  

 

Binder Oxidizer Coolant Catalyst 

Adiabatic 

Flame 

Temperature, 

[K] 

Propellant 

1 

20% 

HTPB 

30% AP 

30% AN 

20% 

CaCO3 
- 1211 

Propellant 

2 

20% 

HTPB 

80% 

KMnO4 
- - - 

Propellant 

3 

20% 

HTPB 

80% 

KNO3 
- - 1592 

Propellant 

4 

20% 

HTPB 

80% 

NaNO3 
- - 1836 

Propellant 

5 

50% 

HTPB 
50% AP - - 1190 

Propellant 

6 

40% 

HTPB 
60% AP - - 1242 

Propellant 

7 

50% 

HTPB 

49.5% 

AP 
- 

0.5% 

Fe2O3 
1193 

Propellant 

8 

40% 

HTPB 

59.5% 

AP 
- 

0.5% 

Fe2O3 
1245 

Propellant 

9 

45% 

HTPB 
55% AP - - 1215 

Propellant 

10 

45% 

HTPB 

54.5% 

AP 
- 

0.5% 

Fe2O3 
1218 

Propellant 

11 

40% 

HTPB 
50% AP 

10% 

CaCO3 
- 1183 

Propellant 

12 

40% 

HTPB 

49.5% 

AP 

10% 

CaCO3 

0.5% 

Fe2O3 
1186 

 

Binder was composed by HTPB, DOA as 

plasticizer, and cured with IPDI. The catalytic 

element was Tin based. Propellants strands of 

approximately 10 grams have been produced. 

2.1 Thermochemical Calculations 

Through thermochemical computations the 

best possible compromise between quality of 

combustion and reduced flame temperature for 
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standard composite propellants has been 

analyzed (Fig. 2). If the presence of CCPs is 

considered a selection criterium, the optimal AP 

mass fraction is at about 70%. At this 

percentage the flame temperature is still too 

high. The reduction of the AP mass fraction is 

possible, subjected to the experimental check 

whether the flame is self-sustained or not. 

 

 

Fig. 2 Adiabatic flame temperature and CCPs mass 

fraction for AP/HTPB propellants at 20 bar. 

 

The behavior of adiabatic flame temperature 

is evaluated adding other oxidizers with less 

oxidizing power than the AP ones. A common 

cooling agent like CaCO3 is also tested (Fig. 3). 

 

 

Fig. 3 AP/HTPB formulations with 10% of additive. 

Data refer to adiabatic flame temperature compared 

to AP/HTPB-50/50 formulation. 

2.2 Experimental Results 

Not all of the propellants prepared (Table 1) 

showed self-sustained combustion at 20 bar. 

Most of them did not support flame after 

detachment of the ignition wire from the 

burning surface, and after quenching left a great 

amount of residuals, in terms of fine black 

powders or sometimes sticky liquid. In a few 

cases, a massive residual skeleton was observed. 

An overall results summary is shown in Table 2. 

 

Table 2 Summary of experimental results. 

 Self-sustained 

combustion at 

20 bar 

Burn rate 

at 20 bar, 

[mm/s] 

Ballistic 

exponent 
Residuals 

Propellant 

1 
No - - No 

Propellant 

2 
Yes - - Yes 

Propellant 

3 
No - - No 

Propellant 

4 
No - - No 

Propellant 

5 
No - - Yes 

Propellant 

6 
Yes 1.05 0.31 Yes 

Propellant 

7 
No - - No 

Propellant 

8 
Yes 3.6 0.31 Yes 

Propellant 

9 
No - - No 

Propellant 

10 
Yes 3.05 0.23 Yes 

Propellant 

11 
No - - No 

Propellant 

12 
Yes 1.12 - Yes 

3 Sodium Azide-based Propellants 

3.1 Preliminary SA-based Formulations 

A wide literature on air-bag gas generators 

and cold propellants refer to Sodium Azide (SA) 

as the best compound for the scope [4,5,6]. So 

early experiments were addressed to evaluate 

the compatibility of SA with HTPB binder and 

various oxidizers. Based on these tests a 

preliminary campaign of SA and HTPB 

propellants was carried out. All samples 

prepared have a mass of 5 grams. Their 

composition comprises a quantity of HTPB in 

the range of 10-25%, and SA in the range of 60-

75%. An addition of Potassium Nitrate (KN) or 

cooling agent Lithium Fluoride (LiF) in the 

range of 10-20% was also considered. The 

experimental characterization of samples took 

place in a windowed strand burner with servo-

controlled combustion pressure and a digital 

video camera to acquire data. The combustion 

of these formulations under inert atmosphere 

was not satisfactory under both 20 and 5 bar of 

pressure. The propellant ignition, made by an 
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incandescent wire, was difficult, and the 

combustion was not self-sustained. Other 

attempts were made under atmospheric 

conditions, but results were not much different. 

Additional samples containing alkaline metal 

oxide, showed the same behavior of previous 

formulations under inert atmosphere. However, 

ignition under atmospheric conditions allowed 

to measure burning rate. The combustion is self-

sustained, and the velocity measured is ~0.5 

mm/s consistent with results in [4]. A massive 

residual skeleton remains after the combustion, 

about 45% of the total mass. 

3.2 SA Thermochemical Computations 

First of all the behavior of SA and HTPB 

compound at different percentages were 

investigated. 

 

 

Fig. 4 Theoretical adiabatic flame temperature of SA 

and HTPB formulations vs. HTPB mass fraction at 20 

bar. 

 

What can be noticed from Fig. 4 is that SA, 

with low HTPB mass fraction (less than 20%), 

reacts with all carbon of the binder; such 

reaction increases the adiabatic flame 

temperature from 934 K to 1135 K. With more 

than 20% HTPB the temperature decreases up to 

1053 K at 40% HTPB. In the range of 20-40% 

HTPB a lot of carbon remains in the combustion 

products as graphite instead reacting with SA 

(to form sodium cyanide). Thus, an amount not 

larger than 15% HTPB should be used in order 

to have an initial temperature less than 1050 K. 

In order to achieve lower temperatures a 

coolant ingredient can be used. So different 

coolants for SA-based formulations were 

considered, such as CaCO3, SiO2 and LiF. 

Calcium carbonate is a common coolant in 

aerospace applications. 

 

 

Fig. 5 Theoretical adiabatic flame temperature of SA-

based propellant with CaCO3 coolant, at different 

HTPB percentages, at 20 bar. 

 

As can be seen in Fig. 5, with less than 20% 

HTPB the behavior of CaCO3 is like an 

oxidizer, so it increases rapidly the flame 

temperature. To have a real coolant effect on the 

propellant with CaCO3, the quantity of HTPB 

must be above 20% of total mass. However 

temperature decrease rate is very low, say about 

~2 K for each 1% of CaCO3. Therefore, the 

calcium carbonate does not seem to be the best 

choice for the target temperature. 

Another possible coolant is the silicon 

dioxide, commonly used with SA and KN to 

form alkaline silicate. In fact silicon dioxide 

reacts producing a sintered, coherent 

combustion residue which is easy to filter. 

 

 

Fig. 6 Theoretical adiabatic flame temperature of SA-

based propellant with SiO2 coolant, at different HTPB 

percentages, at 20 bar. 
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Like calcium carbonate, for percentages 

lower than 20%, silicon dioxide (Fig. 6) acts as 

an oxidizers so that the flame temperature 

increases. Differently from calcium carbonate, 

the temperature decrease rate with silicon 

dioxide is appreciable. In fact with the 25% 

silicon dioxide the temperature can decrease up 

to 100 K from the initial value. The choice of 

silicon dioxide seems useful if the quantity of 

HTPB is larger than 40% so that adiabatic flame 

temperature could decrease below the 1000 K. 

This high percentage of HTPB could represent a 

problem for the ignition of the propellant. 

Despite that, the silicon dioxide is useful to 

sinter the solid combustion products, so that is 

simple to filter. 

As seen in [1], lithium fluoride is a good 

coolant too. In particular, as can be seen in Fig. 

7, even for low percentages of HTPB (less than 

20%), the effect of lithium fluoride is to reduce 

flame temperature. With only 10%-12% of 

HTPB the flame temperature, at any lithium 

fluoride percentages, remains quite below the 

1000 K limit. A severe problem with this type 

of coolant are the difficulties encountered in the 

combustion of the propellant. In early 

experimental tests it was been seen that a 

compound with more than 15% of LiF does not 

ignite under inert atmosphere (N2) at any 

pressure value. 

 

 

Fig. 7 Theoretical adiabatic flame temperature of SA-

based propellant with LiF coolant, at different HTPB 

percentages, at 20 bar. 

3.2.1 Ammonium Perchlorate Additive 

Next step was to identify the minimum 

quantity of AP to ensure propellant ignition and 

self-sustained combustion at 20 bar in inert 

environment. The new formulations investigated 

must also decrease the adiabatic flame 

temperature at acceptable values. Through 

thermochemical computations a heavy 

decrement in adiabatic flame temperature is 

reached reducing the AP mass fraction to 0.5%. 

At this value the temperature is set to 1025 K. In 

Fig. 8 flame temperature and CCPs mass 

fraction vs. AP percentage are shown. 

 

 

Fig. 8 Adiabatic flame temperature and CCPs mass 

fraction for SA/AP/HTPB formulations, for different 

AP mass fractions, at 20 bar. 

 

Now the previous formulations with silicon 

dioxide and lithium fluoride coolant are 

considered with a small quantity of AP (0.5%). 

In Section 4 some compositions considered with 

AP have a minimum quantity of Fe2O3 below 

1%. At this mass fraction the adiabatic flame 

temperature shown in Fig. 9-10 increase at most 

by ~29 K. 

 

 

Fig. 9 Theoretical adiabatic flame temperature of SA-

based propellants with SiO2 mass fraction. Different 

HTPB percentages involved and 0.5% AP, at 20 bar. 
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Fig. 10 Theoretical adiabatic flame temperature of SA-

based propellants with LiF mass fraction. Different 

HTPB percentages involved and 0.5% AP, at 20 bar. 

4 Experimental Results 

SA-based formulations considered during 

tests are summarized in Table 3. 

 

Table 3 Analyzed SA-based propellant formulations. 

Adiabatic flame temperature calculated by 

thermochemical computations. 

 

Binder Fuel/Oxidizer Coolant Catalyst 

Adiabatic 

Flame 

Temperature, 

[K] 

PSA-

1a 

12% 

HTPB 

70% SA 

18% AP 
- - 1579 

PSA-

2b 

10% 

HTPB 

85% SA 

2% AP 
- 

3% 

Fe2O3 
1119 

PSA-

3c 

10% 

HTPB 

87% SA 

2.5% AP 
- 

0.5% 

Fe2O3 
1121 

PSA-

4a 

10% 

HTPB 

85% SA 

0.75% AP 
4% LiF 

0.25% 

Fe2O3 
1013 

4.1 Burn Rate Measurements 

For the first formulation PSA-1a (propellant 

comprising AP in the range of 20-15%) the 

burning rate measured at 20 bar is ~13 mm/s; 

for the second, with AP 5-10 µm, is ~12 mm/s 

(Fig. 11). These results demonstrate too high 

burn rate for the proposed target, and also a high 

ballistic exponent (Fig. 12). Anyway they are in 

accordance with AP propellant combustion 

properties. So it is necessary to reduce the 

quantity of AP at the minimum to ensure 

ignition. From CEA's calculations (see Section 

3.2.1), the adiabatic flame temperature is set to 

~1579 K. Obviously this temperature is too 

high, and the reason of that is mainly the 

quantity of AP. 

 

 
Fig. 11 Some frames of SA-based propellants with 

AP (5-10 µm) combustion at 20 bar, at 50fps. 

 

 

Fig. 12 Vielle's law rapresentation for PSA-1a 

propellant, with AP 5-10 µm. 

Formulations with AP percentage less than 

3% have also been investigated. As seen in 

Section 3.2.1 such reduction of AP quantity 

allows a decrement of temperature of at least 

400 K. In order to maintain an adequate burning 

rate a small quantity of Iron Oxide is also 

added. Two different percentages are 

considered: the first propellant with percentage 

less than 5% (PSA-2b), and the second less than 

1% (PSA-3c). The first propellant presents poor 

quality of combustion in air, mainly because the 

presence of too much Nanocat Iron Oxide and 

its fine particle size ~0.003 microns. The second 

(PSA-3c) has a better behavior, even in inert 

environment. The adiabatic flame temperature 

of the first propellant is 1118 K, for the second 

is 1121 K. For the latter propellant combustion 

products are theoretically 49% condensed type 

and 51% gaseous state. The combustion of 

PSA-3c propellant samples show an high 

quantity of smoke that does not allow to 

measure the burning rate in a conventional way. 

A further improvements required the addition of 

some coolant ingredients, in particular Lithium 

Fluoride that guarantee a noticeable decrement 

of temperature (see Section 3.2.1). In PSA-4a 
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propellant a percentage of 4% LiF is considered. 

Experimental burning rate results are obtained 

using the conventional fuse wire technique. 

Burn rate measured at 20 bar is ~2.2 mm/s and 

~1.7 mm/s at 10 bar. In Figure 13 the Vielle’s 

law is represented. 

 

 

Fig. 13 Vielle's law rapresentation for PSA-4a 

propellant. 

4.2 Temperature Measurements 

In order to evaluate gas temperature, 

experimental tests with Pt-Pt/Rh thermocouples 

have been done. The thermocouple is placed ~5 

mm in front of the sample burning surface. 

Pressure in strand burner is set to maximum 20 

bar, due to chamber limitation. Propellant PSA-

1a has an adiabatic flame temperature, 

computed with CEA software, of ~1578 K.  

 

 

Fig. 14 Gas temperature measured with Pt-Pt/Rh 

thermocouple for PSA-1a, at 15 bar. 

Figure 14 shows the experimental temperature 

profiles for the two tests done with PSA-1a 

propellant. 

PSA-3c propellant has an adiabatic flame 

temperature of 1121 K. In Figure 15 the 

temperature profiles are represented for the two 

tests done in comparison with the third test with 

the thermocouple inserted in the propellant. 

 

 

Fig. 15 Gas temperature measured with Pt-Pt/Rh 

thermocouple for PSA-3c formulation, at 15 bar. 

 

Propellant PSA-4a, with 4% LiF, 

demonstrate a lower gas temperature of ~850 K 

without laser radiation, in spite of the theoretical 

1013 K. 

 

 

Fig. 16 Gas temperature measured with Pt-Pt/Rh 

thermocouple for PSA-4a, at 10 bar. 

5 Conclusions and Future Developments 

In this article conventional rocket propellants 

are shown to be able to achieve a minimum 

temperature of ~1200 K (adiabatic flame 
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temperature). SA and coolant ingredients allow 

reaching temperatures below 1000 K. Moreover, 

experimental results point out that the measured 

temperatures are lower than the theoretical ones 

by at least 100 K, typically. With  propellant 

PSA-3c the temperature of ~990 K is reached 

without any coolant. With propellant PSA-4a a 

lower temperature of ~850 K, very closed to the 

target temperature of 800 K, has been acquired. 

Another aspect to be taken into account is the 

formation of solid combustion residuals that 

could damage the pipelines and distribution 

valves of a potential attitude control system. For 

the formulations analyzed in this article a solid 

residuals is always obtained especially with low 

flame temperature compositions, but the 

residuals could be simply removed using a 

filtering system. 

Future developments will focus on the 

analysis of a chemical filtering system that fulfil 

the double function of solid residual filter and 

cooling filter. Moreover SA, highly toxic, may 

be replaced with some other non toxic 

ingredient. 
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Abstract  

This paper discusses the atmospheric analyses 
that were carried out using pressure and 
temperature data collected during the flight of 
the SCRAT experiment onboard the BEXUS 10 
balloon. Here are underlined the vast 
perspectives in terms of scientific data 
evaluation, analysis and modeling that can be 
retrieved by the use of simple commercial 
temperature and pressure sensors. 
An environmental model accounting for 
radiative and convective energy transfer based 
on the temperature and pressure data has been 
developed. The diurnal effects on the 
stratospheric temperature and other related 
physical quantities as the lapse rate and the 
water vapor content have been derived. As a by 
product, the onboard temperature sensor used 
as a Sun sensor can infer many information on 
the attitude of the balloon by the study of the 
temperature oscillations induced by the 
balloon’s rotation during the floating phase. 
 

1 Introduction 
SCRAT (Spherical Compact Rechargeable Air 
Thruster) is a low-thrust cold gas actuator, 

ejecting gas through a nozzle at high speed in 
order to create force. The aim of SCRAT was 
the development and testing of the actuator on 
the stratospheric platform provided by BEXUS 
balloon. As a by-product SCRAT allowed to 
measure the pressure and temperature of the 
atmosphere and to study the related physical 
quantities as the density, the atmospheric lapse 
rate and the water vapor content. In addition, 
from the analysis of the temperature spectrum, a 
direct correlation between the temperature and 
the attitude dynamics of the balloon was figured 
out. The framework in which the experiment 
has been designed is the REXUS/BEXUS 
Programme [1], supported by the European 
Space Agency, the Swedish Space Corporation 
and DLR. It provides a unique opportunity to 
gain experience in space field and related 
researches by flying an experiment on a 
sounding rocket (REXUS) or a stratospheric 
balloon (BEXUS) along spatial and sub-spatial 
trajectories. The project is addressed to groups 
of students working together for a year to 
design, develop and test an experiment in a real 
space mission. 

2 Background and motivations 
Balloons can explore a wide range of altitudes 
(15m – 45 km), and thanks to their variable size, 
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between 3000 and 1.200.000 m3, they can lift 
payloads up to 3000 kg for a time flight 
spanning from a few hours to a few weeks. The 
main studies concern astronomy, since the 
instrument can work above the disturbing 
atmosphere, planetary and atmospheric physics, 
microgravity by dropping off payloads from the 
gondola where there is a large free landing area 
and the test of new aerospace and re-entry 
vehicles. Since the first decades of the last 
century a lot of stratospheric balloons were 
launched from many different locations, but 
they remain still today a suitable platform to 
study the atmosphere, the climate and the 
pollution of the Earth as evidenced by the 
important results from missions like 
Concordiasi [2] and programs like the 
"Programme Nationale de Chimie 
Atmospherique" [3]. BEXUS 10 was launched 
from the ESRANGE base (67°N Lat, 20° E 
Lon), about 200 km above the Arctic polar 
cycle. Typically a polar flight can explore a 
deeper region of the stratosphere since the 
gravitational force experimented near the poles 
is greater and compresses the atmospheric 
structure into more flattened shell with respect 
to the lower latitudes. The study and the 
characterization of the atmospheric environment 
is a crucial topic also for the past and future 
Solar System missions. The great interest of the 
Space Agencies towards Mars, with missions as 
the Mars Exploration Rover Mission [4], and 
Titan, with the Huygens Probe [5], together with 
investigations by stratospheric balloons and 
sounding rockets have led to achieve key 
technologies and experience for the design of 
future missions as Curiosity [6], ExoMars [7] 
and many others. 

3 BEXUS 10 Balloon 

As given in Fig. 1 the BEXUS 10 balloon was 
essentially composed of four parts: the balloon, 
the re-entry parachute, the EBASS unit and the 
gondola hosting the scientific payload. The 
EBASS unit was responsible for: altitude 
control, flight termination, load cell controlled 
emergency termination, onboard GPS and 
housekeeping data. The stratospheric balloon 
fully inflated had a volume of 12.000 m3 and 

lifted 263 kg (total weight of gondola, EBASS 
and parachute) at a mean altitude of 25 km; the 
flight train was equipped with a 120 m2 area 
parachute to control and decelerate the gondola 
during the descent phase into the atmosphere, 
the total length of the flight train was about 138 
m. 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Fig. 1 BEXUS 10 flight train, photo courtesy SSC [8] 

3.1 BEXUS 10 Flight Campaign 

 
The balloon was launched at 1:07 UT the 9th 

of October, 2010 from the Esrange Space 
Center in Sweden.  

 

 
Fig. 2 BEXUS 10 trajectory above Sweden and 

Finland 

 
After the launch, the balloon moved upward at a 
mean velocity of 5 m/s reaching the top of its 
flight (25 km) in 1 h 15 min; the telecommand 
for balloon cut-off and re-entry phase was sent 
4h 30 min after the lift-off. The gondola landed 
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in a forest of Finland, 515 km in the South-East 
direction with respect to Esrange as displayed in 
Fig. 2. 
 

4 Sensor layout  
To achieve the goal of the atmospheric study, 
SCRAT was equipped with a pressure and 
temperature sensor, Series 26PCDFA6D and 
PT100 Series DA-082 [9] respectively, 
measuring the static pressure and temperature 
with a sampling rate of 100S/s. The layout of 
the environmental sensors is reported in Fig. 3. 
 

 
Fig. 3 Sensor layout and position in SCRAT 

experiment flight model 

Unfortunately the pressure sensor experienced 
some problems during the flight due to the very 
low temperatures. Its operating temperature 
range was limited to -40°C and 85°C and it 
underwent operational problems due to the low 
temperatures (minimum -71°C ± 1°C) reached 
during the balloon flight, giving an unreliable 
pressure value for altitude greater than 7 km i.e. 
temperatures lower than -40°C as reported in 
Fig. 4.  

 
Fig. 4 Pressure data retrieved by SCRAT and EBASS  

 
Given these considerations the pressure data 
above 7 km were retrieved from the EBASS 
unit sensor. Concerning the EBASS unit, it was 
equipped with a pressure environmental sensor 
model DRUCK PMP 4015.  

5 Flight campaign results 
 
In this part of the article are discussed in detail 
the atmospheric and physical results together 
with the data analysis approach adopted. The 
treated topics are briefly introduced below in 
Fig. 5:  
 

 
Fig. 5 Data analysis overview 

5.1 Pressure and temperature profiles 
The pressure at the ESRANGE level (350 msl) 
was 980.2 ± 4.3 mbar and the lowest pressure at 
the top of the BEXUS 10 flight was 23.6 ± 4.3 
mbar. The pressure profiles in ascent and 
descent phases show the same exponential trend 
as can be observed in Fig. 6. 
 
 

 
 
Fig.6 Environmental pressure during the flight ascent 

(blue), float (green) and descent (red) 
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The ascent and descent profiles are perfectly 
coincident as Fig. 7 attests: the two profiles are 
folded and a theoretical function is overlapped 
to them.  
 

Fig. 7 Exponential decrease of the pressure 
reproduced by the hypsometric equation Eq. 1 

 
The theoretical law is the hypsometric equation 
(Eq. 1), and it links the pressure with the 
altitude under the approximation of a stratified 
atmosphere whose layers are isothermal: 

 

 (1) 

 
with P0 and P1 respectively the pressure at 
ESRANGE level and at an higher sample level, 
z0 and z1 their altitudes and the constant H, 
defined as scale height. The constant H contains 
many terms including temperature. Estimating 
the constant value for each layer and calculating 
the hypsometric equation we obtain the plot in 
Fig. 7. The correlation between the theoretical 
and empirical data is satisfactory and the 
pressure profiles are perfectly reproduced by the 
hypsometric equation (colourful line Fig. 7). It 
has to be noted that for altitudes greater than 10 
km there is a unique scale height, which fits the 
observed pressure for about 15 km, this is due to 
the fact that the low and middle stratosphere is a 
quasi-isothermal layer.  
The temperature experimented by SCRAT 
during its flight is reported in Fig. 8; the 
spectrum is wide and spans between 4.5°C at 
the ground level down to -71°C at the top of the 
BEXUS 10 trajectory. A deeper investigation 

upon the retrieved temperature is reported in 
section 5.4. 

Fig.8 Environmental temperature during the flight 

5.2 Density estimation 
The atmospheric density has been determined 
by two different and uncorrelated methods: a 
direct estimation via the thermodynamic laws, 
and an indirect estimation through the drag 
forces experimented by the system gondola-
parachute during the descent phase. 

 

Fig.9 Direct density estimation for ascent and descent 
phase 

 
The direct density estimation can be derived  by 
the measurement of the temperature and the 
pressure using Eq. 2 whenever the mean 
molecular weight M of the gaseous mixture is 
known: 
 

 (2) 

In the case of the air M = 28.966 kg/kmol, P is 
the pressure, T the temperature and R = 8.314 × 
103Nm/kmolK the gas constant. The ascent and 
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descent profiles are plotted in Fig. 9 attesting a 
good accordance. The density estimation by the 
drag forces is based on the empirical evidence 
that any falling object into the atmosphere 
experiences a net drag force opposite to its 
motion as reported in Eq. 3: 

 (3) 

Being CD the drag coefficient (shape-
dependent), A the area of the object, v its 
velocity and ρ the density of the air (the 
dragging element). For the present purpose the 
drag coefficient CD and the area A refer to the 
parachute deployed after the cut-off phase, 
while the velocity is retrieved by the GPS 
receiver onboard the EBASS unit. Subsequently 
the cut-off phase the system gondola-parachute, 
after an initial acceleration, reached quickly a 
constant velocity denoted as terminal velocity 
and lower than 10 m/s (see Fig. 10), that is 
established when the weight (Fg) of the system 
is balanced by the surrounding drag force            
(Fg = Fdrag).  
 

 
Fig.10 Altitude and velocity of the balloon during 

descent phase  

 
Once the terminal velocity is reached, Eq. 3 can 
be reversed to derive the air density. This 
approach, even if it is affected by a larger 
uncertainty (see Fig. 11), is particularly 
effective whenever we have to deal with a 
planetary atmosphere whose composition is 
partially or totally unknown.    
 

 
Fig.11 Comparison between direct and indirect 

density estimation  

5.3 Atmospheric lapse rate 
By the measurement of the temperature at 
different altitudes a new parameter can be 
measured and characterized: the atmospheric 
lapse rate, i.e. the rate of cooling of the 
atmosphere with the height. Usually the 
temperature decreases linearly with the altitude 
at a mean rate of about                                        
Γ = -6.5°C/km as we depart from the Earth 
ground because the infrared emission of the soil 
decreases. The lapse rate provides also 
interesting information about the water vapour 
content of the atmospheric mixture.  

     
Fig.12 Lapse rate retrieved by SCRAT experiment  

The estimation of the lapse rate during BEXUS 
10 flight has carried to the result reported in Fig. 
12  with a mean value Γ = -6.2 ± 2°C/km. The 
explanation of this atmospheric cooling deals 
with the mechanism of heat transportation 
inside the Earth atmosphere. Being evident the 
presence of large convective motions in our 
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atmosphere a dry adiabatic lapse rate can be 
introduced as described by Eq. 4 [10]. 
 

 (4) 

With g gravity acceleration and CP specific heat 
at constant pressure. The result of Eq. 4 is 
however in contrast with the SCRAT 
measurement (Γ = -6.2 ± 2°C/km). There must 
be some other factor that controls the 
atmospheric lapse rate limiting the decrease of 
the temperature with the height. The solution 
has to be searched in a new formulation of Eq. 4 
by the introduction of the so called saturation 
adiabatic lapse rate given in Eq. 5 [10]. 
 

 (5) 

where ws is the mass of saturated water vapor 
per mass of air and L is the latent heat of 
condensation in kJ/kg that is a polynomial 
expression of the environmental temperature. 
The saturation adiabatic lapse rate Γwet takes 
into account the condensation heat of water 
vapor in the energy balance of the air parcel 
under investigation. The presence of a certain 
quantity of water vapor, that has a high heat of 
condensation, makes rising Γwet at values 
between -4 and -6.5 °C/km.  
 

 
Fig.13 Simulated saturation adiabatic lapse rate over a 

water surface 

In fact a wet air parcel that is rising the 
atmosphere by convection undergoes a cooling 
process that makes the water vapor condensing 

and releasing a certain quantity of energy called 
condensation heat L. The value retrieved by 
SCRAT is well described by the saturation 
adiabatic lapse rate and perfectly enclosed in the 
interval values of Eq. 5. In Fig. 13 and 14 have 
been simulated the saturation adiabatic lapse 
rates for two different kinds of ground surfaces: 
water and ice. Comparing these results with 
those retrieved by SCRAT it can be noted that 
the flight data represent an intermediary 
scenario. 
 

      
Fig.14 Simulated saturation adiabatic lapse rate over 

an icy surface 

The term ws in Eq. 5 can be written as follows 
[10]: 

 (6) 

with P environmental pressure and es saturation 
water vapor pressure.  The values of es obey to 
the Goff-Gratch model and are tabulated in 
literature. By the assumption of this model and 
the measurement of the pressure the mixing 
ratio of the atmospheric water vapor can be 
estimated as given in Fig. 15. 

     
Fig.15 Mixing ratio of water vapor in Troposphere 
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5.4 Balloon attitude determination 

This last section deals with the analysis of the 
diurnal effects on the stratospheric temperature 
during the BEXUS 10 flight. As above 
mentioned, the balloon was launched at 1:07 UT 
during the night, and it flew for five hours until 
6:07 UT early in the morning.  
 

     
Fig.16 Temperature spectrum during the flight. Dawn 

time (red line) 

The Sun raised at 4:17 UT and the last segment 
of the floating phase was during the daytime 
leading to an interesting correlation of the 
balloon’s dynamics and the retrieved 
environmental temperature. As can be observed 
in Fig. 16 there are many oscillations in the 
temperature spectrum after the dawn (red line). 
These oscillations are thought to be originated 
by the rotation of the balloon with respect to the 
Sun. Evidences of the rotating behaviour of the 
stratospheric balloons have been figured out in 
many other stratospheric flights as reported by 
NASA [11] and H H Wang et al. [12] and it is 
thought that the rotation of stratospheric 
balloons is due to the convective motions of the 
Helium masses enclosed in the balloon heated 
up by the Sun. The intent of this section is to 
partially infer the attitude of the balloon by the 
use of the temperature sensor as a Sun sensor. 
To achieve useful information about the attitude 
of the balloon during the diurnal segment of the 
flight we need the data from the GPS receiver, 
model Rockwell Jupiter, the temperature 
oscillations recorded by the temperature sensor 
and the AGI’s software Satellite Tool Kit, stk 

[13], to create a virtual reference mission as 
close as possible to the real BEXUS10 flight. 
First of all, to verify the interpretation of the 
temperature oscillations a thermal model 
accounting for the radiation heat transfer 
between the main bodies has been implemented.  
 

     
Fig.17 Picture of the bodies involved in the thermal 

model transferring heat by radiation and convection 

At a first instance only radiation and a weak 
contribution of ozonospheric convection  have 
been considered; conduction has been neglected 
since the bodies aren’t in direct contact 
preventing any conduction heat transfer. Each 
body exchanges simultaneously heat with all the 
others by radiation as reported in Fig, 17. So for 
example the term 

€ 

Q
.

pt (t) in Eq. 7 represents the 
total amount of energy exchanged by the 
temperature sensor (pt) with all the surrounding 
bodies: 

 (7) 

balloon (Bl), Sun (⊙◉☉⨀), ozonosphere (O3), Earth 
(⊕) and sky (sky). The temporal window 
considered for the simulation goes from the 
dawn until the cut-off phase beyond that the 
motion of the gondola is too irregular to 
recognize regular rotations. Of all the heat 
transfer terms in Eq. 7  the most peculiar is the 
Q⊙◉☉⨀(t) term, (Eq. 8) that represents the heat 
coming from the Sun. It is modulated by a sine 
function with variable period to reproduce the 
oscillations observed in the temperature 
spectrum. 

 (8) 

449



G. Rodeghiero, L. Olivieri, A. Francesconi 

CEAS	  2011	  The	  International	  Conference	  of	  the	  European	  Aerospace	  Societies 

with Apt  representing the portion of the 
temperature sensor area receiving a solar flux 
equal to C⊙◉☉⨀≈1366W/m2  and weighted by the 
periodic function and the absorption coefficient 
αS  of the incident solar radiation.  

      
Fig.18 Retrieved and simulated temperature spectrum 

from the dawn onwards  

The result of this thermal model is quite 
surprising as Fig. 18 shows. The fundamental 
harmonic of the temperature spectrum is well 
reproduced by the model (black line) and about 
15 oscillations induced by many balloon 
rotations are fairly simulated. 
All the simulated temperature maxima are 
interpreted as a direct heat radiation transfer 
between the temperature sensor and the Sun, 
one facing the other, while the minima as an 
eclipse of the temperature sensor that enters the 
cone of shadow of the balloon. To have a cross 
correlated interpretation of these data a   
simulated mission scenario has been created 
using stk software. The trajectory of BEXUS 10 
has been reconstructed based on the GPS 
coordinates retrieved during the flight. The 
access to the Sun of BEXUS 10 (the visibility 
between the two objects) has been computed 
based on the precise stk Sun ephemeris and the 
GPS data. A first important result is the exact 
time of the dawn at the stratosphere level (4:17 
UT) as reported above. From the dawn onwards 
all the temperature oscillations with an 
amplitude equal or greater than ΔT=10 °C have 
been imputed to the balloon’s rotation. Then the 
temperature sensor has been reproduced by a 
geometrical conic sensor attached to the 
balloon’s body. The sensor is defined by the 
cone amplitude (see Fig. 19) that establishes the 
field of view, fov, of the object; many 

simulations have been done tuning the fov to the 
final value of 180°. The basic idea behind this 
simulation is trying to reproduce the 
temperature oscillations as the consequence of 
sunlight-to-eclipse cycle of the temperature 
sensor driven by the balloon rotational motion.  
 

     
Fig.19 Conic sensor (yellow) with fov = 180° attached 

to the balloon (grey aircraft)  

In this perspective the fov of the sensor should 
contain the Sun for about half the period of 
rotation making rise the temperature at a 
maximum; then as the Sun exits the fov because 
the sensor enters the cone of shadow of the 
balloon the sensor radiates to the other bodies 
and cools causing a minimum in the temperature 
spectrum.   
The last step of the stk scenario consists on the 
balloon attitude setting and determination based 
on the rotations discovered in the study of the 
environmental temperature. For the present 
purpose a NordEastDown reference frame, NED 
r.f., has been assumed for the balloon flight. The 
NED r.f. has the X–axis is directed to North, the 
Y–axis to East and the Z-axis points toward the 
Earth’s surface, aligned with the instantaneous 
normal to the Earth’s surface along the gravity 
field direction (see Fig. 20). In this manner the 
balloon’s attitude configuration during the 
ascent and floating phase is that of an object 
with the Z–axis constantly aligned with normal 
to the surface. The balloon’s attitude has to be 
set with respect to an external r.f. by defining 
the yaw–pitch–roll angles. The effects of the 
rotations on the NED r.f. have been studied 
using a Earth Centered Fixed, ECF, r.f.. This 
terrestrial r.f. rotating with the Earth has its 
origin at the centre of the Earth itself, the Z–axis 
passing through the North pole, the X–axis 
passing through the equator at the prime 
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meridian and the Y–axis, determined by the 
right-hand rule, crossing the equator at 90◦ 
longitude.  
 

     
Fig.20 NED r.f. (azure arrows)  in comparison to 

Topocentric r.f. (yellow arrows) 

For the night flight segment the balloon’s 
attitude has been considered completely frozen 
into the ECF r.f. since there are no information 
in absence of the Sun. From the dawn onwards, 
a rotational  degree of freedom has been given 
to the system and in proximity of each 
temperature oscillation a complete rotation of 
the NED r.f. has been inserted in the attitude 
determination file. The rotation has been 
supposed around the Z-axis of the NED r.f. and 
simulated by a complete rotation of the yaw 
angle. In this scenario the access duration is 
assumed to be half the rotation period since the 
temperature sensor has a fov that covers 2π str, 
half of the entire solid angle. The interval of 
access between the Sun and the sensor have 
been retrieved and doubled by stk and compared 
with the periods obtained by the thermal model 
discussed above.  

 
Fig.21 Temperature spectra and Sun accesses 
retrieved by stk software for a 180° fov sensor 

In Fig. 21, overlapped to the retrieved and 
simulated spectra, there are (bottom Fig. 21) the 
intervals of access obtained with stk.   
As a by product it is possible to estimate also 
the rotational speed of the balloon on the basis 
of the thermal model, of stk and also from the 
Fourier analysis of the temperature spectrum. 
The results, which attest slow rates of rotation, 
are collected in Table 1 and in good agreement 
with those experimented by NASA [10]. 
 

Thermal model ν = 0.34 ± 0.06 rpm* 
stk ν = 0.32 ± 0.07 rpm 

Fourier analysis ν = 0.41 ± 0.08 rpm 
Table 1 Balloon rotational speed (* rates per minute) 

6 Conclusion 
The modelling of the temperature and pressure 
data retrieved during BEXUS 10 flight by 
SCRAT experiment has led to a wide range of 
applications and atmospheric analyses. The 
atmospheric density together with the lapse rate 
and water vapour content has been determined. 
Moreover the study of the stratospheric 
temperature oscillations has led to achieve many 
interesting information about the dynamics and 
the attitude of the balloon during the daily 
segment of the floating phase. 
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Abstract  

With respect to the ability to reduce and remove 

organic contamination, including insects, on a 

laminar airfoil, biocatalytically active agents 

were here investigated, in solution or 

immobilized on airfoil materials surfaces. The 

feasibility and working principle of those 

structures were demonstrated within this study, 

and results of experiments reported. Several 

combinations of enzymes and linkers were 

tested for the degradation of proteins including 

those from real insect extracts, and the 

influence of several environmental factors was 

measured. Active surfaces with a higher 

performance as commercial ones were also 

obtained. 

1 Introduction  

Insect debris and icing on the leading edge of 

an airfoil causes the flow to become turbulent at 

a very early stage [11], inducing more drag and 

an increase of fuel consumption. It is thus 

desirable to prevent or remove debris as much 

as possible, and preferably before the cruise 

flight is reached. An approach is to develop a 

surface treatment or coating that can prevent 

insects from sticking to the aircraft’s surface. 

The present study deals with the 

functionalization of surfaces by binding active 

molecules (enzymes) in order to detach the 

organic debris from the surface. To our 

knowledge, very little work has been undertaken 

so far to try to detach insect by biochemical 

tools [7]. 

Contamination caused by insects can be 

expected primarily within the first 600m of 

altitude during climb flight. Due to 

environmental conditions, only little water is 

available in the atmosphere, and the ambient 

temperature goes down to -60°C. In a regular 

flight, all cleaning process requiring water have 

a time window of a few minutes for these 

reasons. A self-cleaning surface would avoid the 

need of constantly applying a cleaning liquid 

onto the airfoil. 

Proteases and other digestive enzymes are 

very common in nature and can be easily 

produced. Many of them have been optimized 

for specific applications such as washing 

procedures. In a first choice, trypsin and 

chymotrypsin were selected as biocatalytic 

proteins. They are available in large quantities 

at a reasonable price, and have a high number of 

cleavage sites in almost all proteins [6]. Their 

activity and ability to digest various types of 

proteins was first investigated using several 

analytical methods. Their resistance to 
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environmental factors such as temperature and 

medium quality was then tested. Finally, 

enzymes were immobilized on different types of 

surfaces and the resulting samples were tested 

and compared to commercially available 

activated surfaces. 

2 Measurements of enzymes activity and 

protein degradation ability in solution 

To determine the activity of the enzymes and 

to validate the catalytic reaction, we have used 

three different analytical methods. We have 

focused on enzyme kinetics. For complete 

characterization of enzymes, the exact behavior 

of the kinetics and possible inhibitory factors is 

needed. 

2.1 Spectrophotometry 

Spectrophotometric assays are performed 

using TAME (p-toluene-sulfonyl-L-arginine 

methyl ester) as a substrate for trypsin and 

BTEE (benzoyl-L-tyrosine ethyl ester) as a 

substrate for chymotrypsin, respectively. In both 

cases, the clear substrate is converted to a 

chromogenic molecule upon enzymatic reaction. 

In the case of TAME, the reaction product has 

an absorption maximum at 247 nm wavelength, 

whereas the BTEE product absorbs at 256 nm. 

The absorption – monitored with a 

spectrophotometer – is proportional to the 

enzymatic activity. We used a GE Healthcare 

Ultraspec 2100 pro spectrophotometer. 

Absorbance readings were taken every 10 

seconds for a total assay time of 600 seconds. 

The trypsin activity was first determined 

using a well-established assay [5]. After mixing 

substrate and assay buffer, the reaction was 

started by adding the trypsin to the solution at 

different concentrations. As shown in Fig.  1, 

the activity increases with the enzyme 

concentration. 

In many cases, enzymatic activity can also be 

dependent on the substrate concentration in a 

non-linear manner. To figure out the optimum 

substrate concentration, measurements with 

increasing TAME concentrations were 

performed. Keeping constant the trypsin 

concentration at 100 µg/mL, substrate 

concentrations between 2 mM and 100 mM 

were tested. The optimum substrate 

concentration for the assay was between 0.01 

and 0.025 M TAME. 

 

 

Fig.  1 Trypsin assay with different enzyme 

concentrations 

 

The catalytic activity of trypsin can be 

inhibited by the presence of trypsin inhibitor 

from chicken egg white. Using a concentration 

of 10 mg/mL trypsin inhibitor to a trypsin 

concentration of 50 µg/mL, the proteolytic 

reaction was nearly completely inhibited. 

Enzyme inhibition can serve as a mean to 

determine the reaction mechanism as well as a 

reference for other inhibitory molecules that 

might be present in the environment. 

We extended our series of tests to a second 

protease, chymotrypsin. A similar procedure 

was adopted, and the increase in absorption was 

recorded for two different concentrations of the 

enzyme (Fig.  2). 

 

 

Fig.  2 Kinetic assay of alpha chymotrypsin 
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2.2 Electrophoresis method 

A second approach is to follow the 

degradation of a protein or a protein mixture. 

Upon enzymatic digestion, a protein will be cut 

down to smaller units (peptides). Using 

polyacrylamide gel electrophoresis (SDS-

PAGE), the proteins and degradation products 

are separated according to size. Thus, 

degradation can be monitored. 

The enzymatic activity of trypsin and 

chymotrypsin was previously quickly tested and 

quantified using artificial substrates. However, 

the natural substrates of these enzymes are 

proteins. We have chosen BSA (Bovine Serum 

Albumin) as a model substance to monitor 

proteolytic activity of both enzymes. 

BSA was digested with different 

concentrations of trypsin. Reactions were 

started by adding an increasing volume (0.5 µL 

– 32 µL) of a trypsin stock solution to trypsin 

buffer containing 100 mg/mL BSA. All 

reactions were incubated for 1 minute at room 

temperature and stopped by adding SDS PAGE. 

The apparent molecular weight of trypsin is 

25.6 kDa whereas uncleaved BSA has a size of 

65 kDa. An increase in protease concentrations 

results in smaller fragments (more degradation). 

The same experiment was performed by 

using chymotrypsin. The SDS PAGE indicates a 

very similar result as with trypsin (Fig.  3). 

 

 
 
Fig.  3 Degradation of BSA with alpha chymotrypsin. 

M=molecular weight marker, Ch=Chymotrypsin, and 

0.5-32= increasing amount (in mL) of chymotrypsin 

added to reaction 

 

The drosophila is a fruit fly that was chosen 

as a model insect in the course of the project. To 

study the degradation of the insect by the 

enzymes, 20 flies were homogenized in 

presence of 1 mL phosphate buffered saline 

(PBS). The extract was ready to use after 

spinning down the debris. 100 µL each of 

drosophila extract has been digested with 

various volumes of a 10 mg/mL trypsin solution 

for 1 min at room temperature. As a negative 

control, pure Drosophila extract without trypsin 

has been used. The digestion reaction was 

stopped by adding 20µl of the reaction to 20µl 

of SDS (sodium dodecyl sulfate) sample buffer. 

After denaturation at 110°C for 15 min, samples 

were loaded on a SDS gel. After electrophoretic 

separation the protein bands were visualized by 

staining the gel with Coomassie brilliant blue. 

2.3 Fluorescence measurements 

This last method uses a fluorescently labeled 

protein, FTC-casein, which delivers small 

peptide fragments carrying fluorescein when 

digested. We used a fluorescence plate reader 

(Packard Fluorocount) to detect the fluorescence 

signal from 0 to 240 minutes after the start of 

the reaction.  

The experiment shows the kinetic digestion 

of FTC-casein using Trypsin for the reaction. 

As negative controls, FTC-casein and FTC-

casein with Trypsin inhibitor solution have been 

used. The results show that the FTC-casein is a 

highly sensitive method for monitoring the 

trypsin reaction, more than with electrophoresis 

(Fig.  4). The activity of as few as 10 ng trypsin 

could be easily monitored and the reaction could 

be completely suppressed by adding an 

inhibitor. 

 

 
 

Fig.  4 Trypsin digestion of FTC-casein in solution 
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3 Influence of environmental factors 

In the application foreseen in this project, the 

enzymes will have to work not in a defined 

laboratory environment but rather under harsh 

conditions. Following tests show the ability of 

the enzyme to resist to several factors. 

3.1 Temperature 

To simulate cold environmental conditions, 

solutions of trypsin of different concentrations 

were frozen for 1 hour at -20 °C and then 

thawed and kept at room temperature for 90 

min. Standard photometric trypsin assay showed 

that the enzymatic activity was not influenced 

by this freezing-thawing cycle. 

Exposure to heat was then tested. Enzyme 

solutions were incubated at different 

temperatures for 15 min each, then cooled down 

to room temperature for another 15 min and 

immediately used in standard photometric 

trypsin assay (Fig.  5). 

 

 
Fig.  5 Activity of trypsin after heating to different 

temperatures 

 

The enzymatic activity decreases with 

incubating temperature, due to the fact that the 

optimum temperature of the trypsin is the body 

temperature (37 °C). Above that, protein 

denaturing occurs. However, if enzyme stability 

at higher temperatures would be necessary or 

favorable, it might be possible to replace these 

enzymes with heat stable ones from 

thermophilic organisms [4]. 

3.2 Influence of glycerol 

To minimize the formation of ice on aircraft 

wings, anti-freezing and de-icing solutions are 

currently used before takeoff. To mimic such a 

situation we have tested glycerol as an anti-

freezing agent that can prevent solutions from 

freezing at temperatures of -20°C and below 

(depending on the concentration). Here, we 

have studied the influence of glycerol at a 

concentration of 10% as an example. The 

addition of 10% glycerol has only little 

influence on trypsin activity. 

3.3 Activity in different media 

All the enzyme assays described above have 

been performed under laboratory conditions, i.e. 

in well-defined solutions made with ultra-pure 

water. However, this does not reflect the real 

situation which occurs outside the laboratory. 

We have therefore tested the enzyme activity in 

media other than the reaction buffer, i.e. in tap 

water and in water collected from a puddle (rain 

water). 

From the results presented in Fig.  6, it is 

clear that media other than the optimum buffer 

can indeed lower the enzymatic activity. Again, 

this is not surprising, as natural occurring 

enzymes are always working best in their 

normal environment. Again, it might be possible 

to replace these enzymes with natural or 

genetically engineered enzymes that show 

optimum activity under different conditions. 

 

 
Fig.  6 Influence of different reaction media on the 

trypsin activity 

4 Immobilization of enzymes 

After establishing and validating the 

enzymatic reactions in solution, the 

immobilization of enzymes was tested. In 

general, a biocatalytically active surface is 

designed as in Fig.  7. The surface has to be 

activated first to make it accessible to chemical 
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reactions. The linker molecule can covalently 

link the enzyme to the activated surface. In most 

cases, it also contains a so-called “spacer” 

between its active groups, which consists of a 

flexible chain of atoms. This method is 

commonly used for coupling proteins or cells to 

surfaces in applications such as medical 

implants, protein biochips (microarrays). 

Biosensors and bioreactors 

[1],[2],[3],[8],[9],[10]]. 

 

 
Fig.  7 General design of a biocatalytically active 

surface. Each type of enzyme catalyzes a specific 

reaction (symbolized by the bent arrows) 

 

Several surface materials were chosen, as 

well as activator molecules and linkers to build 

biocatalytically activated surfaces. The trypsin 

activity was measured for different 

combinations and digestion of proteins by the 

immobilized trypsin was then recorded. 

4.1 Immobilization procedure 

Square pieces of 1 x 1 cm
2
 in size of different 

materials were thoroughly cleaned by 

incubating them in a NaOH solution for 30 min 

and then treating them with ultrasound for 15 

min. The pads were then washed several times 

with distilled water and neutralized with HCl 

solution, and incubated in a silane solution for 

activation. After a baking step, the cross linker 

solution and the trypsin solution (100 mg/mL) 

were applied to the surface. Activated samples 

were then stored in the cold. 

Samples were used in photometric assays. A 

buffer solution containing TAME was used to 

monitor the activity of the enzyme, as described 

in the following paragraph. It should be high 

lightened that the reactions were monitored in a 

standard photometric cuvette in a volume of 3 

mL with the surface sample on the bottom. 

TAME molecules have to travel rather long 

distances by diffusion to get to the enzyme 

layer. Moreover, the amount of enzyme 

molecules present is much lower than with 

liquid enzyme. This leads to lower reaction rates 

than in previous activity measurements. 

4.2 Test of various components 

4.2.1 Activator molecules 

Two different activator molecules were used 

to obtain amino functionalized surfaces: APTES 

(Aminopropyltriethoxysilane) and AEAPTMS 

(Aminoethylaminopropyltrimethoxysilane) 

solutions. A glass surface was used in this test, 

and BS
3
 (Bis (Sulfosuccinimidyl) suberate) was 

chosen as a linker for the trypsin. The enzymatic 

reaction in presence of the TAME substrate was 

then measured for 60 min with a 1 min interval 

using the spectrophotometer. No significant 

difference in enzymatic activity was found 

between the two experiments (slope of the 

curve). 

A negative control, made of glass plates that 

have not been activated by silanization, shows 

no enzymatic activity. This proves that the 

immobilization of trypsin is performed through 

covalent linkage (chemical bonds) and not 

through physical adsorption. 

4.2.2 Cross linkers 

Three different linkers were tested: BS
3
, but 

also EDC (Ethylendiisocyanate) and GA 

(Glutaraldehyde). They were applied onto the 

pads after their activation with APTES. Trypsin 

was then attached to the surface. For 

comparison, we also used commercially 

available glass surfaces, already activated with 

amine groups (Genetix). A negative control test 

was also used with a non-activated glass pad. 

The activity of the enzyme measured with the 

spectrophotometer is presented in Fig.  8. It 

shows that all 3 cross-linking methods perform 

very well without significant difference between 

each of them. The glass plates activated with 

our own methods show a much higher 

performance than the commercial surfaces that 

were tested. 

 

457



U. Reidt, C. Heller, H. Maier-Boetzel, L. Chancé, K. Bauer 

 
Fig.  8 Activity of immobilized trypsin bound to glass 

using different cross linkers 

 

4.2.3 Surface materials 

Finally, other surface materials than glass 

were tested such as aluminium, carbon fibre 

composite and titanium, all of them being used 

as aircraft constituents. All materials were 

activated with APTES and trypsin was 

immobilized to the surfaces using the different 

cross-linkers previously presented. 

 

 

 

 
Fig.  9 Activity of immobilized trypsin bound to 

carbon fiber composite, aluminium and titanium 

surfaces 

 

The results show that the enzyme can 

successfully be coupled to all the surfaces, with 

a small influence of the type of cross linker used 

once again. The composite material seems to 

bind more trypsin than the other surfaces. 

4.3 Digestion of proteins by the activated 

surface 

The last tests realized were dealing with the 

ability of the activated surfaces to digest 

proteins. Two aluminium pads were activated 

with APTES and trypsin was immobilized via 

BS
3
 cross linker. The FTC-casein solution was 

prepared by adding 10 µL of the 5 mg/mL stock 

solution to 5 mL trypsin buffer (dilution 1:500). 

The positive control consisted in a solution of 

liquid trypsin (1 µL of a 2.5 µg/µL stock 

solution) mixed with 1 mL of FTC-casein. The 

negative control was made of an aluminium pad 

activated but not treated by BS
3
 cross linker. 

After various amount of time, the samples were 

taken out of the reaction and a trypsin inhibitor 

solution was added. They were then diluted with 

a solution of trypsin buffer and a measure of the 

fluorescence was performed (Fig.  10). 

 

 
Fig.  10 Digestion of FTC-Casein with immobilized 

trypsin 

 

Another measurement was realized to 

measure the digestion of the FTC-casein in 

presence of Drosophila extract. Like before, the 

fluorescence level was regularly measured. 

Results show an increasing level with time for 

both the pure FTC-casein as substrate and for 

the mixture of FTC-casein and Drosophila 

extract. However, the latter one shows a smaller 

increase in fluorescence, indicating that there is 

a competition between the two substrate, and 

thus that the insect proteins are being digested 

by the enzyme (Fig.  11). 
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Fig.  11 Digestion of FTC-casein + Drosophila extracts 

mixture with immobilized trypsin 

5 Conclusion 

The studied enzymes showed their ability to 

quickly degrade various types of proteins 

including fruit fly debris. Several measurement 

tools were used. They also showed an 

interesting tolerance to several environmental 

factors such as temperature variations, occurring 

during a flight. 

The immobilization of enzymes on surfaces 

was successfully realized and their digestive 

potential was measured. A higher performance 

than commercially available surfaces was 

measured. Simple cross linkers such as 

glutaraldehyde showed equally good results as 

more sophisticated ones with spacer molecules. 

This result could lead to a cost reduction of the 

active surface manufacturing as the 

sophisticated cross-linkers are much more 

expensive than conventional ones. 

More research has to be done to determine 

exactly the requirements of the active surface 

for an efficient cleaning, and in which 

environmental conditions. The activity of the 

immobilized enzymes has also to be improved, 

and solutions should be found to obtain a 

reusable biocatalytically modified surface 

without losing too much efficiency. 
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Abstract

Adhesively bonded stiffened panels can provide
the best damage tolerance proprieties if com-
pared to the conventional integral and riveted
panels. Bonded panels can, indeed, take big ad-
vantage by the long fatigue crack propagation
periods through the skin underneath the bonded
stiffeners. To exploit the aforementioned bene-
fit of bonded panels for safe and weight effective
structures, reliable prediction models taking into
account the fatigue crack propagation under the
bonded stiffeners have to be provided.
A well known analytical literature model, de-
veloped for the damage tolerance characteriza-
tion of patch repairs, was implemented and sub-
sequently validated by fatigue crack propaga-
tion test results concerning wide stiffened pan-
els. The implemented model confirmed to be a
reliable and effective method for the damage tol-
erance design optimization of thin-walled bonded
structures.

1 Introduction

The Slow Crack Growth [SCG] is cornerstone
of the Damage Tolerance [DT] design criteria
widely applied to aeronautical structures. In
accordance with SCG, the structure must be
designed in order to guarantee slow Fatigue
Crack Propagation [FCP] under the regulatory
loads; as a consequence, any damage introduced

in the structure can be detected before fatigue
propagating to the critical dimension that
determines a catastrophic failure.
Airframes are thin-walled structures constituted
by stiffened panels, i.e. thin sheets (skin) rein-
forced by riveted, integral or adhesively bonded
stiffeners (e.g. stringers, frames and doublers)
(Fig. 1). In presence of a through the thickness
skin crack, adhesively bonded stiffeners are
more effective in hindering the fatigue skin
crack propagation than riveted and integral
stiffening elements (Fig. 2). Bonded stiffeners
take indeed big advantage by the long FCP
periods the skin crack propagates underneath
them; in Fig. 2 the typical FCP behavior
of an integral, riveted and bonded panel are
compared (the FCP period under the bonded
stiffener [∆NunderB] is longer than the period
taken under the riveted stiffener [∆NunderR]).
As a consequence, bonded stiffened panels
can provide the best FCP performances in
comparison with the riveted and integral ones
[1, 2], allowing reliable and weight-effective
solutions in accordance with the SCG design
criterion.
In order to exploit the beneficial DT perfor-
mances of the adhesively bonded stiffened
panels, reliable FCP predictions models that
can describe the long fatigue skin crack propa-
gation period underneath the bonded stiffeners
are fundamental. This beneficial period is
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Figure 1: Adhesively bonded stiffened panel
with orthogonally arranged stiffeners (stringers,
frames and doublers) bonded on the skin.

currently neglected in the design of bonded
stiffened panels due to the inadequacy of the
employed design methods [2].

Figure 2: General fatigue crack propagation be-
havior of a riveted, integral and bonded stiffened
panel.

An analytical model, based on the inclusion
analogy of bonded reinforcements for the Stress
Intensity Factor (SIF) calculation, was proposed
by L. R. F. Rose for the DT characterization
of patch repairs [3]. It was implemented in
the present work in order to describe the crack
retardation effect of bonded stiffeners on skin
cracks fatigue growing underneath them. The
supplementary effect of adhesive delaminations
that can develop around the advancing crack tip

at the adhesive interface between the bonded
stiffener and the cracked skin was considered in
the model as well.
Rose’s model was successfully validated by FCP
tests results concerning wide adhesively bonded
stiffened panels representative of typical wide-
body fuselage applications; the experimental
data were provided in frame of a cooperation
with a leading European aeronautical company.
The model was implemented in order to improve
the capability of an analytical tool developed
by the authors on the basis of the displacement
compatibility method [4, 5], named LEAF
(Linear Elastic Analysis of Fracture) [6], in
predicting the DT performances of adhesively
bonded stiffened panels. The integration of
LEAF with the Rose’s model provided an
effective a reliable tool for the preliminary
design phase of new structural concepts.

2 Analytical model

A fatigue crack propagating through the skin
underneath an adhesively bonded stiffener is re-
tarded by a crack hindering mechanism known
as crack-bridging [3, 7]. As a consequence, the
stiffener restrains the skin Crack-Opening Dis-
placement (COD) in the stiffener covered area,
as sketched in Fig. 3(a), reducing the driving
force that promotes the crack propagation.
An analytical model to predict the COD of
a skin crack propagating underneath an adhe-
sively stiffener bonded on a loaded panel was
proposed by L. R. F. Rose [3]. The crack-
bridging mechanism was modeled by a contin-
uous distribution of linear springs acting be-
tween the crack faces (Fig. 3(b)); the crack-
opening induced by the remote stress applied
to the panel [σ] is constrained by the crack-
closure stress, bridging-stress [σb], established at
the crack faces by the linear springs.
The Rose’s model is depicted in Eq. 1, where E
is the elastic modulus of the skin and k a param-
eter representative of the spring stiffness (spring
stiffness constant per unit force).
The σb formula in Eq. 1 describes the linear elas-
tic behavior of the modeled springs, being the
bridging-stress proportional to the COD, i.e. the
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Figure 3: Skin COD restrained by the crack-
bridging mechanism (a) modeled by a continu-
ous distribution of springs acting between the
crack faces in accordance with the Rose’s model
(b).

spring extension, and the spring stiffness [kE].

COD(x) = f(σ − σb)

COD(x) = f

(

σ − kE
COD(x)

2

)

(1)

Equation 1, based on the dislocation theory
developed by Bilby and Eshelby [8], is a
differential-integral equation that must be
numerically solved in the unknown COD.
The spring stiffness parameter [k] is an index
that quantifies the load transfer from the
cracked skin to the bonded stiffener. It can be
calculated in accordance with the single-strap
joint elastic theory (Fig. 4 and Eq. 2) [3]. The
in-plane stiffness of the strap joint depends
on the displacement [δA] due to the adhesive
shear-strain induced by the remote stress [σ].
In the likely presence of adhesive delamination
[del] extended around the advancing skin crack
tip, the additional displacement [ϵRdel] due to
the reinforcement strain over the delaminated
area must be considered.

Figure 4: Sketch of a single strap-joint.

k =
σ

EpCOD
=

σ

Ep (δa + εr del)
(2)

Wider is the delamination and lower is the

spring stiffness, thus reducing the effectiveness
of the bonded stiffener in retarding the skin
crack propagation.
In accordance with the Linear Elastic Fracture
Mechanics (LEFM), the COD is directly related
to the SIF by Eq. 3, being G and ν respectively
the skin shear-modulus and Poisson’s ratio and
[a] the semi-crack length.

SIF (a) = COD(x)G

(

1− ν

2

)

√

2π

a− x
(3)

The FCP rate [da/dN ] can be evaluated by
means of the well-known Paris’ law as a func-
tion of the calculated SIF range [∆K](difference
of the [K] calculated at the maximum and min-
imum applied stress).

da

dN
= Cp∆Kmp (4)

where [Cp] and [mp] are skin material con-
stants.

3 Experimental model validation

FCP tests results of wide adhesively bonded
stiffened panels representative of typical wide-
body fuselage applications were employed to val-
idate the implemented analytical model [9].
The tested panels were constituted of a flat skin
with seven equally-spaced adhesively bonded
stringers, as sketched in Fig. 5. A through-
thickness notch was machined orthogonally to
the stringers in the middle of the panel; both
the skin and the central stringer were cut. Dur-
ing the FCP tests, a fatigue load was applied to
the panel orthogonally to the initial notch, pro-
moting its straight propagation.
The test campaign was performed by a lead-
ing European aeronautical company. Differ-
ent combinations of skin and stiffener materi-
als and dimensions were investigated. In or-
der to show the reliability of the implemented
crack-bridging model, the three most signifi-
cant test-analytical correlations are reported in
the present work. 2524-T3, 1.6mm thick alu-
minum skin with seven identical 7349-T76511 Z-
shaped bonded stringers panels are herein con-
sidered. The investigated panels differ only
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Figure 5: Sketch of the fatigue tested adhesively
bonded stiffened panel.

for the stringer cross-sectional area (89mm2,
151mm2 and 207mm2).
In Figures 6, 7, 8 the recorded FCP rate un-
derneath the first stringer adjacent to the cen-
tral cut one (see sketch in Fig. 2) are reported
together with the calculated predictions. Differ-
ent delamination extensions (del) around the ad-
vancing crack tip are taken into account, as well
as, a delamination that fatigue grows together
with the skin crack underneath the bonded stiff-
ener.

Figure 6: Analytical - test correlation for the
tested panel with 89mm2 cross-sectional area
bonded stringers.

The analytical predictions show a good agree-

Figure 7: Analytical - test correlation for the
tested panel with 151mm2 cross-sectional area
bonded stringers.

Figure 8: Analytical - test correlation for the
tested panel with 207mm2 cross-sectional area
bonded stringers.
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ment with the experimental results. The as-
sumption of an adhesive delamination growth
coupled with the fatigue skin crack propagation
leads to the best agreement with the experimen-
tal data.

4 Conclusions

On the basis of a well-know literature, an analyt-
ical model was implemented to describe the fa-
tigue skin crack propagation through a stiffened
panel underneath adhesively bonded stiffeners.
The test-analytical correlation showed the reli-
ability of the implemented model. The integra-
tion of the implemented model with a tool de-
veloped by the authors for the damage tolerance
assessment of stiffened panels based on the dis-
placement compatibility method provides an ef-
fective tool for the preliminary design of bonded
structures.
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Abstract  

This paper faces with the problem of the attitude 
maneuver control of a spacecraft with large 
solar panels, actuated by thrusters and reaction 
wheels. A functional separation has been 
performed: thrusters are used for attitude 
maneuvers with a feed forward approach, while 
reaction wheels are used in closed loop to refine 
the maneuver. Thrusters allocation is optimized 
to increase the resulting torque in order to 
reduce the fuel consumption for the maneuvers. 
Since the attitude dynamics is infl
vibrations due to the flexibility of the solar 
panels, this effect is taken into account: the 
attitude dynamics equations are derived using a 
Lagrangian approach to include the flexibility 
of the arrays. An optimal control has been 
implemented in order to reduce fuel 
consumption while maneuvering the satellite. 
Numerical simulations have been run to 
evaluate the AOCS performance, during the 
large attitude maneuvers, and the pointing 
accuracy. Results are presented. 

1 Introduction  
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This paper faces with the problem of the attitude 
maneuver control of a spacecraft with large 
solar panels, actuated by thrusters and reaction 
wheels. A functional separation has been 
performed: thrusters are used for attitude 

a feed forward approach, while 
reaction wheels are used in closed loop to refine 
the maneuver. Thrusters allocation is optimized 
to increase the resulting torque in order to 
reduce the fuel consumption for the maneuvers. 
Since the attitude dynamics is influenced by the 
vibrations due to the flexibility of the solar 
panels, this effect is taken into account: the 
attitude dynamics equations are derived using a 
Lagrangian approach to include the flexibility 
of the arrays. An optimal control has been 

d in order to reduce fuel 
consumption while maneuvering the satellite. 
Numerical simulations have been run to 
evaluate the AOCS performance, during the 
large attitude maneuvers, and the pointing 

Nowadays many satellites require the ability to 
perform large angle maneuvers in a fixed time, 
or in some cases even in minimum time. 
problem is often approached trying to simplify 
the spacecraft dynamics. Therefore deep 
studies on the rigid body control have been 
developed for large angle maneuvers [1,2]. 
Minor efforts have been 
of rigid bodies with flexible 
However the problem became of large interest
in the mid 90s. Moreover, three axes 
maneuvers are usually performed by means of
a sequence of single-
maneuvers may take a relatively long time, and 
their duration can be reduced considerably by 
performing simultaneous three axes slews. This 
work deals with the three
spacecraft with flexible appenda
problem is not only infinite dimensional for the 
arrays flexibility, but also highly non
Works facing with these problems are for 
example [3,4,5]. However, the problem can be 
simplified, considering a discrete parameters 
model. 
 
The objective of the spacecraft under analysis
is the observation of deep space for astronomy 
purposes from a LEO orbit.
A layout of the spacecraft with its body 
reference frame, centred in the satellite centre 
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satellites require the ability to 
perform large angle maneuvers in a fixed time, 
or in some cases even in minimum time. The 

approached trying to simplify 
the spacecraft dynamics. Therefore deep 
studies on the rigid body control have been 

angle maneuvers [1,2]. 
efforts have been focused on the control 

of rigid bodies with flexible appendages. 
the problem became of large interest 

. Moreover, three axes 
maneuvers are usually performed by means of 

-axis rotations. Such 
maneuvers may take a relatively long time, and 
their duration can be reduced considerably by 
performing simultaneous three axes slews. This 
work deals with the three-axes slew of a 
spacecraft with flexible appendages. This 
problem is not only infinite dimensional for the 
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of mass (CoM), is depicted in Fig. 1. The line 
of sight of the instruments in the payload 
module is along ����; the panels deploy along ����. The sun direction shall be kept always in 
the �����, ���� plane. The panels can rotate 
around ���� to improve the angle of incidence 
of the sun rays. Each panel is 1.2 m wide and 5 
m long. Table 1 shows the spacecraft 
dimensions and the estimated moments of 
inertia: the body frame depicted in Fig. 1 is 
supposed to coincide with the principal axes 
reference frame, thus inertia matrix is diagonal. 
The position of the centre of mass is supposed 
to lie along ����; its position varies from 
1266.6 mm from the -���� face at BOL to 
1353.5 mm at EOL, ensuring the CoM to lie 
always within the platform module. 
 
 
 

 
Fig. 1 Spacecraft layout and body frame definition. 

 
 

Table 1 Spacecraft dimensions and moments of 
inertia. 

PLATFORM X LENGTH    [ ��] 1445 
PLATFORM Y LENGTH    [ ��] 1240 
PLATFORM Z LENGTH    [ ��] 1240 
PAYLOAD X LENGTH    [ ��] 1505 
PAYLOAD Y LENGTH    [ ��] 1650 
PAYLOAD Z LENGTH    [ ��] 1274 
XX INERTIA    [ 	
��] 400 
YY INERTIA    [ 	
��] 1000 
ZZ INERTIA    [ 	
��] 1200 
SOLAR PANEL MASS    [	
] 30 

The axis of the line of sight of all instruments 
in the payload module (����) shall be rotated 
for astronomical observations. Considering the 
maximum field of view of the instruments, the 
amplitude of the maneuver is 45° around ���� 
and  ����. In addition, the attitude control shall 
keep the sun direction always in the �����, ���� plane; thus a third rotation, around ����, is 
required for re-pointing the sun vector in the 
desired direction. The amplitude of this 
rotation is calculated applying the rotation 
matrix to the initial sun vector, and imposing 
the final sun vector to have a null second 
component, a positive first one and a negative 
third component. The result is that the 
maximum span for the maneuver around ���� 
is 90°.  
The maximum time allowed for the maneuver 
is 360 s. The accuracy required for the 
manuever is 0.01° along ���� and ����, 0.05° 

along ����. For this accuracy it is necessary to 
consider the flexibility of the arrays. Generally, 
in fact, the necessity to simulate spacecraft 
flexibility depends on the level of accuracy 
required to ACS, because every spacecraft is 
flexible to some extent [6]. 
 

2 Dynamics model 

A discrete parameters approach has been 
selected for its better interaction with the 
Simulink environment. Fig. 2 shows the model 
of the flexible spacecraft. Each panel is 
considered as a cantilever beam of length l, 
with a spring of stiffness K at the root and a 
mass m at the tip. In this way the first mode of 
vibration is considered: α represents the angle 
of deflection of the solar arrays, assumed in 
opposite verse for each panel. 
The analytical mechanics approach has been 
utilized, finding the equations of motion by 
means of the Lagrange equations. The 
Lagrangian problem is formulated in terms of 
quasi-coordinates [7], thus it takes the form in 
Eq. (1): 
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Fig. 2 Solar arrays discrete parameters 

schematization. 

 
 �

�� ���
��� � ���� ���

��� � �               (1) 

 

L is the Lagrangian function, Q the torque 
vector, ω the angular rate vector in body 
coordinates and �� the skew-symmetric matrix 
representing the cross product. The equation of 
the angle α can be expressed by means of the 
usual Lagrange equation, adding the presence 
of a dissipation function D, that acts as a 
natural damping for the system, represented by 
the Rayleigh damping function [7,8] as in Eq. 
(2): 
 
 

 � 2 "#$%$&
� ' (�                            (2) 

 

(� is the natural damping factor of the system 
(in kg/s). Thus the equation for the panels 
deflection can be written as in Eq. (3): 
 

�
�� ���

�%& � � ���
�%� � ��)

�%& � � 0          (3) 

 
The Lagrangian function L is the difference 
between the kinetic energy and the potential 
energy, that are expressed in this case as in Eq. 
(4) [9]: 

 
(4) 

 + � 12 �--./0�--. � 1 12
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 �--.73 represents the i-th wheel angular rate.  <-.5 
and <-.� are the linear velocities of the two 

masses,  0 � EF 0 00 G 00 0 HI is the matrix of inertia 

of the rigid body in body coordinates, not 
including the presence of the appendages; the 
body frame is assumed to be the principal 
frame of inertia, and this implies J to be 
diagonal. 6> is the beamlike-panel moment of 
inertia and 6� the wheel polar moment of 
inertia.  9:3 is the unit vector that expresses the 
orientation of the i-th wheel axis in the body 
frame. 
In this way it is possible to obtain the equations 
governing the system: three for the angular rates 
and one for the deflection. To avoid undesired 
algebraic loops the system is put in a form as in 
Eq. (5): 
 

+ EJ&K&L& I � ��--. M +�--. � @ � N                     (5) 

 
where T is the inertia matrix of the entire 
system, U the control vector and τ the term 
containing all the coupling terms due to the 
flexibility. Quaternions kinematics’ equations 
are integrated to compute the spacecraft attitude. 
The vibration frequency of the panel is 
evaluated to be 2.2 Hz. 
 

3 Thrusters configuration 

The necessity to make maneuvers in relatively 
short times led to the idea of using reaction 
thrusters. The selected hardware is an on-off 
hydrazine-based thruster able to produce 1N 
thrusts with a rise time of 60 ms, a decay time 
of 150 ms and a MIB of 2 ms. Thrusters can be 
accommodated only in the platform module, 
and in such a way that there is no firing against 
the payload. The more natural position for 
thrusters is clearly in the corners of the 
platform module, so that the arms are 
maximized, allowing to save fuel. Moreover, if 
two thrusters are placed in the opposite 
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direction with respect to the CoM and fired 
together, the arising torque is independent from 
the CoM movements due to the reduction of 
the fuel n the tanks during the spacecraft 
operative life. An 8 thrusters configuration 
with a redundancy around X  has the advantage 
that it can ensure a higher torque for one and 
two axes maneuvers, but on the other hand it 
cannot give a perfect maneuverability for three 
axes maneuvers. In fact if a thruster gives 
torques along more than one axis, it is not 
possible to obtain the desired components of 
the control torque in body coordinates. 
Therefore a 12 thrusters configuration has been 
adopted, as in Fig. 3. This accommodation 
allows to control the torque along each body 
axis independently, thus to obtain any of the 
possible torque components in space. 
Once the configuration is chosen, another step 
can be done in order to minimize the fuel 
consumption: the thrust directions trade-off. 
The simple base concept is that the more the 
thrust direction is tilted with respect to the 
normal to the satellite, the longer the arm is, 
with a consequent gain in fuel consumption, 
until an optimal condition is reached. From the 
optimal point, continuing inclining the thrust 
direction would result in a shorter arm, thus in 
a worst configuration. Obviously the tilt angle 
shall be the same for each couple of opposite 
thrusters, to have a null translation when they 
are actuated. To evaluate the optimal tilt angle, 
it has been evaluated the torque as function of 
this angle, as shown in Fig. 4 for Mx, the 
torque around X. The curve presents a 
maximum, corresponding to the optimal tilt 
angle. The graph is parameterized with respect 
to the margin to be taken from the satellite 
borders for thrusters mounting. The analysis 
demonstrates that considering a margin for the 
mounting of 20 cm, the optimal tilt angle of the 
thrusters that provide torques around X is 
55.9°, while that for thrusters that give torques 
around Y is 49.8°. The thrusters that provide 
torques around Z have been not tilted to avoid 
plume impingement on the solar arrays. 
 

 
Fig. 3 Thrusters accommodation on the platform 

module. 

 

 
 

 
Fig. 4 Mx gain in torque w.r.t the not-inclined thrust 

directions solution. 

4 Control 

The complete maneuver has been split into two 
phases: the maneuver and the fine pointing. 
The maneuver phase aims to perform the initial 
part of the maneuver control: its function is to 
reduce the error between the current attitude 
and the target attitude beneath a certain 
threshold. The fine pointing phase aims to 
bring the attitude from the threshold error to 
the final target, in compliance with the 
requirements on the accuracy. The schemes for 
the two phases are shown in Fig. 5. The 
maneuver phase is the part in which the major 
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effort is required to the ACS hardware, because 
more than the 95% of the starting attitude error, 
from the starting condition to the switching 
condition, is compensated in this phase. In the 
fine pointing phase the attitude error is small: 
this is a refinement of the maneuver made in 
the previous phase, and therefore thrusters 
cannot be useful for intrinsic problems related 
to their low accuracy. In general, the purely 
open-loop maneuvers do not require any 
measurement for feedback, thus there is no 
possibility of closed-loop instability; 
nevertheless, in practice, the open-loop 
schemes are sensitive to the parameters 
uncertainties and the unexpected disturbances. 
Therefore a combination of feedforward and 
feedback control is desirable. For this reason, 
in the maneuver phase thrusters are used in 
open-loop to provide the change in angular 
rates needed to perform the maneuver, while 
reaction wheels are used in closed-loop to 
compensate disturbances. A slewing guidance 
gives intermediate targets to the reaction 
wheels at the controller working frequency. 
Instead, in the fine pointing state a fixed 
guidance towards the final target is used. An 
important aspect to consider in the framework 
of this separation of the controller into two 
different phases is the criterion to automatically 
switch from one phase to the other. Different 
solutions can be taken into account: the chosen 
one is such that when the fine pointing phase is 
reached, reaction wheels are able to bring 
attitude within the accuracy in less than 60 s. It 
is reasonable to admit that the controller can 
also switch backward, from the fine pointing 
phase to the maneuver phase, for example if 
external disturbances increase the absolute 
value of the speed and/or the attitude error 
beyond the limits. Therefore the 
implementation in the simulator shall grant a 
two-ways switch. 
The chosen control law for the reaction wheels 
is a PD control known as quaternion feedback 
[9], and has the form in Eq. (6): 

 
 +OP � 2(>5K5K2 � (�5�5 

         +OQ � 2(>�K�K2 � (����           (6) +OR � 2(>SKSK2 � (�S�S 
 
where +O3 is the control torque along the i-th 
body-axis, K3 the components of the error 
quaternion and �3 the angular rate error 
components. (> and (� are the proportional 
and derivative gain matrices. The scalar part of 
the quaternion, K2, multiplies the first terms to 
make the control law robust to its changes in 
sign, as suggested in [8]. 
The open-loop control for thrusters is an 
optimal control that aims to minimize the cost 
function in Eq. (7). 
 

(7) 

min 0 � W 1 X3HX3/
S

345
�Y

�Z
[\ � �]̂_�]̂/ 

 `Xabcd\ \e:       g& � hAg, \D � GX ,    |X3| k 1 lm\n gA\oD � go 9p[ g;\]= � g] 
 

where �]̂  is the error in the final state, \] is the 
final time and C and S the weight matrices. The 
first term represents the minimization of the 
propellant consumption, while the second term 
the minimization of the error on the final state 
with respect to the target. 
However, this solution can be found analytically 
only for simple problems, for example for the 
minimum fuel maneuvers of rigid bodies. The 
dynamics considered in this analysis is strongly 
non linear for the presence of the solar arrays, 
and therefore the analytical approach cannot be 
used. As a consequence, a solution via a 
numerical approach has been considered. The 
Matlab function fmincon is able to solve the 
minimization of cost functions in which the 
states follow a non-linear dynamics, and in 
presence of constraints. 
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Fig. 5 Control architecture for the two states. 

 
To help the software in solving this not easy 
problem, two important assumptions have been 
made: 

• the control profile is considered to be 
piecewise constant: this reduces the 
number of variables. 

• The control profile is considered to be 
an odd function, that is, anti-symmetric 
with respect to the half time of the 
thrusters’ firing. 
 

The second assumption is more realistic than it 
can seem at a first glance: in fact it ensures to 
have a null angular momentum at the end of 
the thrusters activation, condition that should 
be fulfilled by a well-designed maneuver 
control, while holding the generality of the 
solution. However these two assumptions 
surely reduce the search for a minimum to a 
local optimality problem, that is the found 
solution will be the best among the possible 
solutions defined by the two above conditions. 
The optimizer software has to work off-line, 
because the knowledge of the final state is 
necessary to the computation of the optimal 
solution. It simulates the dynamics of the 
spacecraft for the entire time in which thrusters 
give their contribution. At each step of the 

optimization process the spacecraft dynamics is 
simulated, taking into account only the 
thrusters contribution. Therefore reaction 
wheels are not considered in the optimization 
process. This ensures that the result is an 
optimum thrusters contribution, without the 
help of the wheels. The only simplification 
made to the simulated dynamics is the 
neglecting of the gyroscopic torque. In a 
minimum fuel logic, it is reasonable that 
thrusters have to provide the minimum possible 
effort, while the reaction wheels have to take 
care of everything they are able to. In this 
framework, reaction wheels can therefore 
compensate for the gyroscopic torque, which is 
in the order of 1 · 10r� Nm, absolutely in the 
range of the wheels torques. Thus, the slewing 
guidance of the wheels is based on a dynamics 
that neglects gyroscopic contribution, and 
when the real dynamics is simulated, wheels 
interpret the gyroscopic torque as a 
disturbance, and act to compensate for it. The 
compensation is well performed; the error on 
the final state between a simulation neglecting 
the gyroscopic torque and a simulation 
considering it, with the reaction wheels in the 
control loop, is in the order of 1 · 10r�° in 
eigen-angle. 
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A Pulse Width Modulation (PWM) technique 
is used to modulate the thrust of the on-off 
thrusters. Also this effect is neglected in the 
optimization process, where adjustable torques 
are considered as provided from the thrusters. 
As for the gyroscopic torque, the PWM effect 
is compensated by reaction wheels in the real 
dynamics simulation. This avoids numerical 
problems created by the presence of the PWM 
in the optimization process. 
 
In the minimum fuel consumption problem, the 
spacecraft dynamics is simulated at each step 
of the optimization process. Thus the state 
profile during the entire firing time interval 
using the optimal control is known at the end 
of the process. This profile represents the state 
trajectory if only thrusters are used, and 
therefore it can be used as a slewing guidance 
for the reaction wheels in the simulation of the 
“real” dynamics. 

5 Simulations and results 

The model of the flexible attitude dynamics 
described in section 2 has been implemented in 
Matlab Simulink environment. The model has 
been tested to verify its correct functioning. 
Several characteristic cases have been 
performed: rigid body, harmonic oscillator, 
spinning body, body at rest with oscillating 
panels, etc… The results of the simulations are 
identical to the expected behavior in all the 
cases. Therefore the model is considered 
validated. Details of the test campaign are in 
[10]. 
A comparison of the model with a simple one 
representing the attitude dynamics of a rigid 
body demonstrates that the difference is not 
negligible during the fine pointing phase, as it is 
shown in Fig. 6. The simulation starts from 
initial conditions for attitude and speed of 
switch to the fine pointing phase, and initial 
deflection of the arrays of 0.05°. The system is 
forced to reach zero by the reaction wheels. It is 
to notice that the difference between the attitude 
of the two models, expressed in eigen-angle, is 
more than 10 times the required accuracy of 36 
arcsec during fine pointing. 

 

 

Fig. 6 Difference in eigen-angle between the rigid body 
and the flexible body models, in arcsec. 

 

One axis maneuvers are examined first. The 
worst-case maneuver of this kind is a 90° 
rotation around X. The control profile obtained 
from the optimization process is shown in Fig. 
7. Thrusters fire for the first 200 s. Defining the 
fuel consumption as the integral over time of 
the sum of the modules of the control variables 
(being u dimensionless the result is in seconds), 
the consumption for this control profile is 30.1 
s, which corresponds to a hydrazine 
consumption of 40 grams considering a 
specific impulse of 150 s. The control profile 
obtained from the optimization process has 
been used then for the simulation of the entire 
maneuver, resulting in the states profiles shown 
in Fig. 8 and Fig. 9. 8° from the final target are 
reached in the first 200 s: as expected, reaction 
wheels have perfectly compensated for 
gyroscopic torque and PWM effects. After the 
thrusters contribution, the maneuver phase is 
completed by the reaction wheels, until the 
switch conditions are reached and the fine 
pointing phase is performed. The maneuver 
reachesa the final target within the accuracy nd 
widely within the required time, as shown in 
Fig. 10. 
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Fig. 7 Control profiles for a (90°,0,0) maneuver. 

 

 
Fig. 8 Angular rates profiles for a (90°,0,0) maneuver. 

 
Fig. 9 Attitude profiles for a (90°,0,0) maneuver. 

 
The array deflection is reported in Fig. 11. It is 
clear that the frequent burns due to the Pulse 
Width Modulation excite continuously the 
panels, resulting in wide oscillations for the 
first 200 s. While thrusters are firing in the first 
200 s, wheels have to compensate for 
gyroscopic torque and PWM effects. The 
maximum speed peak reached by the wheels is 
of 2500 rpm, which is in the acceptable range 
for the selected hardware. 
Results for the other one axis maneuvers are 
analogous, with a saving in time in the order of 
50-60 s with respect to the maximum allowed 
time for reaching the desired accuracies, and 
with a consumption of no more than 35 s. 
 

 
Fig. 10 Accuracy is reached in less than 290 s. 

 
Fig. 11 Array deflection angle during maneuver. 
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The worst-case for three axes maneuvers is a (-
90°,45°,45°) slew. In this case the control 
profile obtained from the optimization process 
is that in Fig. 12. This control ensures a 
consumption of 51.4 s, 69 g of hydrazine. The 
attitude profile obtained for the entire maneuver 
is depicted in Fig. 13. 
The maneuver is correctly performed: the 
attitude reaches the target in the fixed time 
within the required accuracy. The accuracy 
range is reached 40 s before the fixed final time. 
 
 

 
Fig. 12 Control profiles for a (-90°,45°,45°) maneuver. 

 
 

 
Fig. 13 Attitude profiles for a (-90°,45°,45°) maneuver. 

 

Table 2 summarizes the obtained results, giving 
evidence of the behavior of the developed 
control strategy with the maneuver 
requirements. 

 
 

Table 2 Results obtained with the developed control 
strategy. 

ONE AXIS MANEUVERS 
Error after 360 s 1 · 10rs° 
Time to reach the accuracy 
range 

290-328 s 

Fuel consumption 30.1-35.2 s 
THREE AXES MANEUVERS 

Error after 360 s 1 · 10r2° 
Time to reach the accuracy 
range 

320 s 

Fuel consumption 51.4 s 
 

6 Conclusion 

The analytical model of the flexible dynamics 
has been developed, implemented and fully 
validated. Thrusters have been accommodated 
on board the platform module in order to 
reduce fuel consumption, ensuring at the same 
time sufficient thrusts for the maneuvers. 
Thrust directions have been tilted with respect 
to the satellite faces in order to increase the 
available torques, and optimal tilt angles have 
been found numerically. 
The control strategy has been developed to 
obtain a minimum energy-minimum error 
strategy, that is a control that brings the attitude 
close to the target, saving the maximum 
possible amount of fuel. Since the problem was 
not solvable analytically, a numerical approach 
has been used. An optimizer algorithm has 
been developed using the Matlab function 
fmincon. At the end of the optimization process 
the optimum control profile is obtained and 
utilized for a simulation of the entire maneuver. 
Tests demonstrate that the considered control 
strategy allows performing the worst-case 
maneuvers, ensuring to reach the final target 
within the required accuracy and time. After 
360 s, the maximum allowed time for the 
maneuver, the attitude error with respect to the 
target is always below 1 · 10r2°, that is two 
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orders of magnitudes less with respect to the 
required accuracy. The range of admissible 
error – the accuracy range – is always reached 
in 320-330 s, saving 40 s w.r.t the maximum 
allowed time in the worst-case three axes 
maneuver, and even 70 s for the worst-case one 
axis maneuver around ����. Propellant 
consumption is far inferior to that of a not-
optimal maneuver. 
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Abstract

The special perturbation method DROMO developed
by Peláez in 2006 for the perturbed two-body problem
is employed to propagate the relative motion in space-
craft formation flying, and the performance of the new
method, named DROMO-FF, is analyzed. DROMO is
a very fast and accurate regularized method which in-
volves a set of seven integrals of the pure Keplerian
motion whose physical meaning is described in the
paper. We propose to propagate the absolute motion
of n spacecraft simultaneously by using DROMO with
the introduction of new dependent variables, neces-
sary for the synchronization, and to determine the rel-
ative dynamics by differentiating the absolute states.
After investigating the influence on the performance
due to the numerical integration of the new variables,
we show that DROMO-FF is significantly more ac-
curate than Cowell’s method for the same comput-
ing time, or equivalently, faster for the same accu-
racy. A second approach to propagate relative mo-
tion wherein linearization is performed with respect
to the formation baricenter is presented and compared
to DROMO-FF. It is shown that for closed formations
round-off does not affect the accuracy of DROMO-
FF.

1 Introduction

The study of relative motion between satellites is
of great importance in formation flying technology,
which consists of a cluster of spacecraft flying in for-
mation. Usually the relative motion of the generic
spacecraft, called “chaser”, is expressed in an orbital
reference frame moving with a reference spacecraft,
called “target”. The first model of relative motion was
developed by Hill [8] in his work on the lunar the-
ory. Clohessy and Wilthshire [5] (CW) adapted the
Hill’s equations to the problem of satellite rendezvous
in the 1960s. The Hill-CW equations of relative mo-
tion were derived assuming that the distance between
the target and the chaser is small compared with the
radius of the target circular orbit. These equations can
be analitically integrated if the motion is supposed to
be unperturbed, and their solutions are used to obtain
a rough prediction of the relative dynamics for short
time spans. Tschauner and Hempel [12] first found an
analytical solution for the case of elliptical reference
orbits. Many other formulations of the state transition
matrix for this case have been produced, like those
proposed by Melton [9] and Yamanaka Ankersen [13]
for an elliptical orbit of arbitrary eccentricity, or that
proposed by Broucke [4].

Analytical solutions to the problem of relative mo-
tion provide a tool for the preliminary design of a
formation flight. Besides, thanks to the high speed
of their computation, they are preferred to complete
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models, which require numerical integration, in an on-
board computer to predict the relative position and ve-
locity with respect to an other spacecraft. However,
the big drawback of analytical formulas is that they
lose accuracy with time because of the limiting hy-
pothesis they are based on.

Equations of motion derived by the variation of
parameters (VOP) method are effective in dealing
with the long-term study of the motion of asteroids,
comets, as well as natural and artificial satellites sub-
ject to relatively small perturbation forces, mainly be-
cause, unlike the methods formulated in rectangular
coordinates, describe the evolution of elements (or in-
tegrals of the motion), which exhibit no error propa-
gation with respect to the unperturbed two-body prob-
lem. The VOP can be further improved introducing a
two-body regularization which cancels out the depen-
dence on the eccentricity of the propagation error of
the physical time in the pure Keplerian motion.

A different strategy towards the improvement of a
VOP method has been followed by Peláez et al. In
a recent article [10] Peláez has proposed a new for-
mulation for the two-body problem, borrowing ele-
ments of rigid-body dynamics. The idea is to track the
evolution of an orbital reference frame moving with
the particle and link a new set of generalized orbital
elements to this frame. The result is a propagator,
called DROMO, that shows an improvement in accu-
racy (or, equivalently, a reduction of computing time)
with respect to other efficient regularized methods and
a more compact and simple formulation of the equa-
tions of motion.

In a recent work [1] Baù applied DROMO to space-
craft formation flying. Two approaches were pro-
posed. In the first, model, named here DROMO-FF,
the method is applied to each spacecraft simultane-
ously by mean of new dependent variables introduced
to achieve the synchronization. From the absolute dy-
namic states, the relative dynamics is determined. In
the second approach, named here DROMO-G, after
performing a Taylor’s expansion of the gravitational
terms, the method is used to propagate the two-body
motion of the baricenter of the formation, which is
chosen as the reference target point. The equations of
the relative motion with respect to the baricenter are
expressed in an orbital reference frame with inertial

attitude.
In this article we analyse in detail the perfor-

mance, in terms of accuracy and speed of computa-
tion, achieved by adopting DROMO-FF instead of the
usual Cowell’s method for the problem of prapagat-
ing the relative motion of a spacecraft formation fly-
ing. The main goal is to give evidence that an orbit
propagator of this kind is suited to be employed for
an on-board relative orbit prediction, embedded in a
Guidance Navigation and Control (GNC) system. Be-
sides, for ground simulations, it is important that the
method is highly accurate in long-term integrations,
in order to test via software the robustness and reli-
ability of a system of sensors and of the GNC sys-
tem. Actually, we have a software simulator for space-
craft formation flying applications, which is organized
in the following blocks: a) dynamics propagator; b)
guidance block that computes the desired trajectory
to be followed; c) navigation block that implements a
state observer based on Kalman filtering to obtain an
optimal estimation of the current system state using
a model of the system and measurements from sen-
sors; d) control block that computes optimal control
action as input for the actuators in order to track the
desired trajectory; e) sensors and actuators blocks that
model sensors and actuators, respectively, taking into
account noise, resolution and biases.

2 DROMO special perturbation method

The starting idea of DROMO special perturbation
method (see [10]) is the decomposition of the position
vector of a point mass x into the product of its magni-
tude R = ‖x‖ and its direction i = x/R. The decom-
position in the projective coordinates (R, i), so-called
after Ferrándiz, is a preliminary operation in obtaining
a set of linearized equations of motion (Deprit [6]).

Non-dimesionalization is performed and the differ-
ential equations with respect to non-dimensional time
τ are derived for:

1. z = 1/r, where r is the non-dimensional orbital
radius;

2. u = vr, where vr is the non-dimensional radial
velocity;
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Figure 1 – Orbital reference frames R and U0 for the
generic osculating orbit. The dash line represents the
apse line of the osculating ellipse.

3. ψ = h, where h is the non-dimensional specific
angular momentum;

4. the components of the unit quaternion ε =
(ε1, ε2, ε3, ε4) related to the orbital refrence
frame R = 〈i, j, k〉, being1:

i =
x
R

, k =
x× v
‖x× v‖ , j = k× i , (1)

where v is the velocity vector.

The next step done in [10] is to change the indepen-
dent variable from τ to fictitious time σ, according to
the Sundman transformation:

dτ

dσ
=

r2

h
.

Finally, the variation of parameters technique is ap-
plied and the differential equations of the elements at-
tached to the quantities z, u, ψ and ε are determined.
In the next section we explain the meaning of the ele-
ments used in DROMO.

2.1 Integrals of the motion

The easier element to explain is q3, which is equal to
the inverse of the specific angular momentum:

q3 =
1
ψ

. (2)

1Actually Peláez chose j opposed to the direction of the angu-
lar momentum vector, and i along the radial direction (as above).

The other elements have not a such direct interpreta-
tion as q3. Let ap = (apx, apy, apz)T be the perturb-
ing acceleration vector (non-dimensional) expressed
in the orbital frame R, which was defined in (1). The
angular velocity of R is given by (see [10]):

ω =
r

h
apz i +

h

r2
k .

Let us consider now a reference frame U which is ro-
tating with respect to R at the angular velocity:

Ωrel = − h

r2
k ,

then, the angular velocity of U is:

Ω =
r

h
apz i .

We see that when the component apz is equal to zero,
U remains fixed with respect to inertial space. In gen-
eral, there are ∞1 reference frames U that rotate with
the angular velocity Ω. They all have one axis coin-
ciding with k and the other two axis rotated clockwise
around k of σ + C with respect to the directions of i
and j, where C is an arbitrary constant. For C = 0
the corresponding orbital frame U0 = 〈u1, u2, u3〉 is
defined by the rotation:

[u1, u2, u3] = [i, j, k]Qu , (3)

where:

Qu =




cos σ sin σ 0
− sinσ cos σ 0

0 0 1



 .

The reference frames R and U0 are shown in Fig. (1).
The elements attached to the inverse of the orbital

radius z and the radial velocity u, named A and B in
[10], are multiplied by ψ and the new elements:

q1 = ψA q2 = ψB

are introduced. The eccentricity vector, defined by
(see for instance [2]):

e = −x
r
− h× v

µ
, (4)

is projected on the reference frame R as follows:

e = −i− k
q3

× (u i + s j) ,
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where s is the non-dimensional transverse velocity.
By exploiting the relations:

s = q3 + q1 cos σ + q2 sin σ

u = q1 sinσ − q2 cos σ ,

and the identities k × i = j and k × j = −i, Eq. (4)
yields:

e =
(

q1

q3
cos σ +

q2

q3
sinσ

)
i−

(
q1

q3
sin σ − q2

q3
cos σ

)
j .

Eq. (3) is used to project e on U0, it results:

e =
q1

q3
u1 +

q2

q3
u2 , (5)

and if the new variables:

ζ1 =
q1

q3
, ζ2 =

q2

q3

are plugged into Eq. (5), we finally get:

e = ζ1 u1 + ζ2 u2 .

The previous equation states that ζ1 and ζ2 are the pro-
jections of the eccentricity vector along the unit vec-
tors u1 and u2:

ζ1 = e cos α , ζ2 = e sinα ,

where α, shown in Fig. (1), is the angle between u1

and e. At the initial time t0, σ takes an arbitrary value
σ0. By setting:

σ0 = ϑ (t0) , (6)

it results α (t0) = 0, which means that u1 is parallel
to the eccentricity vector at the initial time.

Now we deal with the elements attached to the
unit quaternion ε. It is shown in [10] that these el-
ements are the components ε10, ε20, ε30 and ε40 of
the unit quaternion related to the orbital frame R0 =
〈i0, j0, k0〉 defined by the rotation:

[i0, j0, k0] = [i, j, k]Q0 ,

where:

Q0 =




cos'σ sin'σ 0
− sin'σ cos'σ 0

0 0 1



 ,

with 'σ = σ − σ0. We recognize that R0 belongs
to the family of reference frames U introduced be-
fore, and, in particular, it corresponds to the choice
C = −σ0. As a consequence, this frame is invari-
ant when the motion is unperturbed, and also when
the disturbing acceleration is locked within the orbital
plane. According to our assumption on σ0 (see Eq.
6), the frame R0 is permanently rotated of ϑ (t0) with
respect to U0.

In general, for each choice of the value of C, it ex-
ists a SO(3) rotation with respect to an inertial refer-
ence frame based on the following Euler angles: the
right ascension of the ascending node Ω, the inclina-
tion i and the angle ω = ω − α − C, where ω is the
argument of periapsis. For example, ω = ω − α + σ0

for R0, and ω = ω − α for U0. The angles Ω, i and ω
are integrals of the motion, even when the acceleration
vector is not zero and lies on the orbital plane.

Once the orbital reference frames U0 and R0 are
defined, the elements used in DROMO:

α =
(

q1 q2 q3 ε10 ε20 ε30 ε40
)T , (7)

are fully explained: q3 is the inverse of the non-
dimensional specific angular momentum (Eq. 2), q1

and q2, divided by q3, give the projections of the ec-
centricity vector on u1 and u2 respectively (Eq. 5),
and ε10, ε20, ε30 and ε40 are the components of the
unit quaternion which defines the orientation of R0

with respect to inertial space. The differential equa-
tions of these elements, derived in [10] through the
variation of parameter technique, are:

dq1

dσ
=

1
q3s2

[
sin σ apx +

(q3

s
+ 1

)
cos σ apy

]

dq2

dσ
=

1
q3s2

[
− cos σ apx +

(q3

s
+ 1

)
sinσ apy

]

dq3

dσ
= −apy

s3

dε10

dσ
=

apz

2q3s2
(cos'σ ε40 − sin'σ ε30)

dε20

dσ
=

apz

2q3s2
(cos'σ ε30 + sin'σ ε40)

dε30

dσ
= − apz

2q3s2
(cos'σ ε20 − sin'σ ε10)

dε40

dσ
= − apz

2q3s2
(cos'σ ε10 + sin'σ ε20) ,

(8)
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where 'σ = σ − σ0. The time equation takes the
form:

dτ

dσ
=

1
q3s2

. (9)

2.2 DROMO accuracy

To test the efficiency of DROMO we select the exam-
ple 2b at page 122 of the book by Stiefel and Scheifele
[11]. The problem, which was also considered by
Bond [3] and Peláez [10] for comparing different reg-
ularized methods, is to determine the position of a
satellite after 288.12768941 mean solar days (msd)
around the Earth under the perturbing action of the
Earth oblateness and the Lunar gravitational attrac-
tion. The initial osculating orbit has an inclination of
30◦ with respect to the equatorial plane and an eccen-
tricity of 0.95. The satellite is initially at the perigee
at the distance R0 = 6800 km. Details on the imple-
mentation of the two perturbations are available in the
book [11].

We compare in terms of accuracy the follow-
ing methods: the element formulation derived from
the Kustaanheimo-Stiefel regularization scheme by
Stiefel and Scheifele [11], the L-C extension devel-
oped by Fukushima [7], DROMO [10] and Cowell’s
method. Apart from the last, the other propagators
adopt an independent variable which is not the phys-
ical time, but a fictitious time. In order to deter-
mine the value of the fictitious time corresponding
to 288.12768941 msd, we created an iterative pro-
cedure based on the Newton-Raphson algorithm. At
each iteration the differential equations are integrated
by an explicit Runge-Kutta 5(4) pair of Dormand and
Prince (DOPRI5) which implements local extrapola-
tion. Once we know the final value of the independent
variable, the comparison between the special pertur-
bation methods is performed by means of an embed-
ded Runge-Kutta numerical method 4(5) of fourth or-
der with Cash-Karp parameters.

The components of the final position vector as-
sumed as correct are:




x̃f

ỹf

z̃f



 =




−24219.0501
227962.1064
129753.4424



 km ,

and were obtained by integrating DROMO, Sperling-
Bürdet regularization [3] and Stiefel-Scheifele’s vari-

Table 1 – Comparison of special perturbation methods
for the problem of oblate Earth plus the Moon.

Steps RSS [km] 'R [km]

Sti-Sche 3100 0.0308 0.0208
L-C ext 3100 1.5534 1.5376
DROMO 3100 0.0973 0.0973
Cowell 10000 120.82 65.98

ables with DOPRI5 at the maximum accuracy, and
taking the common figures. Two errors are computed:

RSS = ‖rf − r̃f‖ 'R = |rf − r̃f | ,

where r̃f and rf are the correct and the approximated
final position vectors of magnitude r̃f and rf respec-
tively.

The results are shown in Table (1). DROMO
is competitive with the other two regularized meth-
ods. Recent work is showing that the performance of
DROMO can be improved. These promising results
give evidence that the concept at the basis of DROMO
is the right way for achieving highly accurate orbit
propagation. Finally, note that Cowell produces very
large errors, even if we are aware that the numeric in-
tegrator employed is not suited to this method.

3 Formation Flight

Let us consider n spacecraft in formation flight around
a primary, and let I = {O; iX , iY , iZ} be an inertial
reference frame with the origin placed at the primary
center of mass. At time t0 the dynamic state of each
spacecraft is given by the inertial position and veloc-
ity vectors r0 and v0. The problem of determining
the time evolution of the formation is usually stated in
these terms: propagate the relative dynamic states of
the spacecraft with respect to a reference orbit, and
propagate this orbit. The reference spacecraft (real or
virtual) should be chosen in such a way that it repre-
sents the formation position in space, and the space-
craft relative positions can be easily understood. This
formulation of the problem is suitable for planning
station keeping and formation keeping control strate-
gies.

We propose two approaches to determine the rela-
tive motion of the spacecraft with respect to a refer-
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ence mass. In the first we apply DROMO special per-
turbation method [10] to each spacecraft, in the sec-
ond only to the formation center of mass.

3.1 DROMO-FF

DROMO special perturbation method [10] is applied
to each spacecraft in order to obtain a synchronous
propagation of the relative dynamic states with respect
to a selected reference mass. The new propagator cre-
ated in this way is named DROMO-FF.

If Eqs. (8) were integrated for each mass in se-
quence, we would get, in general, the position and
the velocity vectors of the spacecraft at different in-
termediate times from the initial to the final time of
integration. In order to propagate the trajectories si-
multaneously, we have to assume a unique time im-
posed by a generic mass of the formation, for instance
mass 1, so that:

τ1 = τi , i = 2, . . . , n .

As a consequence σi, with i = 1, . . . , n, will take, in
general, different values for the spacecraft at the same
(non-dimensional) time τ1, as can be inferred from the
equation:

dσi

dτ1
= q3,i s

2
i , i = 1, . . . , n , (10)

which is derived from Eq. (9). Therefore σ1 is the
independent variable and the other quantities σi, with
i = 2, . . . , n, are added to the set of the dependent
variables. To summarize, we have one differential
equation for time:

dτ1

dσ1
=

1
q3,1 s2

1

, (11)

the n− 1 differential equations:

dσi

dσ1
=

q3,i s2
i

q3,1 s2
1

, i = 2, . . . , n , (12)

where Eqs. (10) and (11) have been exploited, and the
7× n variational equations:

dαi

dσ1
=

q3,i s2
i

q3,1 s2
1

dαi

dσi
, i = 1, . . . , n , (13)

where α is a column vector containing the elements
(see Eq. 7), and the term dαi/dσi on the right hand
represents the set of Eqs. (8) for the i-th mass. By
integrating the 8×n Eqs. (11) - (13) we propagate the
motion of the spacecraft at the same times. Finally, the
relative dynamic states of the spacecraft with respect
to the reference mass, for instance mass 1, are derived
by differentiation:

δsi = si − s1 , i = 2, . . . , n .

3.2 DROMO-G

In this second model, named DROMO-G, the lin-
earized relative motion with respect to the formation
center of mass is propagated, together with its trajec-
tory. The absolute motion of each spacecraft is the
composition of the reference mass translational mo-
tion with the motion relative to this mass. Let us
choose the formation center of mass (G) as the ref-
erence point of mass M , equal to the total mass of the
formation. Then, the position and the velocity vectors
of each spacecraft can be expressed by the sum:

r = rG + δr
v = vG + δv ,

where δr and δv are the relative position and velocity
vectors with respect to the center of mass. The time
derivatives of r and v are given by:

dr
dt

= v

dv
dt

= − µ

r3
r + gp (r) + ap (r, v, t) , (14)

where the vector gp includes the perturbative gravita-
tional effects under consideration, and ap is the resul-
tant vector of the perturbative non-gravitational accel-
erations, which, in general, can be external or internal
to the formation, so that ap = aext

p + aint
p .

The dynamic state of the center of mass varies ac-
cording to the equations:

drG

dt
= vG

dvG

dt
=

1
M

n∑

i=1

mi

{
− µ

r3
i

ri + gp,i (ri) +

+ aext
p,i (ri, vi, t)

}
. (15)
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Let us expand the gravitational terms in Eq. (14) about
the reference path with Taylor’s theorem. Stopping at
the first order, we generate the expansion:

− µ

r3
r + gp (r) = − µ

r3
G

rG + gp (rG) +

+ [G (rG) + Gp (rG)] δ +O
(
δ2

)
, (16)

where G (rG) and Gp (rG) are the gravity gradi-
ent matrix and the gradient matrix of the perturbative
gravitational accelerations calculated at the center of
mass position vector. Eq. (16) is plugged into Eq.
(15) and after applying the definition of rG we have:

dvG

dt
= − µ

r3
G

rG + gp (rG) +

+
1
M

n∑

i=1

mi
[
O

(
δ2

i

)
+ aext

p,i (ri, vi, t)
]

. (17)

Comparing Eq. (17) with Eq. (14), we see that they
appear in the same form: the center of mass behaves
like a particle of mass M moving around the primary
under the influence of the perturbative acceleration
vector:

aG,p = gp (rG) +
1
M

n∑

i=1

mi
[
O

(
δ2

i

)
+ aext

p,i

]
.

Thus, we decide to employ DROMO to propagate the
motion of the center of mass.

Let us derive the equations that govern the evolu-
tion of the relative dynamics. By plugging Eq. (16)
into Eq. (14) yields:

dv
dt

= − µ

r3
G

rG + gp (rG) + [G (rG) +

+Gp (rG)] δ +O
(
δ2

)
+ ap (r, v, t) . (18)

The difference between the right-hand sides of Eq.
(18) and Eq. (17) gives the following expression for
the relative acceleration vector of the generic space-
craft:

dδv
dt

= gp (rG) + [G (rG) + Gp (rG)] δ+

+O
(
δ2

)
+ ap (r, v, t)− aG,p . (19)

Equations (19) and:

dδr
dt

= δv , (20)

describe the time evolution of the relative dynamic
state of each spacecraft. Finally, the independent vari-
able is switched from time to σ through Eq. (9).

4 Results

The performance of DROMO-FF in terms of accu-
racy and computing speed is compared to Cowell’s
method, which is commonly chosen for the orbit prop-
agation of spacecraft. The simulations have been
run: 1) in the same computer - Intel Core 2 Duo 2
GHz, 1 Gb RAM; 2) with the same compiler - Mat-
lab 7.8.0.347; 3) with the same integrating algorithm
- an embedded Runge-Kutta 4(5) of fourth order with
Cash-Karp parameters.

4.1 Absolute Keplerian motion

The motion of one mass is characterized by 8 depen-
dent variables in DROMO, one of these variables is
physical time. When the relative motion of n masses
is determined using DROMO-FF the number of de-
pendent variables becomes 8×n, including: the physi-
cal time, 7×n elements or integrals of the unperturbed
two-body problem (seven for each point mass), and
n−1 variables which were added in order to synchro-
nize the propagation of the spacecraft trajectories.

In the case of pure Keplerian motion, the elements
are by definition constants, while time and the vari-
ables σi, with i = 2, . . . , n, vary with the indepen-
dent variable, which is denoted by σ1, or more sim-
ply σ. While time is not involved in the computa-
tion of the dynamic state of the generic i-th mass, the
quantity σi explicitly appears in the expression of the
orbital radius and fixes its orientation on the orbital
plane. Thus, the numerical errors introduced in σi,
mainly due to truncation and round-off, also affect the
position and velocity of the i-th mass.

In this section we analyse the influence of the nu-
merical integration of the n− 1 differential equations
of the variables σi, with i = 2, . . . , n, in the accuracy
and the computing speed with respect to the case in
which DROMO is applied to each mass in sequence.

481



G. Baù, A. Valmorbida, E. Lorenzini and A. Francesconi

Table 2 – Orbital elements.

Semi-major axis (km) Eccentricity Inclination (rad) Initial true anomaly (rad)

Mass 1 70000 0.9 0 0
Mass 2 70000 0.9 10−3 π

We consider two unperturbed ellipses around the
Earth, followed by mass 1 and mass 2 respectively
(Table 2). Mass 1 is chosen as the reference mass, and
its position and velocity are propagated with no errors,
because they depend on DROMO integrals and the in-
dependent variable σ1. The dynamic state of mass 2
is determined by DROMO integrals and by σ2, which
is a dependent variable, affected by numerical errors.
We compute the error in the final position vector of
mass 2 through the root sum square, defined as fol-
lows:

RSS =
√

(x− xref)2 + (y − yref)2 + (z − zref)2 ,
(21)

where (x, y, z) are the inertial coordinates of mass
2 as computed by our model, and (xref , yref , zref)
are the same components calculated analytically (or,
which is the same, by employing DROMO for mass
2). The derivative of σ2 with respect to σ1 (Eq. 12,
for i = 2) in terms of the classical orbital elements
semi-major axis (a) and eccentricity (e) appears in the
form:

dσ2

dσ1
=

[
a1

(
1− e2

1

)

a2
(
1− e2

2

)
]3/2 (

1 + e2 cos σ2

1 + e1 cos σ1

)2

. (22)

Figure (2) shows the RSS up to 100 revolutions. We
selected a very unfavorable example with two highly
eccentric orbits phased by 180 degrees, so that picks
are generated in the derivative of σ2. These picks
make the numerical integration less accurate and am-
plify the error when mass 2 is at perigee. The RSS in-
creases as mass 2 accumulates revolutions around the
Earth up to the maximum value of 88 meters reached
in the last perigee passage. By decreasing the eccen-
tricity down to 0.3, for example, and keeping invari-
ate the semi-major axis for both orbits, the maximum
RSS would be less than 3 meters.

Spacecraft flying in formation move along orbits of
increasingly similar shape the closer they are, thus we
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Figure 2 – Root sum square of the error in the position
vector of mass 2, calculated by Eq. (21).

Table 3 – Mean computing runtime and integration
steps for 100 revolutions.

Mean runtime (s) Steps

DROMO-FF 132.43 135489
DROMO 81.02 111190

expect that the error in the position made by DROMO-
FF will be small.

As regard the computation effort, we compare the
integration steps and the computing time required to
propagate the motion of masses 1 and 2 after 100 rev-
olutions with DROMO-FF and with DROMO applied
to each mass in sequence. We do not account for the
computing time spent after the integration to calcu-
late position and velocity starting from the dependent
variables. Besides, to minimize the effect of uncon-
trolled factors we repeated the simulations 30 times
and averaged the runtimes. Table (3) collects the re-
sults. DROMO-FF needs 63% more runtime due to
the fact that the number of steps is 22% bigger and
that each step is nearly one third of time slower. As
we deal with less eccentric orbits this gap decreases
until the simultaneous orbit propagation operated by
DROMO-FF becomes faster than propagating mass 1
and mass 2 in sequence using DROMO.
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Figure 3 – The mean computing runtime of DROMO-FF (triangle marker) and Cowell’s method (circle marker) for
the two eccentricities 0.1 (markers connected by solid lines) and 0.7 (markers connected by dash lines) is plotted versus
the relative tolerance of the RK 4(5) algorithm.

4.2 Relative Motion

We select the example reported in [13] to compare
DROMO-FF with Cowell’s method in terms of com-
puting time and accuracy. Table (4) reports the classi-
cal orbital elements of the target along with the chaser
position and velocity relative to the target at the initial
time. The relative motion of the spacecraft under the
influence of the perturbations due to the Earth oblate-
ness and the Moon’s third body gravitational attrac-
tion is propagated for a time interval of 50 periods of
the target initial orbit. The constants implemented for
the Earth, the Moon and the zonal harmonic J2 are the
same of the example 2b at page 122 of [11]. Figure (3)
shows the mean computing runtimes of DROMO-FF
and Cowell’s method, each one being the average over
30 simulations, for different values of the relative tol-
erance adopted in the RK 4(5) algorithm. Figure (4)
compares the accuracy in terms of the error:

E = ‖rT − rT, ref‖+ ‖rC − rC, ref‖ , (23)

where rT and rC are respectively the target and the
chaser computed position vectors, while rT, ref and
rC, ref are the corresponding “correct” position vec-
tors. These were obtained by employing DROMO,
Sperling-Bürdet regularization and Stiefel-Scheifele’s
method integrated by DOPRI5 with the maximum ac-
curacy and keeping the common figures in the com-
ponents.

Table 4 – Target and chaser initial conditions.

Target
Eccentricity 0.1 and 0.7
Perigee height 500 km
Inclination 30 deg
Longitude ascending node 0 deg
Argument of perigee 0 deg
Initial true anomaly 45 deg

Chaser
Position (Hill frame) [100, 10, 10] m
Velocity (Hill frame) [0.1, 0.1, 0.1] m/s

For the case of eccentricity equal to 0.1, the least
accurate propagation by DROMO-FF produces an er-
ror of 0.37 m against the 605.38 m of the most ac-
curate propagation by Cowell’s method. Besides, the
runtime is nearly 5 times smaller. The increase in the
eccentricity up to 0.7 deteriorates the accuracy, ex-
pecially of DROMO-FF, which achieves a maximum
error of 34.43 km. Nevertheless, even with the rela-
tive tolerance set equal to 10−7, DROMO-FF is more
accurate and faster, of respectively a factor 5.43 and
4.62, than Cowell’s method integrated with the maxi-
mum accuracy.

In the previous section we dealt with the effect
that the integration of the n − 1 new variables σi,
introduced to synchronize the orbit propagation of
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Figure 4 – The error, calculated by Eq. (23), of DROMO-FF (triangle marker) and Cowell’s method (circle marker)
for the two eccentricities 0.1 (markers connected by solid lines) and 0.7 (markers connected by dash lines) is plotted
versus the relative tolerance of the RK 4(5) algorithm.

n masses, has on the computing time and accuracy
of DROMO-FF. A different approach is to propagate
each mass in sequence with DROMO. In the pure Ke-
plerian motion this is equivalent in terms of accuracy
to the analytical calculation, while as regard the com-
puting time, it is wasted mainly in the numerical in-
tegration of the physical time, which is a dependent
variable. Therefore, we are interested in checking also
the performance of DROMO applied to the target and
to the chaser in sequence. For the more eccentric case
(e = 0.7) and the same values of the relative tolerance
used to generate Figs. (3) and (4), the mean runtimes
and the root sum squares of the errors in the final posi-
tion vectors of each spacecraft are computed and then
summed together. The orbit propagation of the target
and the chaser in cascade improves the accuracy with
a slight increase of the mean runtime: an error smaller
then that of the most accurate simulation by DROMO-
FF is made with a mean runtime more than 8 times
shorter. However, by decreasing the relative tolerance
the gap between the two appraoches reduces both in
terms of accuracy and mean runtime.

4.3 Round-off error

There is a last issue we desire to address, the round-off
error. DROMO-FF integrates the complete dynamics,
whithout making any approximation. It can be less
accurate for the same runtime than the integration of

each mass in sequence by DROMO, but it presents the
advantage of synchonizing the motion of the space-
craft so that we can appreciate the relative trajectories
from the beginning to the end of simulations.

We have to pay attention on a possible source of er-
ror given by the differentiation operated in DROMO-
FF to determine the relative dynamics from the abso-
lute positions and velocities. If the spacecraft are so
close that have α digits in common, and if the com-
puter’s word length is β digits, (β ≥ α), then the
relative state vector obtained from the difference will
have one or more components known to only β − α
digits. The loose of accuracy just described is known
as round-off error. The closer the spacecraft are the
smaller is the number β − α of known digits and the
bigger is the relative error on the relative dynamic
state computation.

One way to overcome this error is to directly prop-
agate the relative motion, as does DROMO-G, which
was developed with this aim. Because linearization is
performed, the method is particularly suited to close
fomations, which, instead, are source of round-off er-
ror for DROMO-FF. Thus, we are interested in com-
paring the accuracy of DROMO-FF and DROMO-G
when spacecraft are close one to the other. Let us
select for the target at the initial time the same orbit
reported in Table (4), with eccentricity equal to 0.7,
apart from the true anomaly which is set equal to 0.
For the chaser two displacements along the radial di-
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Table 5 – Relative errors (%) of DROMO-FF and
DROMO-G.

10 cm 1 m

DROMO-FF 0.05 0.01
DROMO-G 2.01 2.17

rection of the target are considered: 0.1 m and 1 m.
The motion is perturbed by J2 and Moon and is prop-
agated for 20 periods of the initial osculating orbit of
the target. The accuracy on the final distance between
the masses is calculated by imposing 40 steps per rev-
olution in both the methods. The “correct” final dis-
tance is obtained with the same procedure of the previ-
ous examples and is respectively of 0.943 m and 9.435
m for the two cases. The relative errors are reported
in Table (5). We see that DROMO-FF is very accurate
and the relative error increases of 5 times after reduc-
ing of one order of magnitude the distance. Even if
the distance between the spacecraft is so smaller than
the orbital radius of the target, round-off does not af-
fect the results because the main role in the accuracy
is played by the global integration error.

5 Conclusions

We propose a method, named DROMO-FF, to simul-
taneously propagate the relative motion of n space-
craft in formation, based on the regularized formula-
tion of the perturbed two-body problem developed by
Peláez in 2006. DROMO-FF is compared with Cow-
ell’s method in terms of accuracy as well as comput-
ing time on the problem of propagating the motion of
two spacecraft flying along perturbed orbits of small
and high eccentricity. In the first case DROMO-FF
reduces the error of at least a factor 1653 with more-
over a saving in runtime for this case of a factor 5. In
the latter DROMO-FF is 4 orders of magnitude more
accurate and only from 2 to 3 times slower than Cow-
ell’s method. On the basis of these results we decided
to employ DROMO-FF in our software simulator of
spacecraft formation flying.
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Abstract  

It is argued that in order to establish a causal 

explanation of human error in the cockpit, it is 

necessary to understand why a pilot’s actions 

and assessments made sense at the time. The 

Perceptual Cycle Model and the role of 

schemata are proposed as a way to explain 

decision making in the cockpit.   In an attempt 

to elicit schematic processing, the Critical 

Decision Method was employed in a case study 

design. The interview was thematically analysed 

using a coding scheme based on the principles 

of the Perceptual Cycle Model. This paper 

presents the findings of importing the transcript 

into Leximancer™ to establish how 

Leximancer™ would categorise the data and 

whether it was comparable with the manual 

analysis. Results indicate that there is 

consistency between Leximancer™ and the 

manual analysis, although the order of 

importance of themes differs. Further data 

exploration is required to validate these 

findings.   

 

  

1 Introduction   

Human error is consistently implicated as a 

major contributor to accidents in safety critical 

systems [1; 2]. Whilst incidents usually arise 

from a combination of technical, systemic and 

human factors, what stands out is the human 

element, usually as there is a desire to ascribe 

blame [3]. The emphasis on the human element 

however is not without reason; human error is 

considered to be the principle threat to flight 

safety [4] and consistently attributed in seventy 

to eighty per cent of aviation accidents [1; 5]. 

Whilst it is acknowledged that human error in 

the aviation domain has received much attention 

in the literature [2; 6], traditional methods of 

research have tended to focus on what happened 

[7]. Dekker [7] argues that human error 

demands an explanation, rather than it being an 

explanation of failure.  

Human error research should focus on 

understanding how people’s actions and 

assessments made sense to them at the time i.e. 

why the error occurred [7]. A fully causal 

understanding of error will only occur if error is 

considered within the context of the system it 

occurred in [8]. In the cockpit, pilots are usually 

the final layer in the system and act to detect 

deficiencies in other layers. They do however, 
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add to these failures with their own mistakes 

and to answer the question of why an error 

occurred, an understanding of the interaction 

between the blunt and sharp ends of a system is 

essential [7].  

The authors propose that the Perceptual 

Cycle Model, which places a heavy emphasis on 

Schemata, offers a theoretical framework for 

understanding how the sharp and blunt ends of a 

system interact and the reasons why operators 

perform erroneous actions [30].  

1.1 The Perceptual Cycle Model 

 

The Perceptual Cycle Model [11] presents 

the view that that human thought is closely 

coupled with a person’s interaction in the world, 

both informing each other in a reciprocal, 

cyclical relationship.  As illustrated in Fig. 1 

world knowledge (Schemata) leads to the 

anticipation of certain types of information; this 

then directs behavior (action) to seek out certain 

types of information and provides a way of 

interpreting that information.  The 

environmental experience (world) results in the 

modification and updating of cognitive 

Schemata and this in turn influences further 

interaction with the environment. 

 

 

Fig. 1 The Perceptual Cycle Model (adapted from 

Neisser [11]) 

Schemata are a fundamental part of the 

model, these are defined as organized mental 

patterns of thoughts or behaviors to help 

organise world knowledge [11]. Walker et al. 

[9] define Schemata as mental templates which 

are neither new behaviour nor a repetition of old 

behaviour.   

Dekker [7] argues that to understand error it 

is essential to start with an appreciation of the  

work situation (context) and to acknowledge 

that people change a situation by the actions 

they take, but that this evolving situation can 

also change behavior, this view of how we can 

understand and explain error is fundamentally 

the Perceptual Cycle Model. From this 

perspective errors can be understood by 

understanding the situation someone was 

working in, how this situation changed over 

time and how the evolving situation caused 

actions to be made that were relevant at the 

time. 

A Strength of the Perceptual Cycle Model is 

that it provides a human-in-the-system approach 

of understanding error; individual schemata are 

considered in the context of the system in which 

they occurred. This middle stance of 

considering the interaction between person and 

environment is highlighted in the literature as 

the focus error research should take [7; 12]   

1.2 Human error and Schema Theory 

It is argued that deficiencies in mental 

representations need to be understood as they 

are potential causal factors in accidents [13]. 

Previous research has resulted in schema-based 

classifications of error [14] and the application 

of the principles in the Perceptual Cycle Model 

have been applied to accidents in a variety of 

safety critical domains, including rail [15] and 

road transport [2]. 

Schema theorists would argue that Schemata 

come into play when performing highly skilled 

behavior which occurs in the context of 

practiced routines based on stored actions and 

perceptual patterns, piloting an aircraft would 

fall into this category of behavior. Aviation 

accident research has consistently found that 

skill-based errors are implicated in a high 

proportion of accidents [16; 17]. The high 

representation of skill-based errors in accidents 
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suggests that applying a theory suited to skilled 

behavior is appropriate. 

1.3 Schema Elicitation 

From the literature presented above, it would 

appear that there is value in exploring the 

principles in the Perceptual Cycle Model in an 

attempt to establish causal explanations of error 

in the cockpit. There are however inherent 

issues with eliciting and understanding 

schemata, as Walker et al. [9:879] state, 

“gaining insight into mental representations…is 

experimentally and conceptually challenging”. 

Schemata are metal constructs and therefore can 

not be directly measured but only inferred 

through the empirical consequences of them. It 

is argued however, that Schema are no more 

‘fuzzy’ concepts than other mental inferences, 

such as attitudes and belief systems, and their 

existence is not disputed [18].  Dekker [19] 

argues that a lot of what is recorded in the error 

literature is the result of what can be 

observationally measured rather than what 

necessarily should be measured.  

This paper briefly describes the results of a 

study in which the Critical Decision Method 

[CDM, 10] was employed in an attempt to elicit 

schemata. The focus of this paper however is on 

the use of the Leximancer™ software [23] and 

how this software aids the understanding of the 

representation of schemata. Additionally a 

comparison between a manual analysis and the 

Leximancer™ analysis will be made.  

2 Method 

2.1 Design  

A single case study design was employed 

using the extended version of the CDM [20] in a 

retrospective semi-structured interview. 

Literature suggests it is acceptable to learn from 

samples of one, especially at the preliminary 

and exploratory stages of investigation [21; 22]. 

Additionally it is argued that critical incidents 

are a useful way of obtaining rich data and 

enhancing the understanding of safety as it is 

only a slight change in circumstance that results 

in an incident becoming an accident [21].    

2.2 Materials  

2.2.1 Critical Decision Method 

     The CDM [10] is a knowledge elicitation 

tool borne out of a need of a method that takes 

the knowledge of experts into account in 

naturalistic settings. This is achieved by the use 

of cognitive probes to understand decision 

making during non-routine incidents. The 

creators of the method [10] listed three criteria 

for the development of the method; (1) the need 

to address the competencies of highly skilled 

experts, (2) the applicability to field as opposed 

to laboratory conditions and (3) applied value 

for training or system design. Understanding the 

schematic processing of pilots also requires this 

information, i.e. research is focusing on highly 

skilled experts, in a naturalistic environment and 

there needs to be applied value, in this case in 

the form of an increased understanding of error. 

     The interview schedule consisted of a page 

of demographic questions and the cognitive 

probes provided by the CDM. These probes 

cover a range of decision making areas 

including situational awareness and expectancy.  

 

2.2.2 Leximancer™ 

Leximancer™ is a software tool for 

performing rapid conceptual analysis of 

qualitative textual data in a six stage process. It 

can provide both automatic and customized 

analysis [23]. The approach has been employed 

in a variety of domains, for example to analyse 

factors associated with eating disorders [25], 

themes in the discourse of high achieving 

students [26] and to define themes of an annual 

education conference [27]. More specifically, 

the approach has been previously applied in the 

transport domain, to explore and understand 

mental representations held by car and 

motorcycle riders [9] and human error in the 

context of maritime operations [28].  
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2.3 Participant and Procedure  

The participant was a thirty-nine year old 

male helicopter pilot recruited through an advert 

placed on the British Helicopter Association 

website. The participant was a relatively 

experienced pilot (three thousand flying hours) 

and recalled an incident that occurred when 

flying an AW139 during a Search and Rescue 

training exercise. The participant was asked to 

provide a high level over-view of a critical 

incident they had been involved with in which 

they were the primary decision maker. A critical 

incident was defined as being “a non-routine or 

un-expected event that was highly challenging 

and involved a high workload”. Twenty-three 

CDM probes were asked, the participant was 

instructed to recall what happened rather than 

what he thought he should have done. The 

interview lasted approximately thirty five 

minutes.   

2.4 Data Analysis  

The interview was transcribed and the initial 

method of analysis, referred to as manual 

analysis, was to thematically analyse the data 

according to the categories in the Perceptual 

Cycle Model. The coding Scheme and examples 

are provided below: 

 

� Schema: cognitive representation of 

present environment (current/existing 

knowledge), informed by experience 

and expectation. Example: “…can 

pretty much guarantee one on most 

flights…the expectation is that there 

will be some sort of glitch” 

� Action: Perceptual exploration, 

locomotion and action. Example: 

“…entered destination into the 

navigation system” 

� World: potential or available 

information, physical states and 

conditions. Example: “…the power 

was on…” 

 

  The data was modeled into the Perceptual 

Cycle Model following a structure of timeline of 

events during the incident. The phases of the 

incident were as follows; onset of problem 

(blank screens), immediate safety action, 

diagnosis 1 (circuit breakers), diagnosis 2 

(emergency checklists), diagnosis 3 (electrical 

check) and decision (return to base). 

  Two colleagues who were not involved in the 

study coded segments of the interview transcript 

to asses for inter-rater reliability. The results of 

this coding were compared to that of the 

original analyst and a percentage of agreement 

between the raters was derived. The second 

phase of data analysis was to import the data 

into the Leximancer™ program. Five main 

stages are performed in order to transform 

transcripts into concept maps [9]:  

 

1. Conversion of raw (text) data: definition 

of sentence and paragraph boundaries 

2. Concept identifications: keywords are 

automatically extracted based on 

proximity, frequency and other 

grammatical parameters 

3. Thesaurus learning: clusters are formed 

based on the extent to which collections 

of concepts appear together throughout 

the text 

4. Concept location: blocks of text are 

tagged with associated concept names 

5. Mapping: a visual representation of the 

semantic network is produced showing 

how concepts link to each other 

 

The analyst has the option to define parameters 

of analysis such as how many sentences 

analyzed per block. As this paper is intended as 

an exploratory analysis a variety of editing 

options were tested. The outcome of this testing 

was to keep the analysis parameters as 

automatic (default options) as possible. This 

will result in a more objective analysis and will 

increase repeatability and speed of analysis 

which are suggested as reasons for using 

Leximancer™ in the first place [29]. The 

following changes were made to the 

Leximancer™ default options, in line with 

guidelines in the user manual for how to analyse 

transcript data [23]: 
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� Prose test threshold set to 0 (because the 

text is a colloquial transcript) 

� Auto-paragraphing was switched off 

(because the transcript had no spacing 

for paragraph boundaries) 

� Merge word variant was switched on 

(this will merge headwords such as look 

to include looking and looked) 

� Merge similar words (these were 

manually defined as 

electrical/electronics, problem/problems 

and circuit/breakers) 

� Name-like words were removed (for 

example Lee-on-Solent) as they were 

not relevant to the analysis 

3 Results 

3.1 Inter-rater reliability 

Literature suggests that an acceptable level of 

agreement for inter-rater reliability can 

generally be defined as eighty per cent or above 

when reliability is calculated as the number of 

agreements divided by total number of segments 

[31]. Of the thirty two segments, agreement 

between the two coders and the criterion coder 

averaged eighty-six percent.  

3.2 Thematic manual analysis 

Below is a synopsis of the critical incident 

from the overview provided by the pilot:  

 

“…Finished winching… then going to cliff 

winch… put in destination into the navigation 

system…typed in the three digit code… all the 

screens, well the 4 primary screens, went blank.  

Fortunately it was a clear day. So…put it into a 

safe configuration…went to autopilot… 

standard thing that we do.   We initially started 

looking for circuit breakers... if any had popped. 

Couldn’t see any, went to the flight cards…there 

wasn’t one for that… not the sort of thing that is 

expected…agreed we would head back …looked 

at the electrical power and the generators to 

make sure the power was on …We do get lots of 

electrical problems and can pretty much 

guarantee one on most flights...the expectation 

is it’s going to come up with some sort of glitch. 

Headed back discussing what electrics could 

have caused the problem…”  

 

   For each phase of the incident the data were 

modeled into the Perceptual Cycle Model, Fig. 2 

provides an example of the manual data analysis 

for the summary of the whole incident.  

 

  

Fig. 2 Summary of the critical incident modeled into 

the Perceptual Cycle Model [11] 

 

In the manual analysis 49% of the transcript 

was classified as schema, 29% as action and 

22% as world. The fundamental principle 

behind Neisser’s [11] original model is that 

information does not move in a simple linear 

flow but rather a cyclical interactive process. 

When dealing with this incident the pilot’s 

perspective was compounded by a host of issues 

that are associated with the pilot’s schematic 

representation about the aircraft. The pilot’s 

diagnostic assumptions were based on his 

experience and expectations of the aircrafts’ 

electrical system, which in turn led to his 

interaction in the world (fault diagnosis) being 

focused on the electrical system, rather than 

taking other factors into consideration.  The 

situation in the world assisted his decision 

making (i.e. had it not been a clear day returning 
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to base may not have been an option) but the 

conditions in the world did not impact his 

individual cognitive representation of the 

situation (i.e. nothing changed his assumption 

that there was an electrical fault. It turns out that 

an electrical fault was not to blame, instead the 

loss of screens was due to software 

malfunction).   

3.3 Thematic Leximancer™ analysis   

The Leximancer™ output defines concepts 

as collections of words that ‘travel together’ 

throughout the text. These are weighted 

according to their frequency of occurrence in 

‘concept containing’ sentences and non-concept 

sentences. The analysis generated twenty two 

concepts. Figure 3 displays the top ten concepts 

annotated with percentage relevance (100% 

being the most frequently occurring concept). 

Concepts are contextually clustered on the map 

such that if they frequently appear together or in 

similar situations in the text, they will be close 

together on the map. For the CDM data 

analyzed here, problem and electronic were the 

most common (frequently occurring) concepts 

(100% relevance each). Interestingly, 

experience/knew, information and flying all 

featured in the top ten concepts. These concepts 

are akin to the coding scheme; schema, world 

and action used in the manual analysis and will 

be discussed in more detail in the following 

section. Leximancer™ also displays concept 

connections with other concepts (not necessarily 

in the top ten). For example, the concept of 

information is highly linked to screens (86% 

level of co-occurrence) and conditions (67%).  

 
Fig. 3 Top ten concepts (with percentage relevance) 

from Leximancer™ output  

Concept groupings are referred to as 

‘themes’, these increase the analysis from 

individual items to broader, highly connected 

clusters. As with concepts, themes are assigned 

a relevance value (relative to the most 

connected theme which is always 100%). Figure 

4 shows the top ten themes and percentage 

relevance. In this analysis, problem is the most 

relevant theme. As with the concepts, themes 

have also been identified that are akin to the 

coding scheme used in the manual analysis, 

including; information (38%), flying (30%) and 

knew (12%).  

 

Fig. 4 Top ten themes (with percentage relevance) 

from Leximancer™ output 
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4 Discussion 

Using the manual analysis approach, all data 

were able to be coded according to the 

principles of the Perceptual Cycle Model and at 

the highest level it would appear that the data 

fits with this model. It does appear that by using 

the CDM approach, information was elicited 

that can be understood in terms of Schematic 

principles. For example, during this incident the 

pilot’s individual Schema of the situation was 

that there was an electrical fault with the 

aircraft. As the Schema literature suggest, this 

was heavily influenced by his experience of 

flying that aircraft as it often had electrical 

faults and therefore his expectations were set 

accordingly. It is clear to see how influential 

schemata are in decision making and subsequent 

actions during this critical incident in the 

cockpit. Whilst the pilot attempted a variety of 

actions (for example, checking circuit breakers 

and consulting flight reference cards) the 

actions always came back to looking for an 

electrical fault, as this is where his Schema was 

directing him, information in the world did not 

modify that Schema (i.e. nothing told him 

otherwise). 

The purpose of this exploratory analysis was to 

compare the Leximancer™ output to that of the 

manual analysis which used a coding scheme 

based on the principles of the Perceptual Cycle 

Model, namely; schema, action and world. 

Leximancer™ identified twenty two individual 

concepts and ten key themes, this is far more 

than the three codes used in the manual analysis. 

This however, can be expected when using an 

automated computer program that has no pre-

defined constraints on the number of concepts 

or themes it generates. As the purpose of this 

paper was to explore the Leximancer™ output 

in terms of its relevance to the Perceptual Cycle 

Model the main focus of the discussion will be 

on the concepts and themes relevant to elements 

of the Perceptual Cycle. There appear to be 

many similarities and over-laps between the 

manual and Leximancer™ analyses, suggesting 

that the elements of the Perceptual Cycle are a 

suitable way to model and understand 

processing in the cockpit during a critical 

incident.  

Table 1 shows the top ten concepts along with 

their percentage of relevance.  

 
Order of 

importance 

Relevance 

(%) 

Concept 

name 

Problem 
1 100 

Electronic 

Screens 
2 78 

Decision 

Experience 

Information 3 67 

Head  

Aircraft 

Flying  4 56 

Knew  

Table 1. Top ten concepts with percentage relevance 

  It makes sense that problem and electronic 

were the two most relevant concepts as the 

critical incident transcript discussed the decision 

making process that occurred when trying to 

solve what the pilot thought was an electrical 

problem. The same applies for the relevance 

assigned to screens and decision, as the context 

of the transcript data was decision making due 

to the loss of screens in the cockpit. It is 

interesting to note that in the top ten concepts 

experience, information, flying and knew feature 

as these are comparable with the manual 

analysis categories. Experience and knew are 

akin to the schema code used in the manual 

analysis, whilst information relates to world and 

flying to action. Leximancer™ allows the 

concept data to be explored in terms of which 

concepts are connected with other concepts 

(also visible in connection lines in Fig.3, i.e. the 

closer concepts are together, the more closely 

they are associated). When looking at the 

primary concept of problem, experience is the 

next most connected concept. This suggests that 

in the context of problem solving, schemata 

(prior experience of a situation) are the most 

prevalent sources of information to assist with 

the process. Whilst the concept data provides an 

overview of individual elements of the 

transcript, it is the themes (clusters of concepts) 

that represent a higher level of analysis of the 

overall situation and these will be discussed in 

further detail.  

  Table 2 shows the top ten themes along with 

their percentage of relevance.  
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Order of 

importance 

Relevance 

(%) 

Theme 

name 

1 100 Problem 

2 38 Information 

Flying 
3 30 

Head 

4 27 Decision 

5 12 Knew 

6 10 Circuit 

7 9 Happened 

8 6 Conditions 

9 2 Day 

Table 2. Top ten themes with percentage relevance 

 

  It is to be expected that problem would be the 

highest ranking theme as the transcript was in 

the context of problem solving a critical incident 

and therefore this can be seen as the umbrella to 

subsequent themes. Similarly, decision features 

in the theme list, interview questions were 

constructed around the process of decision 

making and therefore the term decision features 

highly in the answers. As with the similarities in 

the concept list between the Leximancer™ 

output and manual coding, several themes were 

identified, including; information, flying and 

knew that are akin to the manual coding themes.      

There appears however to be a stark contrast 

between the Leximancer™ and manual analysis 

and the amount of relevance placed on each 

theme. In the manual analysis nearly half the 

data (49%) was classified as Schema. However 

the only theme relating to schema in the 

Leximancer™ output is knew (12% relevance to 

the over-arching theme of problem). It should 

be noted that the percentages represented in the 

manual and Leximancer™ outputs are not 

comparable insomuch that percentages relating 

to the manual output are an actual reflection of 

the total amount (i.e. the higher the amount the 

more it was represented), whereas the 

Leximancer™ percentages refer to connectivity 

to the primary theme. It can however be 

assumed that if the two data analysis method 

outputs were identical, then the themes given 

the most prominence in Leximancer™ would be 

the ones most represented in the manual 

analysis. This however was not the case; much 

more of the transcript in the manual analysis 

was identified as being relevant to schema. For 

example there are no stand alone themes 

relating to experience and expectation and 

recurring references were made to these in the 

transcript. Experience however was identified as 

a concept in Leximancer™ and at a concept 

level was the most connected concept to 

problem but not at a theme level.  

  For each theme, Leximancer™ provides a 

summary of the most relevant transcript 

extracts. For the theme of information the 

extracts relate to physical sates and pieces of 

information that were coded as world in the 

manual analysis. Two examples are presented 

below:  

 

“the physical information available was blank 

screens, small artificial horizon and I could see 

out the window” 

 

“…the four primary ones [screens] went 

blank…” 

 

Information is the second most relevant theme 

in the Leximancer™ output, however only 22% 

of the transcript was classified as world in the 

manual analysis. Furthermore, conditions and 

day were identified in Leximancer™ as separate 

themes. Inspecting the transcript extracts 

associated within these themes reveals extracts 

that were coded as world in the manual analysis 

and also overlap between some of the extracts in 

the information theme which is why the themes 

are closely related on the concept map. Whilst 

this example highlights how three of the themes 

Leximancer™ generated (information, 

conditions and day) are akin to the manual 

coding scheme of world, it also shows a further 

difference between the Leximancer™ output 

and manual coding. In that Leximancer™ 

defines much narrower and specific themes than 

the manual coding.  

The final theme in the manual analysis was 

action which was allocated to 29% of the data. 

As with the other manual themes, action was 

represented with the Leximancer™ output, 

although under a different name; flying. The 

flying theme received a more prominent 

representation than its equivalent (action) in the 

manual analysis as flying was the third most 

relevant theme identified by Leximancer™. 
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Furthermore, the Leximancer™ themes of head 

(the term head is misleading, here it refers to 

‘heading north’ or ‘heading back to base’ and is 

therefore more of a navigation theme) and 

happened (in the context of ‘thinking about 

what happened’) included extracts that were 

coded as action in the manual analysis. 

This exploratory analysis has compared the 

output of a manual thematic analysis with an 

automated analysis process. There are 

similarities between the two output methods 

insomuch that elements of the Perceptual Cycle 

which were used as the coding scheme for the 

manual analysis (schema, action and world) are 

represented in the automated analysis. The 

names may be different but the content (text 

extracts) that informs each theme are the same. 

This finding is encouraging when using the 

Perceptual Cycle Model as the foundation of 

critical incident and error research in the 

cockpit. The fact that the automated and more 

objective analysis method included the elements 

of the Perceptual Cycle in its classification of 

themes suggests that there is a reliance on 

Schema and the interaction of action and world 

information when dealing with critical incidents 

in the cockpit, at least in the case study 

presented here. The key difference between the 

manual and automated analyses was the level of 

importance each theme received. The 

Leximancer™ analysis appears to be driven by 

‘world’ constraints whereas the manual analysis 

appears to be driven by ‘cognitive’ constraints. 

This distinction is highlighted by Vicente [32] 

in his explanation of ecological versus cognitive 

approaches to design. In the former, the mind 

needs to adapt to designs informed by world 

constraints (for example, laws of physics), 

whereas in the latter, existing mental models 

inform the design. This distinction however may 

be too absolute; in Schema Theory the world-

mind boundaries are somewhat blurred and 

permeable [11].  

This initial exploratory analysis has opened up 

interesting avenues to explore in future work 

Firstly, it would be interesting to manually 

define concepts within the three themes and 

assess the similarity to the specific concepts 

generated in Leximancer™. The three principles 

used in the manual coding are akin to 

Leximancer™ themes (i.e. a cluster of 

concepts). Each theme could be broken down 

into the concepts within them, for example, the 

manual coding theme of schema would include 

the concepts of experience, expectation and 

knowledge. Secondly, Leximancer™ has an 

‘edit concept’ option in which concepts and 

themes can be manually defined and concept 

words assigned to each theme. This function 

was not employed here because the results of a 

purely objective analysis were sought. It would 

be interesting to assess the output if 

Leximancer™ was given increased guidance 

and whether there would be more overlap with 

the manual analysis. The results of this case 

study need to be replicated with other CDM 

interviews to validate the findings made here.    

5 Conclusion 

To conclude, it would appear that from a 

comparison of a manual thematic analysis and 

the output of the automated Leximancer™ 

analysis there are similarities in the themes 

generated. This provides support for using the 

Leximancer™ tool in future research which will 

result in a reliable, repeatable and rapid analysis 

process. Further exploratory work however is 

suggested to finalize the editable functions of 

Leximancer™ to ensure the most appropriate 

analysis is generated. Although not the primary 

focus of the study, the results here provide 

further support for using the Perceptual Cycle 

Model as a foundation to explain decision 

making and error in the cockpit as it would 

appear that the core elements of the Perceptual 

Cycle were represented in a more objective 

method of data analysis. 
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Abstract  

A strategy for Contra-Rotating Open Rotors 
blades design is presented. It is based on 
several analytical or Computational Fluid 
Dynamics (CFD) tools with increasing levels of 
accuracy. A preliminary design is made with a 
lifting-line code. These first geometries are then 
validated and improved with more advanced 
CFD methods. Steady CFD computations on a 
blade passage using the mixing-plane technique 
permit to perform an accurate sensitivity 
analysis of the main blade geometrical 
parameters.  The key parameters driving the 
propulsive efficiency are thus identified. 

Modeling rotor-rotor interactions require more 
costly unsteady simulations such as 
chorochronic computations on a blade passage, 
or chimera/sliding-mesh techniques on the full 
model to assess the installation effects. At the 
end of the design process, these unsteady 
methods are used to validate the robustness of 
the advanced designs to those interactions. 

The relevance of this strategy is discussed 
through its results and limitations. 

Nomenclature 

ρ  air density [kg/m3] 
γ air adiabatic coefficient 
a  celerity of sound [m/s] 
N  front propeller rotational speed [rev/s] 
ω  angular speed [rad/s] 
D  front propeller diameter [m] 
r  radial location [m] 
R propeller tip radius [m] 
J  front propeller advance ratio 
V  infinite inflow velocity [m/s] 
p static pressure [Pa] 
M∞ infinite Mach number 
Cth thrust coefficient 
Cp power coefficient 
η propulsive efficiency 
. F  variable related to front rotor 
. R  variable related to aft/rear rotor 
. SEC variable related to blade section 

1 Introduction 

Contra-Rotating Open Rotors (CROR) are 
highly efficient aircraft propulsion systems [1]. 
This concept promises significant reductions of 
fuel consumption and pollutant emissions. Its 
interest is highlighted by the current context of 
economic and environmental concerns. After a 
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period of fruitful developments and tests 
performed in the US during the ‘80s in response 
to the oil crisis of that period, interest in CROR 
decreased and they finally never reached the 
commercial aviation. 

Current economic and environmental 
objectives have led aeronautical industry to put 
new research efforts into that concept which is a 
candidate for next generation short-range 
aircraft propulsion systems. Emphasis is put on 
the development of experimental and numerical 
methods dedicated to better understand and 
predict CROR aero-acoustic behavior. 

The CROR propeller design is a complex 
task as it involves multidisciplinary aspects like 
aerodynamic, acoustic and structural concerns. 
Already for an isolated engine the strong 
front/rear rotors aerodynamic wake and 
potential field interactions cause unsteady flow 
on the blades and interaction noise. These 
interactions are even more significant in 
installed conditions on the aircraft. Indeed, 
depending on the chosen configuration and 
because of the presence of the pylon, wing, and 
due to aircraft incidence, the propeller inflow is 
not uniform. Therefore the flow on the blades 
presents even more unsteadiness and will 
impact not only the aerodynamic performances, 
but also the acoustic emissions and the 
structural integrity of the propeller. 

 
This paper presents the development of a 

CFD-based strategy for aerodynamic design of 
CROR blades. Nowadays several types of 
numerical methods and levels of modeling are 
available. Fast techniques such as lifting line 
methods have been widely used up to now [2]. 
However these methods are not sufficient any 
more, even though they remain valid for 
preliminary design. A higher level of accuracy 
is sought and can be found in more advanced 
CFD methods able to simulate the complete 
three-dimensional viscous flow and even its 
unsteadiness. 

Two kinds of CFD methods need to be 
considered. Firstly, because the design process 
requires many iterations there is a strong need 
for a flexible mesh generation and short-time 
response CFD. Secondly, a deeper analysis is 

performed with costly unsteady computations in 
order to validate a specific configuration. 

The following paragraphs present these 
different methods and show how they are used 
to conduct a complete design process. Besides, 
results are presented that can be expected at 
each step. 

2 Preliminary Design 

The first step of CROR blades design aims to 
define a preliminary set of reference geometries 
respecting global aerodynamic performance, 
installation, structural and acoustic constraints. 

2.1 Operating conditions 

Two conditions are considered in the design 
process: 

- Cruise: Mach 0.75 / RPM 795 / Alt 35kft 
- Take-off: Mach 0.20 / RPM 1032 / Alt 0ft 

2.2 Performances 

The different designs have to fulfil the cruise 
and take-off propeller thrust requirements. That 
sets the global thrust coefficient: 

42 .. DN
Thrust

Cth GLOBAL

ρ
=   

(1) 

Engine considerations also fix the power 
ratio between the front (F) and rear (R) rotors: 

RR

FF

R
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ω
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These requirements will be satisfied during 

the iterative design process by adapting the front 
and rear propeller pitch angles βF and βR. 

 
The aerodynamic performance of each design 

is given by the propeller propulsive efficiency: 

Cp
Cth
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V

Cp
CthJ

.
. ==η   

(3) 

The objective of the design process is to 
optimize this efficiency. 
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2.3 Reference propeller dimensions 

For a 150-seat single aisle short range aircraft 
with a rear-mounted pusher engine 
configuration, installation concerns limit the 
diameter of the propellers to 14 feet. A high 
value is preferable both for performances and 
acoustics. For acoustic reasons, the rear rotor 
diameter is lowered by 10% in order to reduce 
its interaction with the front rotor tip vortex. To 
maintain the aft propeller blade surface its blade 
chord is increased. 

Front and rear rotor blade numbers, which 
are the results of a compromise between 
aerodynamics and acoustics, have been chosen 
as 11 and 9 respectively. For the same reasons, 
the distance between front and rear rotors planes 
is set to 950 mm. 

2.4 Definition of the blade shape 

The shape of the blade is defined by the 
following radial blade laws distributions: 

- Airfoil type 
- Chord (m) 
- Relative camber (% of chord) 
- Relative thickness (% of chord) 
- Twist angle (°) 
- Sweep angle (°) 
- Dihedral (m) 
 
Structural considerations associated to 

reference geometries found in literature permit 
to define a relative thickness (decreasing from a 
minimum foot value to a minimum tip value) 
and chord distribution. At the same time, an 
airfoil type is selected as a compromise between 
the different operating conditions of the 
propeller (e.g supercritical airfoil). 

The first lifting line computations with the 
code LPC2 from ONERA [3] are now 
performed at high and low speed conditions 
with imposed target thrust and power ratio with 
a convergence on pitch angle settings. Some 
iterations are necessary to determine camber and 
twist distributions that give at high speed the 
target load distribution (e.g. Goldstein load 
distribution [4]). Fig. 1 shows the limitations of 
the modeling of the load distribution (especially 
a root and tip) using this lifting line code. 

 

Fig. 1 Aerodynamic load distribution computed with 
lifting line method compared to ideal distribution 

 
The final step is made through a new series 

of lifting line computations to find a more 
adequate sweep distribution in order to reduce 
the compressibility losses and increase the 
efficiency. For structural considerations, one has 
to be careful that the blades remain balanced 
around their pitch change axis. 

 
Even though the quality of the lifting line 

solution is questionable, this first step is 
important because the design choices made at 
the beginning may condition the further results 
obtained with more accurate methods. 

2.5 Reference configuration 

This approach has led to the AI-PX7 11x9 
CROR blades design. The blades are mounted 
on a representative nacelle dummy (Fig. 2). This 
configuration will be used as reference for 
further steps of the design. This is also a current 
reference configuration for the European 
SFWA/CleanSky project1. 

 
Fig. 2 AI-PX7 CROR Configuration 

 
1 http://www.cleansky.eu/ 
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The upstream infinite Mach number was 
adjusted in order to have M=0.75 in the 
propeller plane (i.e. aircraft installed 
conditions). 

3 Detailed design 

In a second phase the goal is to enhance the 
aerodynamic performances of the proposed 
CROR. This is done through an analysis based 
on more accurate CFD tools which are able to 
simulate the 3D steady flow on the blades. 

3.1 Mixing plane technique 

The first approach consists in performing 
steady RANS computations on a limited-size 
grid using the mixing plane technique in the 
ONERA code elsA [5]. 

Each rotor is restricted to one inter-blade 
passage. The flow is solved in the rotating 
frame. At the interface between front and aft 
rotor grids, data is azimuthally averaged along a 
mixing plane. On the lateral boundaries periodic 
boundary conditions are set. 

 
In contrast to a full unsteady modeling the 

steady-state mixing plane approach does not 
permit to simulate the interactions between the 
propellers, as well as any incidence or 
installation effects. Only steady load is known 
and this restricts any future acoustic evaluation 
to steady load and shock noise assessment. 

However, such a method is well adapted for 
an aerodynamic design purpose, as it gives 
access to the 3D blade flow within a short 
computation time. 

 

 
Fig. 3 Structured mesh on AI-PX7 configuration 

(mixing plane technique) 

3.2 Automatic process 

The interest of this kind of intermediate 
method is its ability to compute a high number 
of configurations. This can be even more 
efficient if the CFD solver is embedded inside 
an automatic process also including CAD and 
mesh generation tools. This design strategy is 
adopted here. 

This automatic process is very important, as 
the extension of this work will be the integration 
of the parametrical design process into an 
aerodynamic and finally an aero-acoustic 
optimization process. 

3.2.1 Blade parameterization 

The first step of such an automatic process is 
to generate the blade shape. All the parameters 
previously defined in Section 2.4, as well as the 
pitch angles of the front and aft blades, are 
controlled. The goal is to respect with the 
highest possible accuracy the target radial blade 
laws distributions by an adequate set of control 
sections (Fig. 4). 

 
Fig. 4 AI-PX7 Front Blade Parameterization 

 
The in-house tool PADGE (Parametrical And 

Differentiated Geometrical Engine) [6] uses 
these control sections to reconstruct the 
complete blade surface. The generation of the 
shape is ensured by the use of NURBS (Non-
Uniform Rational Basis Splines) calculated 
between sections with tangency constraints at 
the sections location. One strong interest of this 
method is the capacity to control and modify the 
shape with the relevant parameters defining the 
blade shape. 
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3.2.2 Initial mesh 

The geometry obtained through this 
parameterization tool is mounted on the nacelle 
and the structured multi-block mesh is 
generated, with a boundary layer mesh both on 
blades and nacelle. It has been shown that a 4 
million nodes grid for the front and rear inter-
blade passage is sufficient to perform an 
aerodynamic study of the CROR. 

3.2.3 Mesh deformation 

This reference mesh is an input for the 
initialization of the blade shape 
parameterization tool. From this point on, any 
modification of a parameter (shape or pitch 
angle) is treated through the in-house tool 
VOLDEF (VOLume mesh DEFormation) [7] as 
a displacement of the surface nodes and 
propagated in the volume mesh until the 
boundary of the domain. The displacement of 
the boundaries can be limited or even forbidden. 
This is particularly important for periodic sub-
faces and the mixing plane. 

3.2.4 RANS computations 

Computations are run on the elsA CFD solver 
from ONERA. The study is performed with the 
Sparlart-Allmaras one-equation turbulence 
model. 

3.2.5 Post-processed data 

 Propeller performances analysis requires 
essentially post-processing of pressure and 
friction data on the surface of the blades. 
Integration gives access to the aerodynamic 
forces and moments and so to the front, aft and 
global performances coefficients Cth, Cp and η. 

For local analysis of the flow on the blades, 
the pressure coefficient taking into account the 
relative velocity due to the propeller rotation is 
defined as: 
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The radial distributions of lift and drag 
coefficients are defined as: 
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with FlSEC and FdSEC the radial section forces 
(taking into account the pressure and friction 
contributions) respectively normal and tangent 
to the profile chord whose length is c. 

3.3 Pitch angles adaptation 

As previously stated, the blades have to 
provide the required thrust and power ratio. As 
the RPM is fixed, the only way to respect those 
specifications is to find the adapted pitch angle 
settings on both rotors. These settings cannot be 
known directly. For each rotor a minimal and a 
maximal pitch angles must be defined such as 
the corresponding thrust and power ratio ranges 
will always include the target values for 
different blade shapes. As explained in Fig. 5, 
four computations are needed and adapted pitch 
angles are found by a linear interpolation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Aerodynamic Computations Process  

Mesh #1 
βF MIN / βR MIN

Mesh #2 
βF MIN / βR MAX

Mesh #3 
βF MAX / βR MIN 

Mesh #4 
βF MAX / βR MAX

Computation #1 Computation #2 Computation #3 Computation #4

βF and βR and η interpolation at target thrust and power ratio

Reference Mesh (AI-PX7) 
βF REF / βR REF 

VOLDEF 4 pitch angles 
settings 

new shape 
parameters 

VOLDEF 

Mesh at interpolated βF / βR 

Final computation 
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For simplicity reasons, the same extreme 
pitch angle values are taken for front and aft 
rotors. These have been estimated by the lifting 
line method with ±5% variations on the target 
thrust and power ratio. 

A final computation is then done with the 
interpolated pitch angles giving thus access to 
the blades aerodynamic at the required 
operating conditions. 

3.4 Sensitivity analysis 

In the following paragraphs some results of a 
sensitivity analysis are presented. Shape 
modifications are performed on the AI-PX7 
reference configuration. The objective is to 
identify some geometrical modifications that 
influence significantly the aerodynamic 
propeller performances (efficiency) at high 
speed. 

The choice of each modification is either a 
consequence of the analysis of the reference 
configuration, for which weaknesses and 
potential improvements have been identified, or 
it is due to an external constraint such as 
structural or acoustic. 

It has to be mentioned here that the level of 
impact of some of the parameters depends 
strongly on the reference design layout. 

3.4.1 Effect of chord modification 

A first interesting test is to scale the front and 
aft chord distributions by a global factor. Table 
1 highlights the potential efficiency increase 
that can be obtained with a smaller surface, 
confirming the fact that the blades are not 
working at the optimal L/D ratio. 

 
Table 1 Efficiency evolution for chord modification 

Case 
Efficiency 

(vs. reference) β FRONT β AFT 

+10% on global chord -0.40% -0.19° -0.11° 

+5% on global chord -0.19% -0.10° -0.05° 

-5% on global chord +0.18% +0.11° +0.06° 

-10% on global chord +0.34% +0.23° +0.12° 

 

3.4.2 Effect of sweep modification 

Sweep angle is now increased at the tip of 
front and aft blades to reduce the local Mach 
number and thus the shocks intensity. As it 
appears on Table 2, no significant effect is 
noticed on the propeller efficiency for an 8° or a 
14° tip sweep increase. 

 
Table 2 Efficiency evolution for tip sweep modification 

Case 
Efficiency 

(vs. reference) β FRONT β AFT 

+8° on tip sweep -0.04% -0.03° +0.03° 

+14° on tip sweep -0.04% -0.01° +0.08° 

 
In a second step, the sweep distribution is 

increased all over the blade except at the tip. 
This is done keeping 0° sweep at r/R=55% and 
increasing the negative blade root sweep by -4°. 
Table 3 reports an insignificant effect. 
Apparently, increasing the sweep (locally or 
globally) has no major effect on the efficiency. 
The reference blade has obviously already a 
sufficient sweep level and therefore no strong 
shocks (Fig. 6). 

 
Table 3 Efficiency evolution for sweep modification 

Case 
Efficiency 

(vs. reference) β FRONT β AFT 

Scaled sweep +0.02% +0.05° +0.03° 

 

    
Fig. 6 Front blade suction side pressure coefficient 

distribution (reference vs. scaled sweep) 

3.4.3 Effect of twist modification 

A direct way to modify the load distribution 
is to change the root and tip blade twist. Two 
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tests are performed here: first the tip twist is 
decreased by 3.2°, secondly the root twist is 
diminished by 2.3°. Both cases correspond to a 
local load reduction. A third case combines 
these two modifications. 

Effects on efficiency are presented in Table 
4. It appears that a lower twist angle at blade tip 
increases the efficiency. On the other side the 
blade root twist modification decreases the 
efficiency. This can be explained by a better 
matching or respectively by a deviation from the 
optimal blade loading distribution. The 
combination of these two modifications has 
consequently no effect on the efficiency. 

 
Table 4 Efficiency evolution for twist modification 

Case 
Efficiency 

(vs. reference) β FRONT β AFT 

-3.2° on tip twist +0.28% +0.05° +0.11° 

-2.3° on root twist -0.41% +0.12° +0.17° 

-3.2° on tip twist  
and -2.3° on root twist -0.10% +0.17° +0.28° 

 

3.4.4 Effect of camber modification 

Front blade camber level has been defined 
during the preliminary design step to fulfil take-
off thrust requirements. The margin was 
significant, so the camber is likely to be 
diminished. A -30% factor is applied on the 
front camber distribution to assess the potential 
benefits. 

As presented in Table 5, the loss of lift is 
recuperated by a large front pitch angle increase. 
Decreasing the blade camber level results in a 
profile drag reduction and so an increase of 
efficiency (Fig. 7). 

 
Table 5 Efficiency evolution for camber modification 

Case 
Efficiency 

(vs. reference) β FRONT β AFT 

-30% on front camber +0.42% +0.64° -0.05° 

 

 
Fig. 7 Front blade sectional drag coefficient radial 

distribution (reference vs. lower camber)  

3.4.5 Effect of thickness modification 

Manufacturing or structural constraints are 
likely to limit the blade thickness to a minimal 
value. Two tests are therefore performed to 
assess the impact of such a modification. In the 
first case the blades are regularly thickened 
along the whole span to reach 1% more relative 
thickness at blade tip compared to the reference 
geometry. In the second case the blades are 
thickened starting from r/R=80% to the tip 
where there is a 0.5% increase of relative 
thickness. 

Table 6 shows the deterioration of the 
performances in the first case, mainly caused by 
a drag increase. 

 
Table 6 Efficiency evolution for thickness modification 

Case 
Efficiency 

(vs. reference) β FRONT β AFT 

Global thickness 
increase (up to +1% 
relative thickness) 

-0.47% +0.04° -0.01° 

+0.5% tip relative 
thickness -0.06% < 0.01° < 0.01° 

 
In the second case the impact is very low. 

Actually, the reference blade tip is already very 
thin, and this result demonstrates that there is a 
margin to increase tip thickness without 
impacting the efficiency. 

4 Unsteady computations 

As a last step of the aerodynamic design 
process the robustness of the blade design to  
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flow non-homogeneities due to front/rear rotor 
interactions and installation effects (here 
incidence effect) has to be assessed. 

The objective is to check that the 
performances of blades previously designed 
with the RANS iterative design process are still 
satisfactory under these unsteady flow 
conditions. This analysis is here performed 
by unsteady computations on the full model of 
the AI-PX7 configuration using the elsA solver. 

4.1 Chimera technique 

One suitable way is to perform URANS 
computations with the Chimera mesh technique 
[8]. Here, a background grid plus two 
cylindrical rotating grids for each rotor are 
linked through overlap regions as depicted in 
Fig. 8. Variables exchange between the different 
grids is done by interpolations in the overlap 
regions. 

The interest of this technique is the ability to 
use a well-adapted grid with an adequate 
refinement on the blades without impacting the 
density in the background mesh. Moreover new 
geometries can be quite easily assessed 
replacing only the Chimera grids. 

First applications of this technique on CROR 
have been published by Stuermer and al. 
[9][10][11]. The work performed on the Airbus 
AI-PX7 propeller is an application of recent 
developments and studies made by François and 
al. [12] who have defined best practices for such 
computations with the elsA solver. 

4.2 Computations 

The elsA solver is used to perform unsteady 
simulations on a 53 million nodes mesh with 
boundary layer meshing. For the performances 
assessment, the choice has been made to use a 
time step equivalent to 2 degrees of rotation, in 
order to simulate the main fluctuations 
associated to rotor-rotor interactions and 
incidence effect. 

Starting from a converged solution (obtained 
after three rotations), an additional rotation is 
computed to get a converged cycle. 

 

 

Fig. 8 Chimera mesh on AI-PX7 Configuration 

4.3 Propulsion performances 

As for the RANS computations, the first 
check is made on the performances. Such 
simulations provide reliable results on forces 
fluctuations encountered by a blade, at least for 
the first harmonics of the incidence effects and 
rotor/rotor interactions [12]. However Fig. 9 
highlights, on the example of the thrust 
coefficient, the balancing that appears when 
taking into account the complete propellers. 
Only negligible rotor-rotor interaction 
fluctuations can still be observed. The result is 
the same for fluctuations linked to incidence 
effect, for which a slight increase of mean thrust 
appears (only 0.3% with a 2° angle of attack). 
 

 
Fig. 9 Front, aft and global thrust coefficient 

fluctuations for 0°, 1° and 2° incidences 

4.4 Aerodynamic field on blades 

In addition to global performances it is 
interesting to observe the local unsteady 
aerodynamic phenomena occurring on blades. 
This can help in identifying parts of the blades 
that are not robust and are source of too much 

global 

front 
aft 

Front rotor 
rotating mesh 

Aft rotor 
rotating mesh 

Background mesh 
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deterioration of performances in unsteady 
conditions. 

The analysis of the pressure field gives a 
good description of the flow. Fluctuations 
related to incidence effect can be observed on 
Fig. 10. Front blade 75% radial section pressure 
coefficient cuts are plotted for incidences 0, 1 
and 2 degrees for the angular positions 120° and 
290° which approximately correspond to the 
minimal and maximal load positions. For zero-
incidence there is only a slight fluctuation, 
which is caused by the potential field 
interactions with the aft rotor. For 1° and 2° 
incidences, the rotor-rotor interaction 
fluctuations are weak compared to those related 
to the incidence effect whose period is one 
propeller rotation. 

Those unsteady effects can also be observed 
on the aerodynamic load distributions (Fig. 11). 
In the present case, a good robustness of the 
blade can be noticed because there is no drop in 
the load distribution. Of course these 
fluctuations may have a significant impact on 
structural integrity or acoustic emissions and 
should be mastered but this is not the scope of 
this paper. 

For the aft blade (Fig. 12 and Fig. 13), the 
same kind of fluctuations can be noticed. 
However, the amplitude related to the incidence 
effect (once per rotation) seems to be a bit less 
pronounced. This is due to the front rotor, which 
straightens the flow. Once again no unfavorable 
behavior is observed. 

 

 
Fig. 10 Front blade pressure coefficient distribution 

(75% relative radial location) at 120° and 290° 
angular position (incidences 0, 1 and 2°) 

 
Fig. 11 Front blade radial aerodynamic load 

distributions at 120° and 290° angular position 
(incidences 0, 1 and 2°) 

 

 
Fig. 12 Aft blade pressure coefficient cuts (75% 

relative radial location) at 144° and 318° angular 
position (incidences 0, 1 and 2°) 

 

 
Fig. 13 Aft blade radial aerodynamic load 

distributions at 144° and 318° angular position 
(incidences 0, 1 and 2°) 
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A stronger impact of the incidence effect can 
be seen at the front blade root where the shock 
intensity is strongly increasing for 2° for the 
down-going blade (Fig. 14). Nevertheless no 
flow detachment is observed. 
 

 
Fig. 14 Front blade pressure coefficient distribution 

(40% relative radial location) at 120° and 290° 
angular position (incidences 0, 1 and 2°) 

5 Conclusion 

A complete aerodynamic CROR blades 
design process has been presented. The lifting 
line approach permits to define a reference 
geometry. The performed RANS sensitivity 
study gives an idea about the main blade shape 
parameters influencing the propulsive 
efficiency. The unsteady computations analysis 
permits to focus on critical blades areas. 

Extensions of this work will be the 
integration of the parametrical design process 
into an aerodynamic and finally an aero-
acoustic optimization process as Marinus and 
Roger [13] or Pagano and al. [14] did on single-
rotating propellers. 
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Abstract  
This paper describes the modeling and 
validation procedure of a single spool Turbojet 
engine. This work was conducted during the 
collaboration between Politecnico di Torino 
and Alenia Aeronautica. The cooperation was 
carried out thanks to a Ph.D scholarship 
program (Fig. 1). 
There was the need to define the working 
conditions of the turbojet (in particular of the 
turbine/nozzle stages), in order to achieve this 
target a steady state 1-D model was developed 
and validated. Starting from the matching 
algorithm of the steady state 1-D model, a 
transient 1-D model was developed and 
validated too. In order to verify the models, 
synthetic data (original engine deck), engine 
test bench data, and flight data was used. A 
graphical user interface (GUI) was developed 
on both models in order to give a better and 
more effective experience to the user. 

1 Introduction 
Since 2010 Alenia Aeronautica (joined with 

Politecnico di Torino) is offering an Industrial 
Ph.D scholarship program, in order to work on 

some of the company’s strategic research fields 
(ie. [2],[4]). In particular in order to study a 
thrust vectoring Unmanned Aerial Vehicle 
(UAV) application, an initial survey on a 
turbojet turbine and nozzle performances was 
conducted. The turbojet engine studied pushes 
the Alenia Aeronautica’s Sky-X UAV, a 
technological demonstrator (Fig. 2). In literature 
there are many examples of turbojet steady state 
modeling methods [5], and [8], some of them 
have been developed in order to calculate 
transients too [11]. The models presented in this 
paper are based on such methods; real turbojet 
engine data is used to validate the models. In 
particular: synthetic (calculated through a 
computer deck software) data, test bench data, 
and flight data are used. 

This section introduces the research; in the 
second part of the paper the steady state model 
is described, while the third section contains the 
transient model. In the last part validation 
results are reported and commented. 

  

Fig. 1 Ph.D Scholarship program 

Turbojet Steady State and Transient Analytical Model 
Development and Validation 

 
 

G. Medici, S. Chiesa and S. Corpino 
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2 Steady State Model 
In the first phase of the development a steady 

state analytical model was designed. The model 
provides a more detailed engine deck.  

 
Fig. 2 Sky-X UAV 

The engine to model features: single shaft, 
three stage axial compressor (fixed geometry, 
without any Inlet Guide Vanes IGV), single 
stage turbine, annular combustion chamber, 
fixed nozzle, pure turbojet. The simple 
configuration of the gas turbine, allows to 
model many components maps (that are 
unknown) [8], and [10]. Since many 
components lack of detailed information few 
simplifications were introduced in the model. 

2.1 Steady State Model Layout 

The software developed models a steady 
state, variable RPM and boundary conditions 
turbojet. The modeling platform is based on 
Matlab programming language. The routine 
plots properties values for each engine stage 
(thus is a 1-D model). 

Matlab programming language is used due to 
its fast implementation yet powerful routines 
and matrix management tools; it provides a set 
of functions to build customized graphical user 
interfaces (GUI) with ease. During the 
calculation the isentropic coefficient, specific 
heat coefficient, and combustion chamber 
Temperature rise values depend upon 
Temperature and fuel/air ratio. This choice 
affects the algorithm process flow (it introduces 
few iterations), but even in a consumer laptop 
(Dual Core 2GHz Processor, 4 Gb DDR3 RAM) 

the model returns the calculation results within 
few seconds. The model can be controlled 
through a GUI (Fig. 3), that contains all the 
boundary conditions parameters the operator 
can set: altitude, and temperature relative to ISA 
standards, Mach (Ma ), Fuel lower heating 
value (Hu ), extracted power (Pe ), percent of 
bleed air flow (β% ), and air intake isentropic 
efficiency (ηin ). Once every parameter is set 
and the user pushes the calculate button, a 
routine verifies that the analysis point requested 
lies inside the engine envelope (Fig. 4). 

The modular nature of the software and the 
boundary condition initialization procedure 
allow this tool to be very flexible and 
customizable. It is possible, for example, to 
modify the operating envelope, by introducing 
the new conditions in a separate text file.  

Other engine internal parameters, such as 
efficiencies, and iteration parameters, can be 
adjusted in a separate input file as well. 

 
Fig. 3 Steady State Model GUI 

 
Fig. 4 Engine Operating Flight Envelope 
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By means of this approach the user can 
access rapidly to: compressor, turbine, 
combustion chamber, and mechanical 
efficiencies. 

2.2 Steady State Model Algorithm 
The model utilizes the method described in 

[9]. It is a 1-D (one dimensional) model, 
meaning that the turbojet engine was cut stage 
by stage in the longitudinal plane (Fig. 5), and 
every property is calculated as a mean value in 
each stage. 

a. Ambient. 
0. Intake inlet. 
1. Intake outlet, compressor inlet. 
2. Compressor outlet, combustion chamber 

inlet. 
3. Combustion chamber outlet, turbine inlet. 
4. Turbine outlet, nozzle. 
5. Nozzle outlet. 

 
Fig. 5 Turbojet stage numbering 

The particular case of a single spool turbojet 
steady state model leads to the following steps: 

(a) The user sets the boundary conditions 
(altitude, Mach, and variation from the 
ISA day ΔTISA ), inlet conditions are 
then calculated, by means of the air 
intake isentropic efficiency (ηin ). In 
particular air intake inlet total 
temperature (T0

0 ) is calculated through 
(2), where (γ 0 ) is the isentropic 
coefficient in the air intake inlet section, 
(Ma ) is the Mach number at air intake 
inlet section and (T1

0 ) is the total 
temperature at air intake outlet section 

(the flow starting at infinite and going 
through the air intake does not exchange 
heat and work thus the total temperature 
remains constant): 

ηin =
T1,is
0 −Ta
T1
0 −Ta

 (1) 

T0
0 = T1

0 = Ta ⋅ 1+
γ 0 −1
2

Ma2⎛
⎝⎜

⎞
⎠⎟  (2) 

There are total pressure losses due to the 
isentropic efficiency of the air intake; in 
the stages 0-1; thus total temperature and 
intake efficiency gives air intake’s outlet 
total pressure ( p1

0 ) (3): 

 p1
0 = pa ⋅ 1+ηin

T1
0

Ta
−1

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥

γ 0
γ 0−1

 (3) 

(b) Then picking a compressor constant-
speed-line on the compressor 
characteristic, a data set of pressure 

ratio p2
0

p1
0 , compressor corrected 

airflow m T1
0

p1
0 , compressor 

efficiency (ηc ) is defined. 
(c) The compressor total temperature ratio 

can be calculated through the (4): 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−⎟⎟⎠

⎞
⎜⎜⎝

⎛
⋅=Δ

−

1

1

0
1

0
2

0
10

2,1

γ
γ

η p
pTT

c
 

(4) 

(d) The nozzle presents a single line 
characteristic map, and since the turbine 
characteristic do not change 
considerably with the RPM, a single 
line characteristic map can be used for 
this component too. 

(e) This simplification allows an easier 
calculation of the complete turbojet 
cycle. In particular for a given 

compressor pressure ratio, p2
0

p1
0 , the 

pressure ratio of the gas-generator 
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turbine can be found. This 
approximation effectively fixes the 
values of corrected turbine mass flow, 
m T3

0

p3
0 , and turbine temperature 

ratio, 
ΔT3,4

0

T3
0 . 

(f) In this way it is no longer required to 
iterate both on the compressor and on 
the turbine side, single iteration is 
necessary to find the equilibrium 
running point on each compressor 
constant speed line. 

(g) The compressor and turbine sides are 
linked by the (5) and (6): 

ΔT3.4
0

T3
0 =

ΔT1,2
0

T1
0 ⋅T1

0

T3
0 ⋅

cp,12
ηmechcp.34

 (5) 

1

3
0
1

0
3

0
3

0
2

0
2

0
1

0
1

0
1

0
3

0
3

m
m

T

T
p
p

p
p

p
Tm

p
Tm

⋅⋅⋅⋅=
 

(6) 

(h) Where the iteration matches the 
ΔT3,4

0

T3
0  value. 

Once the method defines compressor and 
turbine’s equilibrium points, every property of 
each turbojet’s stage can be calculated. 

The Matlab program algorithm contains few 
enhancements such as a fast iteration on each 
isentropic exponent and on the constant pressure 
heat coefficients ( cp ). The combustion chamber 
properties are defined by means of a lookup 
table that links the combustion temperature rise 
with the fuel/air ratio and the inlet temperature. 
The original compressor map shows only few 
constant speed lines (8 going from 67% to 
101%). A compressor map scale routine was 
developed in order to refine the compressor 
characteristic map by adding 28 scaled constant 
speed lines (4 constant speed lines inside each 
interval). The plot of a property with respect to 
the RPM results smoother, due to the scaling 
routine. 

During the development of this Matlab 
program many turbojet’s unknowns had to be 
estimated. The general map of a component 

(compressor, turbine, nozzle) was usually 
available, or could be calculated, but the 
components’ efficiencies had to be estimated. 

By choosing accordingly the components 
efficiencies, using reference engine examples, a 
close match with the experimental turbojet data 
is achieved. 

2.3 Steady State Model Output 

In particular the steady state model allows 
calculating a total of 56 parameters on five 
stages of the turbojet, while the original deck 
could only calculate 12 parameters. The source 
code can be accessed and adjusted as required 
(in order to adapt it to a different engine). The 
model provides various plot tools that allows 
creating graphics on multiple simulations too. 
For example it is possible to check in which 
way the turbojet cycle changes due to the 
variation of air intake efficiency, Mach, or 
altitude. 

In Fig. 6, and Fig. 7, and Fig. 8 a comparison 
between two versions of the original deck and 
the actual steady state model are shown. The 
figures show some of the most important 
turbojet engine’s properties: Thrust, Airflow 
and Fuel flow. The boundary conditions used in 
the comparison are described in Table 1. Results 
are presented with respect to the reference value 
of each property. The plots show a similar trend; 
results of the steady state model are close to the 
one calculated using the original decks. It 
should be reminded that the steady state model 
can not calculate the working points under 67% 
corrected RPM values, since the compressor 
map (constant speed-line) for such low speed is 
not known. 

Table 1 Sea level standard boundary conditions 

Hu  42800 [kJ/kg] 

eP  0.1 [kW] 

%β  0 % 
ηin  0.98 [-] 
h  0 [km] 
aM  0 [-] 

ISATΔ  0 [K] 
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Fig. 6 Sea Level Static Corrected Thrust Comparison 

 
Fig. 7 Sea Level Static Corrected airflow Comparison 

 
Fig. 8 Sea Level Static Corrected fuel flow 

Comparison 

The boundary condition (input) data, and 
calculated one can be saved in a Matlab file. 
Data can be managed with ease, while in the 
previous deck text files were used as input and 
output, and data management could be 

performed only by a parsing routine on the text 
file, or manually by the user (that could give 
rise to errors due to particular text formatting of 
the output file). 

3 Transient Model 
During the second phase of the analysis, the 

transient model was developed. The transient 
model calculates Engine’s dynamics, (properties 
variation vs. time) by dropping the work 
compatibility equation, and introducing the 
angular acceleration and inertial moments. The 
model uses the same core Matlab function 
developed in the steady state model to calculate 
every stage’s property, but the time depending 
dynamics are managed by the Matlab Simulink 
tool. The model does not include any 
information on the wall temperatures (thus no 
inertial wall temperature model has been 
included). It is 1-D, meaning that every property 
is calculated as a mean value on each stage. The 
stages numbering is the same of the steady state 
model, and is shown in Fig. 5. 

3.1 Transient Model Algorithm 
Off-design equilibrium running calculations 

are based on satisfying the flow and work 
compatibility between the components. In the 
transient model while the flow compatibility is 
kept, the work compatibility between 
compressor and turbine drops; the net work 
between the two components cause the turbojet 
spool to accelerate or decelerate. During the 
setup of the model the first problem was to 
calculate the torque excess. The Newton’s 
Second Law of Motion can be used to relate the 
acceleration of the compressor rotor and the 
excess of torque (ΔG ):  

ΔG = J ⋅ ω  (7) 

In the last equation (7) the angular 
acceleration of the rotor is ( ω ). The polar 
moment of inertia ( J ) was estimated using a 
dry crank test data. Initially the turbojet engine 
is accelerated to a known RPM speed. Then the 
torque (Cknown ) is removed and the engine’s 
spool keeps rotating, by knowing the time the 
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engine takes to stop, its polar moment of inertia 
can be estimated (8). 

Cknown = J ⋅ ω = J ⋅ dω
dt

≈ J ⋅
RPMdrycrank

ttostop
 (8) 

The torque excess can be written considering 
turbine and compressor loads (9): 

ΔG =Gt −Gc
 (9) 

Now by considering that the turbine and 
compressor power can be written as (10), and 
(11): 

Pt =ηm ma + m f( ) ⋅cp,34 ⋅ ΔT3,40  (10) 

Pc = ma ⋅cp,12 ⋅ ΔT1,2
0  (11) 

The torque excess can be calculated by using 
the (12): 

ΔG =
ηmech ma + mf( )cp,34ΔT 0

34
0

2πN
+

−
macp,12ΔT12

0

2πN

 (12) 

Where ( cp,12 ) and ( cp,34 ) are the constant 
pressure heat coefficients related to the 
compressor and the turbine; the airflow mass 
and fuel flow mass are ( ma ) and ( mf ). Now by 
knowing the polar moment of inertia and the 
time step of the simulation is possible to 
calculate the transient running points of the 
turbojet. In particular by choosing accordingly 
the time step in Simulink, turbojet spool 
acceleration can be considered locally constant. 
Some assumptions can be made due to the 
simple geometry of the engine and relative slow 
dynamics (67% 100% slam takes some 6 – 8 
seconds): in particular inside each component 
constant volumes are assumed, so that 
temperature and pressure changes instantly and 
mass conservation is assumed. 

3.2 Transient Model Engine Control Unit 
The engines dynamics are now defined, but 

the real turbojet contains an Engine Control 

Unit (ECU), that cuts fuel flow when some 
constraints thresholds are reached. By analyzing 
the engines time histories an elementary Engine 
Control Unit was modeled in Simulink. The 
ECU model changes the fuel flow in order to 
keep the engine within its structural and thermal 
thresholds: 

1. Mechanical: when the RPM reaches 98% 
and the engine is accelerating, the ECU 
dumps the fuel flow ramp. 

2. Thermal: when the Exhaust Gas 
Temperature (EGT), or its derivative, 
overcame a threshold the fuel flow is cut 
by 10%. 

3.3 Transient Model GUI 
The transient model shares with the steady 

state model the same Matlab sub-routines. The 
layout of the model is slightly different, as it 
must provide the feature of changing the 
boundary conditions during the simulation. For 
this reason Matlab Simulink interface was used 
(as shown in Fig. 9). 

The Matlab Simulink environment is 
particularly effective for the simulation of 
programmable logic controllers and logics, such 
as Engine Control Unit [1], [3], [6], and [7]. 

The Simulink model uses some customized 
icons, this helps the user to understand what are 
the subsystem blocks related to (eg. turbojet 
routine, ECU…). 

Once the user starts the simulation a figure, 
containing the engines compressor map shows 
up (Fig. 9 top). In the compressor’s map the red 
star, indicating the current turbojet running 
point, moves in agreement to the actual engine’s 
mechanical dynamics, leaving behind a trail 
(gray dashed line). Once the simulation ends a 
Matlab structure (with the same nomenclature 
as the steady state model) is saved to the hard 
disk, so that post-processing analysis can be 
performed. The post-processing tools allow to 
plot every property with respect to the 
simulation time; comparison between multiple 
data sets are also allowed. The validation 
technique will be described in the next section; 
by the way, in order to enable models results 
comparison with real flight test data, the 
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transient model contains two different 
configurations: classic simulation, and time 
history simulation. In the former: the operator 
changes the boundary conditions in real time 
during the simulation. 

In the latter a flight test data file is used to 
provide boundary conditions (Altitude, 
Temperature, Pressure and RPM Command vs. 
time history) readings. 

 

 
Fig. 9 Transient Model GUI 

The transient model then calculates the 
engine properties according to the boundary 
conditions. Simulation result can be the plotted 
compared to real flight data properties (only few 
are collected by the Flight Control Computers: 
such as corrected RPM, exhaust gas 
temperature, and bleed pressure…). 

The transient model developed allows to test 
the turbojet engine under limiting (critical) 
conditions (near surge-line), and outputs a 
complete data-set for each stage. The tool 

developed allows a more precise data analysis. 
Through the use of this tool is possible to 
develop software controllers that can establish 
critical engine conditions (such as critical EGT 
change rate, or off envelope intake working 
points…). 

4 Validation and Comparison 
Great accuracy has been found during the 

validation phase, with an estimation error 
module lower than 4% inside the flight 
envelope, for the steady state 1-D model (as 
depicted in Fig. 6, Fig. 7, and Fig. 8 for the Sea 
Level Standard case). Various tests were 
performed investigating standard cruise 
conditions and envelope boundaries. The 
results’ general trend lies well within the 
engines scattering band (3 – 4 %). The transient 
model has been validated, as well as the steady 
state model, by using the flight data. The 
transient model’s error (time delay) is of less 
than one second (as shown in Fig. 10 during the 
flight data comparison). The plot depicts the 
time history of the engine throttle command 
(dashed black line), the real engine flight data 
(solid blue line), and the model result data (solid 
red line). The initial gap between the two time 
histories is due to the fact that the compressor 
map used does not contain a constant speed line 
for low RPM speeds (under 67 % corrected 
RPM values). After the first slam the two time 
histories are almost overlapped. There are only 
minor differences in the RPM time history, and 
in the compressor pressure plot (Fig. 10, and 
Fig. 12). Exhaust gas temperature plot (Fig. 11) 
shows a different behavior since the internal 
thermal inertia of the components (and in 
particular of the real engine mounted EGT 
probe time constant) is not modeled. The EGT 
sensor captures data on the nozzle cone (just 
after the turbine rotor); some thermal paint tests 
have shown that the exhaust gas temperature 
gradient in the nozzle cross-section can not be 
neglected, and in particular the mean 
temperature of the flow is lower than the nozzle 
skin’s temperature. The max error with the 
respect to the RPM is 4% with mean value of 
0.19% (as shown in Fig. 13). 
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Fig. 10 Transient Model Corrected RPM Comparison

 
Fig. 11 Transient Model Exhaust Gas Temperature Comparison 

Fig. 12 Transient Model Compressor Bleed Pressure Comparison

 
Fig. 13 Transient Model RPM error 
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In order to verify that the transient model 
calculates the same properties as the steady state 
model, a comparison has been made. By 
introducing a slow accelerating RPM command 
in the transient model, a quasi-equilibrium 
simulation can be performed (Fig. 14, Fig. 15, 
and Fig. 16). By plotting the desired properties 
with respect to the corrected rpm (neglecting the 
time history), the two models are then 
compared. In general the models are almost 
identical, there is a little region (with low 
RPMs) where the mass of fuel does not 
perfectly overlap, this may be caused from the 
custom ECU developed in the transient model.  

5 Conclusion 
Through the development of those models, 

much information on the engine dynamics has 
been found. In particular many components’ 
efficiencies have been estimated. Using the 
analytical development described in this paper it 
was possible to define in a modular approach a 
well-defined analysis path: 

1. Components characteristics estimation.  
2. 1-D steady state model, development and 

validation.  
3. 1-D transient model, development, 

validation and comparison with the 
steady state model. 

This paper deals with the research made on a 
pure Turbojet engine. A detailed analytical 
engine deck has been developed. The analysis 
started with a minimum set of known values 
(very limited in terms of stages and properties), 
and led to a detailed 1-D steady model. By 
using the same model (neglecting the 
compressor turbine work balance, while 
introducing the angular acceleration), a 1-D 
transient model has been developed, and 
validated. 

The steady state model calculates 52 
parameters, while the previous turbojet deck 
provided only the 12 most important ones. 
Engine transient performances can be calculated 
and critical engine operation envelope can be 
defined with a better degree of detail (in 
particular during transients). The transient 

model error lies inside the engine performances 
scattering band. 

 
Fig. 14 Transient, steady state model comparison, 

corrected thrust 

 
Fig. 15 Transient, steady state model comparison, 

corrected airflow 

 
Fig. 16 Transient, steady state model comparison, 

corrected fuel flow 
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Abstract  

The paper presents the evaluation and the 

optimization methods for a small turbojet 

designed and manufactured at COMOTI 

Romanian Research and Development Institute 

for Gas Turbines in the 1980’s – MTR 100. In 

the context of the existing small turbojets 

designated for drones and single seat jet 

aircrafts, MTR 100 is evaluated regarding its 

technical specifications and performances as 

they have been considered in the design stage of 

the project. Due to unsuccessful 

experimentations in the past, a reconfiguration 

of the turbojet is required, first considered step 

being the redesigning of the compressor using 

modern methods such as numerical simulations 

in CFD environment. The results are to be 

validated in the future through test bench 

experimentation. 

1 Introduction  

Several decades ago a series of small gas 

turbines were developed intended for equipping 

drones, small aircrafts, moto-sliders or even 

ground vehicles. 

Built in the early 1970's the Budworth Puffin 

was a product of Budworth gas turbines LTD, a 

British company. This unit was clearly designed 

as a small propulsion unit. The design however 

proved troublesome and was modified later on. 

This engine was also used as a turbo shaft unit. 

The Puffin engine served as a gas generator 

which drove a power turbine. One application 

for this unit was as a blower for a hover craft 

[1].  

The Noel Penny Turbines (NPT) 100 series 

engine was developed from the Budworth 

Puffin. NPT took over Budworth in the 1970s 

and went on to produce the 300 and 400 series 

engines. The 300 series engine was produced 

for the propulsion of target drones and missiles. 

Noel Penny 301 was developed to power 

recoverable drone type un-manned aircraft and 

UAVs. Two units were also fitted to a prototype 

four seat business jet, Leopard Jet, in the late 

1980s. The NPT301 is an advanced simple 

cycle high reliability turbojet. The engine has a 

multiple mission role for use primarily in 

Remotely Piloted Vehicle applications. The 

NPT301 can be likened to a very large model 

aircraft power plant, it is similar mechanically, 

although slightly bigger, to the Mircroturbo 

TRS18 engine. Noel Penny Turbines planned to 

produce a whole family of small turbojet 

engines and also a turbo-shaft unit. Perhaps one 

of the UKs most powerful turbojets in its class, 

the Noel Penny Turbines 301 engine was the 

last design to be produced before the company 

folded in 1990 [1]. 

Rover/Lucas TJ125 (CT3201) Mini-Jet, built 

around 1975, the gas generator section of the 

Rover 2S series APUs and car engine was used 

as a turbo-jet engine for UAV and drone 

propulsion. The engine was only 22 kg and 

produced around 50 daN of thrust at full power. 
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The engine featured an innovative toothed belt 

drive to transmit power to the fuel pump and 

engine mounted electrical generator. This 

engine was fitted to the Epervier high 

performance rocket-launched reconnaissance 

drone used by the Belgium air force [1]. 

Williams WR24 Turbo-Jet Engine is a small 

turbojet engine with similar rotating 

components to the Williams WR9 APU. This 

relatively common engine could be considered a 

rival to the British built Lucas/Rover CT3201 

engine [1]. 

The TJ 100 engine, developed by the Czech 

company PBS Velká Bíteš was designed for 

wide range of civil and military applications, 

such as UAV's, UCAV's or target drones.  

Civil version can be used as a drive unit for 

gliders, ultralight or experimental aircraft. The 

TJ 100 is certified for civil applications 

according to JAR-E. The main advantage of the 

engine is the compact design, small size, 

excellent thrust to weight ratio and complete 

equipment for operation including FADEC 

control system. Integrated 800 W generator and 

consumption 1.2kg/daN rank this unit among 

top products in this category. The newly 

developed TJ 100 C jet engine is intended for 

motorized gliders and experimental aircrafts [2]. 

2 MTR 100 small turbojet 

The MTR 100, designed and manufactured at 

COMOTI Romanian Research and 

Development Institute for Gas Turbines in the 

1980’s, regarded as a suitable solution for small 

aircrafts such as moto-sliders or UAV’s.  

The choice of constructive solutions and 

functional parameters and the elaboration of 

fuel, lubrication and electrical schemes were 

based, from lack of reference models, on the 

experience of the researchers in previous project 

connected to the 50 daN Lucas and 100 kgf 

TRS18 units. 

The utilization of this type of engines on 

sliders, apparently non-economical from the 

point of view of fuel consumption, was justified 

by the low weight, low frontal resistance, 

utilization of cheaper fuels and easier 

maintenance. 

 
Table 1 Small turbojet engines 

No. Turbojet 
Speed 

[rpm] 

Thrust 

[daN] 

1 
Rover-Lucas TJ125-

CT3201 
65,000 50 

2 Noel Penny 100 40,000 80 

3 Budworth Puffin 40,000 89 

4 Williams WR24 52,000 89 

5 MTR 100 45,500 100 

6 TJ100 60,000 100 

7 KHD T117 45,000 105 

8 Microturbo TRS18 47,000 133 

9 
Noel Penny LTD 

NPT301 
40,500 133 

  

MTR 100 is a simple cycle single-shaft 

turbojet with an almost classic mechanical 

layout including an annular axial flow intake, a 

single stage radial compressor, a single stage 

radial turbine, a reverse flow annular 

combustion chamber with fuel supplied through 

eight injection nozzles and a high speed jet 

nozzle. The compressor and the turbine are 

placed back-to-back on a common shaft, on the 

same side of the transmission allowing the 

bearings to operate in the cold area of the engine 

and simplifying the lubrication. 

The inflow case and the transmission box 

consist of one part, leading to a compact 

transmission and reducing the length and the 

weight of the engine. The lubrication system is 

completely integrated in the engine without 

apparent pipes. 

The starter, initially electrical, consists now 

of three nozzles in the compressor’s case to 

connect with the pneumatic start system.  

At 100 – 120 [daN] maximum thrust at sea 

level, 1,3 [kg/daNh] specific fuel consumption, 

45,500 [rpm] speed and fuelled by kerosene, its 

resource has been initially evaluated at 500 

hours [3].  

The small gas turbine has been tested at 

COMOTI’s experimental facility two decades 

ago, the measured performances showing a non-

concordance with the initial design theme. The 

existing documentation presents experimental 
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data corresponding to operating regimes of up to 

72%.  

 

 
Fig. 1 The MTR 100 layout 

 

 
Fig. 2 MTR 100 rotor in present configuration 

 

Research activities have been conducted 

along several years in order to adjust the 

performances with no satisfactory results. 

3 Numerical analysis of the compressor 

The project has been recently reactivated, 

mainly for didactic purposes. The analysis of 

old experimental data has led to the idea of 

improving the processes in MTR 100, 

particularly in the compressor and turbine 

sections. The existing compressor (single stage 

radial impeller with double-stage diffuser) and 

turbine are currently evaluated using numerical 

simulations in CFD environment.  

In order to evaluate the performances of the 

existing components, the measurement of the 

parts was the first step for creating tri-

dimensional models and then fluid models for 

simulating the processes in the turbojet with 

modern methods, in CFD environment.  

 

 
Fig. 3 3D models of the main gas-dynamic 

components of MTR 100 

 

The paper presents the first phase of the 

evaluation, consisting in the numerical 

simulation of the flow process in the existing 

compressor of the MTR 100 turbojet [4]. 

A fluid volume has been modelled based on 

the symmetry hypothesis for one of the 16 

blades of the radial impeller and the regions 

have been defined in order to apply the 

boundary conditions necessary for the numerical 

simulation of the process. A numerical grid of 

approximately 1 million volumes, with greater 

fineness in the blade area, has been created in 

ANSYS Workbench. 

 

 
Fig. 4 Fluid model with regions definition 
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The numerical case presented has been 

defined for the steady operating regime of 72%: 

- total pressure on inlet: 1 [bara] 

- temperature on inlet: 288 [K] 

- mass flow rate on outlet: 1.45 [kg/s] (per 

machine) 

- rotating speed: 34,500 [rpm] 

- turbulence model: SST 

- fluid: air ideal gas 

The numerical results consist in tabulated 

results, blade loading charts for different spans, 

streamwise charts for pressure, temperature, 

Mach number, alpha and beta angles and 

entropy, spanwise charts for Mach number and 

velocity on leading edge and trailing edge and 

blade, blade-to-blade, meridional and 

circumferential plots. The figures below present 

several results in pressure. 

 

 
Fig. 5 Streamwise plot of pressure and total 

pressure on rotor 

 

 
Fig. 6 Contour of averaged pressure on meridional 

surface of rotor 

 
Fig. 7 Contour of pressure at blade trailing edge 

 

The intermediate results obtained for the 

simulation of the flow process in the 

compressor’s rotor:  

- total pressure: 3.56 [bara] 

- total temperature: 399 [K] 

- compression ratio: 2.53 

- isentropic efficiency: 78.9% 

are only slightly different from the experimental 

ones, obtained for a regime of approximately 

76% of the nominal speed: 

- total pressure: 3.25 [bara] 

- total temperature: 412 [K] 

- compression ratio: 2.25 

According to [3], the gas-dynamic pulsations 

occurring to high operating regimes are due to 

turbulence in the diffuser’s area. 

4 Redesigning the compressor 

In the mean time the compressor is 

redesigned to match the initial imposed 

performances: pressure ratio of 3.8 at the 

maximum speed of 45,500 [rpm] and an air flow 

rate of 2 [kg/s] [4]. Additionally the alteration of 

the working channel is required in order to 

adapt the inlet and outlet sections to the existent 

geometry of the turbojet. 

Analysing the existing geometry of the 

compressor, it may be noticed that the rotor 

consists in two parts, one axial and one radial, 

each with 16 blades, fastened at a very low 

radius, area where high losses are to be 

expected. 

The iterative process of defining a new 

compressor’s geometry consists in creating 

calculation models for finite volume numerical 

methods, setting the boundary conditions in the 
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inlet, outlet and intermediate sections of the 

compressor, analyzing the obtained 

performances and readjusting the channel and 

blade geometry in order to avoid detachments of 

the current and high pressure losses. 

 

4.1 First stage redesigning 

The main geometric elements to be modified 

in the first stage are: the number of the blades 

on rotor, the outlet diameter, the width and form 

of the canalization between the inlet section of 

the rotor and the outlet section of the diffuser, 

the number and the shape of the blades on the 

axial diffuser. The present radial diffuser may 

be replaced with a bladed one. 

The definition of the new geometry has been 

made with the help of analytical programs 

allowing the construction of the calculation 

models for CFD in order to verify the 

performances. 

Over 20 numerical cases [5] have been 

analysed for reaching relevant conclusions 

regarding the modifications to be applied. The 

paper presents the significant one defining the 

geometry of the rotor: 7 blades and 2 rows of 

splitters. 

A numerical case with three domains has 

been created: a rotating domain corresponding 

to the section including a blade and two 

splitters, and including the intake channel; a 

stationary domain corresponding to one blade 

and one splitter of the bladed radial diffuser, 

including part of the working channel between 

the two diffusers; a stationary domain 

corresponding to a section including three 

blades of the axial diffuser, including the 

working channel between the compressor and 

the combustion chamber. 

The first numerical cases have used a fluid 

model consisting in a rotating domain for the 

intake and the compressor’s rotor and a 

stationary one corresponding to the radial 

diffuser. With the help of this model the 

geometry of the rotor and the corresponding 

working channel has been refined due to the 

advantage of a lower calculation effort. The 

model including the three domains has been 

used for optimizing the geometry of the axial 

diffuser. 

 
Fig. 8 Final fluid model with 7 blades and 2 splitters 

 

The geometrical solution with blades and 

splitters has been used since the first version of 

the rotor, but it has been modified resulting the 

final one with 7 blades and 2 splitters between 

two blades assuring an improvement of the 

rotor’s performances. 

The peripheral speed in the outlet section of 

the rotor reaches a high value, 470 [m/s], due to 

the requested pressure ratio of 3.8. This fact, 

along with the ratio between the inlet diameter 

and the outlet diameter at the rotor’s blade tip 

lead to the occurrence of an area with 

supersonic speed, approximately 1.6 Mach. The 

shape of the aerodynamic profile has been 

chosen to minimize the effects of this 

phenomenon. 

Considering minimum alterations on the 

turbojet, the three domain fluid model has added 

the axial diffuser in the present configuration. 

The obtained results have been unsatisfactory; 

therefore the decision of redesigning it has been 

taken. The working channel has been modified 

in the bending area and the number of the blades 

has been reduced from 60 to 54. The 

performances of the compressor have been 

improved and the instable operation due to 

detachments has been eliminated. 

The following boundary conditions have 

been set for the numerical cases: 

- total pressure on inlet: 1 [bara] 

- mass flow rate on outlet: 2 [kg/s] (per 

machine) 
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- rotating speed: 45,500 [rpm] 

- turbulence model: SST 

- fluid: air ideal gas 

The numerical results obtained in the first 

stage of redesigning have indicated the 

following directions for the new compressor 

development: 

- increasing the blending radius between the 

axial and the radial components of the rotor; 

- eliminating the axial component of the 

compressor’s rotor completely; 

- decreasing the number of blades on the rotor 

and using splitters; 

- increasing the diameter in the outlet section of 

the rotor for obtaining the desired pressure ratio 

and compensating the pressure losses between 

the two diffusers; 

- eliminating the present radial diffuser, with 

divergent channels, and using a radial diffuser 

with profiled blades in order to decrease the 

pressure losses of the old geometry; 

- redesigning the axial diffuser. 

 

 
Fig. 9 Streamwise plot of pressure and total 

pressure on rotor 

 

 
Fig. 10 Contour of averaged pressure on meridional 

surface of rotor 

 
Fig. 11 Streamwise plot of pressure and total 

pressure on radial diffuser 

 

 
Fig. 12 Contour of averaged total pressure on 

meridional surface of radial diffuser 

 

 
Fig. 13 Streamwise plot of pressure and total 

pressure on axial diffuser 
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Fig. 14 Contour of averaged total pressure on 

meridional surface of axial diffuser 

 

The following performances have been 

obtained for the imposed operating regime of 

the rotor: 

- total pressure: 4 [bara] 

- total temperature: 456 [K] 

- compression ratio: 3.95 

- isentropic efficiency: 80.5% 

For evaluating other operating regimes, the 

air mass flow rate has been modified obtaining 

the performances in Table 2. 

 
Table 2 Performances of the rotor at different 

operating regimes 

Air mass flow rate 

[kg/s] 

Compression 

ratio 

Isentropic 

efficiency % 

1,84 3,78 79 

2 3,95 80,5 

2,1 3,75 78,5 
 

The performances calculated for the 2.3 

[kg/s] air mass flow rate have shown a dramatic 

drop in pressure due to the occurrence of a 

supersonic speed area in the radial diffuser, 

leading to the conclusion that the component 

must be redesigned in order to re-establish the 

performances of the compressor for higher air 

mass flow rates. 
 

4.2 Second stage redesigning 

In the second stage of the redesigning process 

the following solutions have been applied [5]: 

- keeping the configuration with the two 

diffusers – radial and axial; 

- using a single blade for the radial and axial 

sections of the diffuser [6]; 

 

- using splitters in the diffuser bladed area; 

- modifying the diameter of the rotor. 

Several numerical cases have been solved 

aiming to minimize the pressure losses caused 

by the interaction of the high speed flow at the 

outlet of the rotor with the bladed section of the 

diffuser. 

The diffusers have been kept distinct initially, 

modifying the position of the radial one along 

the working channel. In the same time, the 

position and the number of the blades of the 

axial diffuser have been modified. This 

solutions have been only partial successful. 

The next step has been a slight increase in the 

diameter of the rotor, obtaining the desired 

compression ratio and a 1.5% increase in 

efficiency. 

 

 
Fig. 15 Evolution of the geometric configuration – 

first stage and optimized solution 

 

Figure 15 presents the evolution of the 

compressor’s geometric configuration from the 

first stage of the redesigning to the result of the 

optimization process. 

The disadvantage of the second version of the 

diffuser consists in a more expensive machining 

of the profile particularly in the bending area.  

The final solution with single diffuser with 

20 blades and splitters has better results 

regarding the global efficiency of the 

compressor, of at least 80%, and stable flow for 

a large range of mass flow rates. The choice has 

been confirmed by the comportment of the 

compressor for high values of the air mass flow 

rate. 
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Fig. 16 Streamwise plot of pressure and total 

pressure on rotor 

 
Fig. 17 Streamwise plot of pressure and total 

pressure on diffuser 

 

The working characteristic of the compressor 

shows the variation of two parameters – the 

compression ratio and the efficiency – as 

functions of the air mass flow rate passing 

through at constant speed. 

A partial compressor’s characteristic, 

presented in Fig. 18 and 19, has been calculated 

for three operating regimes: 

- nominal speed – 100% (red) 

- 90% of nominal speed (blue) 

- 80% of nominal speed (magenta) 

12 points have been determined for each 

value of the speed by solving the numerical 

cases in the specified conditions of air mass 

flow rate and speed. 

The diagram in Fig. 19 shows a large area of 

mass flow rates for which the efficiency is 

approximately 80%. Their width is at least 10% 

of the nominal air mass flow rate suggesting a 

stable operation of the compressor for high 

values of the parameters. Based on this 

observation, the diagram in Fig. 18 presents the 

desired operation line of the compressor (black) 

[5]. 
 

 
Fig. 18  Compression ratio per stage 

 

 
Fig. 19  Stage efficiency 

5 Conclusions 

The paper presents the MTR 100 turbojet, 

designed and manufactured at COMOTI 

Romanian Research and Development Institute 

for Gas Turbines in the 1980, similar to a series 

of small gas turbines developed in the same 

period. The unsatisfactory results of 

experimentation have led to a reactivation of the 

project for didactic purposes, the new researches 

aiming the redesigning of the gas-dynamic 

components of the turbojet. 
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The first results, regarding the compressor, 

are presented in terms of numerical   simulation 

of the process in tri-dimensional fluid models of 

the existing part and the redesigned one in CFD 

environment.  

Following the optimized solution for the 

compressor, presented in terms of gas-

dynamics, stress calculation will be made in 

order to determine the final geometry of an 

efficient component. A similar method will be 

applied for the turbine. 

The numerical results obtained for both 

existing and redesigned components are to be 

validated through test bench experiments in near 

future. The instrumentation layout and the 

experimentation program will be designed to 

obtain data in all important sections of the gas 

turbine in order to allow the comparison with 

the numerical results and the theoretical cycle 

analysis.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Test bench experimentations are an important 

stage in validating the numerical methods and 

establishing the final configuration of a gas 

turbine suitable for flight. 
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Abstract  

Immediately before WWII (Wold War II), piston 

engine cooling has become a resource instead 

of a problem. The Meredith’s paper defined a 

static engine that converted the heat dissipated 

by the engine into thrust. 

Some solutions (see the De Havilland Mosquito, 

BF 109F, Supermarine Spitfire…) used hot air 

also to improve the efficiency of flaps. 

In any case the Meredith effect proved to be 

effective even at the relatively low speed of F1 

racing cars. The main problem proved to be the 

size of the device. 

In recent times common-rail-turbodiesel piston 

engines are coming back onto aircrafts. 

However the experience coming from the racing 

cars cannot be directly applied to the flying 

machines for many different reasons. 

First of all many racing-rules ban moving flaps, 

that are commonplace in aircraft. Moreover 

racing cars are relatively “dirty” reversed wing 

air machines, very different from the slender 

and elegant aircrafts. 

Then the cooling system arrangement should be 

adapted to diesel engines and to high altitudes. 

Finally, the high efficiency of the common rail 

diesel engine drastically reduces the cooling 

amount and consequently the Meredith effect. 

This paper starts from the existing historical 

and new solutions and demonstrates that many 

improvements are still possible to improve the 

overall propulsion efficiency of new flying 

machines. 

1  Introduction 

 The radiator pressure drop may be expressed by 

the formula (1) 

   2Vp ξ=∆   (1) 

 

Where ξ is an experimental coefficient, V is the 

air velocity at radiator inlet, and ∆p is the 

pressure drop. 

The WWI (World War I) solution of the frontal 

radiator (see fig.1) proved to be prohibitively 

expensive in terms of power loss as aircraft 

velocities increased. At the beginning several 

radiator shapes were tested to overcome the 

problem. 
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Fig.1: Frontal radiator arrangement 

 

On August  the 14
th

 ,1935 the British A.R.C. 

engineer F.W. Meredith published the 

memorandum Note on the cooling of aircraft 

engines with special reference to ethylene glycol 

radiators enclosed in ducts. In this 

memorandum Meredith showed how to design 

the “perfect radiator”, not only for cooling, but 

also for drag reduction. Moreover, if the aircraft 

speed exceeds a certain value, the drag turns 

into a positive thrust. 

 

 
Fig.2: Shows a schematic drawing of a meredith 

radiator arrangement. 

 

Figure 2 shows a schematic drawing of a  

Meredith radiator arrangement composed by a 

diffuser (section 0-1), the radiator (section 1-2) 

and the nozzle section (2-3). In Meredith’s 

paper the radiator drag turns into a positive 

thrust over 300 mph.  

The first prototype “V1” of the Bf 109 had a 

Rolls-Royce Kestrel with a chin radiator 

mounted close to the propeller (underlined in 

green in fig. 3). This arrangement suffered of 

severe cooling problem, mainly due to the 

propeller downwash. 

 
 

Fig.3: Bf 109 V1 

 

With the introduction of the DB601 engine, the 

cooling system was redesigned. The single large 

radiator was replaced by a smaller oil cooler 

(rounded in red in figure 4), while the cooling 

system was obtained by two radiators which 

were partially included within the wings 

(rounded in blue in fig. 5). 

 

 Fig. 4 and 5 - Bf 109 F cooling ducts 

 
Cooling air was slowed down by the short 

diffuser and passed through the radiator, and the 

coolant temperature regulation was achieved by 

means of a combination of the rotations of the 
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two flaps at the aft edge of the radiator. A 

boundary layer duct was also added (see fig.5). 

 

 

 

 

 
Fig. 6 and 7 - Mustang P- 51D arrangement 

 

In the P51, the ducted radiator was located 

under and behind the pilot (rounded in red in 

figures 7). The oil radiator was separated from 

the main radiator, which includes the engine 

radiator and the aftercooler, and had an 

independent outlet. The main cooling regulation 

was given by an automatically actuated flap at 

the end of the duct. On the P-51D, an additional 

thrust of 2000 N due to Meredith effect was 

estimated. 

However the Meredith paper didn’t come from 

an original idea, it was simply an engineering 

analysis of a well known solution. 

In fact, dutch engineer Jugo Junkers patented in 

1915 the so-called “ducted cooling system” (see 

figure 7). In figure 8 the cooling duct patent 

issued as Reichspatent # 299799 to Hugo 

Junkers on Jan. 15, 1915 is depicted.  

The dimensions are all there and still valid 

today. The JUNKERS J2 was the first and only 

aircraft with this installation, because the 

advantages in cooling and aerodynamics were 

of only minor importance in the early days of 

aviation. 

 

 

 
 

Fig. 8 and 9: the Junkers J2 “cooling duct” 

 

During WWII, the Meredith-effect ring-radiator 

(figure 10) was also used by the Germans. The 

ring-radiator  simplified the implementation of 

the “power pack” solution. In fact German 

engines had relatively short TBO (Time 

Between Overhaul). An advantage was the 

relative lightweight armour to protect the 

segmented frontal radiator system. In figure 11 

a ring-radiator solution for a 4-in-line HALE 

(High Altitude Long Endurance) turbodiesel is 

depicted. Due to the necessity of high altitude 

cruise, several turbochargers, intercoolers and 

the aftercooler are needed. As it can be seen the 

piping arrangement from rear to front may be 

complicated. This is a shortcoming of this 

solution. Flaps are to be added to regulate the 

hot air outflow. 
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Fig. 10 and 11: The ring radiator for an high altitude 

diesel and for the FW190A 
 

Again the ring radiator was not entirely new, 

since it was already adopted in the NACA 

cowling [11] and in several previous 

arrangement of air-cooled radial engines, again 

in order to achieve additional thrust from heat. 

The De Havilland Mosquito arrangement 

combines the advantages of the Meredith effect 

to the improvements on the wing lift with or 

without flaps. See figure 12. 

 

Fig. 12: The DeHavilland Mosquito 

 

2 State of art 

The NACA report 896 [4] introduces a 

complex relation to evaluate the radiator 

pressure drop starting from  air velocity, 

temperature and density. Besides, Gothert [4] 

suggested to build a relatively long diffuser and 

to add fins to limit vortex and separation. 

Gothert [4] also demonstrated that at high speed 

there’s always a drag reduction, because the 

radiator drag is largely compensated  by the 

heating on the nozzle thrust, due to the increase 

of the pressure drop and  the higher kinetic 

energy. 

The better form available on the market [2] is 

a compact heat exchanger with finned flat tubes 

(figure 13). The BF 109 F had a radiator with 

symmetric airfoil tubes to minimize drag. 

 

 

 
Fig. 13:  Compact heat exchanger with flat tubes 

 

 

The basic radiator formula is the following (2) : 

 

Q = U S γ ∆TM          (2)       
 

In particular, in [2] it is possible to choose 

between two different types: the 9.68-0.87 and 

the 11.32–0.737-SR. The second one is more 

efficient, but involves more risk of fine dust 

deposit, dirtiness and breaking. Hence the first 

model is the better choice for reliability. 
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3 The “nearly optimum” solution 

 

The optimum radiator duct is designed for an 

automotive conversion of the Smart CDI engine 

(see table 1).  
 

Maximum theoretical power 

[HP] 

90 

Number of cylinders 3 

Number of injectors for cylinder 1 

Cylinder capacity [cm
3
] 266 

Compression ratio 15.5 

Crankshaft rotation speed @max 

power[rpm] 

4400 

Total dry weight [kg] 60 
 

Table 1 – diesel engine basic data 

 

The first step is the design of the radiator.  In 

this case, the worst condition is steep climbing 

just after the take off with maximum outside 

temperature. However, this approach is too 

conservative, in fact the radiator is excessively 

over-dimensioned for cruise and maximum 

speed. For this reason the radiator for the diesel 

engine is designed for cruise speed condition 

and then increased of 20%. With spark ignition 

engines the consequences of this solution are: a 

probable overheating in steep climbing 

condition and a limitation of the maximum 

taxiing time. Usually the overheating during 

climb can be controlled by reducing the climb 

angle, while the taxiing problems are absent in 

diesel up to a temperature of ISA+20. The 

turbocharging system should also have been 

water-cooled in order to reduce the inside 

temperature and to maximize the Meredith 

effect. However our automotive-derived 

Mistubishi turbocharger is air cooled. 

3.1  Various hypothesises on the inlet 

section of the ducted radiator 

The temperature rise in duct is assumed to be 

57°C, from (ISA-0=15°C to 72°C) due to 

maximum coolant temperature of 100°C. 

However for the diesel turbocharged engine, we 

have a frontal aftercooler radiator that works 

from 15° to 35°C, then the “water” cooling 

radiator. For this reason our liquid cooling 

radiator works with a nominal temperature rise 

of 37°C (35 °C to 72°C) Then, given the cruise 

speed of 200km/h@300m, it is possible to 

calculate radiator frontal area with the formula 

(3). 

 

S = Q / ( ρ V Cpa ∆T )*1.2 = 0.024 m
2 

     (3) 

 

The inlet “shark mouth shaped” under the 

propeller spinner seems to be the best solution, a 

very long diffuser can be then installed under 

the engine (figures 14 and 15). 

 
Fig. 14 and 15 – The duct inlet section 

 

The consequences caused by the positioning of 

the air intake near the propeller are known and 

are well illustrated by [8] and [9]. The propeller 

increases the total pressure in front of the 

radiator approximately 7% of the free-stream 

dynamic pressure at the high speed thrust 

coefficient of 0.02 (i.e. at cruise speed) and 

approximately 45% of the free-stream dynamic 

pressure at the climb thrust coefficient of 0.11. 
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On the other hand, there’s an effect of propeller 

operation on total pressure distribution at the 

face of the radiator. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Another visible solution is the inlet guide 

vanes to reduce the vortex in the diffuser [8] and 

[9]. The outlet guide vanes should be added as 

well [9]. 

3.2  The diffuser 

A tentative opening angle of the diffuser 

smaller than 7° is used.  

Actually, the presence of the diffuser causes an 

increase in the radiator losses, because of the 

deviation of the airflow in front of the radiator. 

The optimal profile is showed in figures17-18 

with an orange line: it’s very similar to a 

trumpet. In this case,  the internal losses are 

reduced (see figures 17-18). 

 

 

Fig. 17 the streamline diffuser shape [16] 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 18 Diffuser pressure rise [16] 

 

The oil radiator is absent since the diesel engine 

as a water-to-oil internal heat exchanger. 

3.3  The heat exchanger 

The radiator tubes geometry can be modified 

to minimize the drag coefficient of the radiator 

Fig. 16 – Contour Map 
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core, passing from the flat tube to a NACA 

0014 profile (figures 19 and 20).  

 

 
Fig. 19 

 

 

 

 

 
Fig. 20 

 

With this profile the overall thermal 

conductance U is kept equal to the flat tube one 

with a significant reduction of the drag 

coefficient.  

The presence of the fins elevates the value of 

the drag coefficient with an exponential law in 

function of the fin pitch (figure 21). 

 

 
Fig. 21 Drag increase coefficient due to fins [16] 

 

From figure 21 [16] a 93% increase in the 

drag coefficient of the isolated profile was 

estimated. The array effect is important for lift, 

while it’s negligible (in particular for low Mach 

number) for drag. Finally, we considered 

indirectly null the angle of attack. From 

Hoerner’s book [3]: 

 

CDf = Re

656.2

 

 
 

CD’ = 2 CDf  [1 + 2 t / c + 60 ( t / c )
4] 

 
CD = 1.93 n CD’ 

 

It is then possible to calculate the pressure 

drop. From this calculations a further pressure 

increment of about 6% for the NACA 0014 

profiled tubes over the flat tubes radiator can be 

obtained. 

3.4 The nozzle 

Both the distributed and the concentrated losses 

of the nozzle are negligible. So, the only 

problem is to evaluate the influence of the 

nozzle on the drag coefficient of the radiator.  

From [8] the most important parameter in 

dimensioning the nozzle is the distance a 

between the outlet section and the radiator. In 

fact, an increase in a/HB  reduces the rise of the 

radiator drag coefficient due to the presence of 

the nozzle (figure 22). 
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Fig. 22 Radiator Drag increase due to nozzle [16] 

 

3.5 The Meredith’s theoretical thrust 

force  

The estimated air exit speed is about 408 

km/h out of the principal duct. The result is a 

theoretical thrust force of about 35 N. Finally, it 

is possible to calculate the thrust force vs 

airspeed: under 160 km/h there is not additional 

thrust. 

4 A simplified approach 

Since at the very low cruise speed considered 

the contribution of the Meredith effect is not 

high, it is better to simplify the design in order 

to reduce weight and size. 

It is important to asses that size is a key 

factor for low drag and, as it will be discussed 

afterwards, for high propeller efficiency. 

A very effective solution is depicted in fig. 

23. With this approach it is possible to have a 

very reduced radiator drag without penalties in 

terms of weight and height (undercarriage). The 

aftercooler and the radiator can be taken from a 

car. The aftercooler can be assembled directly 

upon the water radiator. For example the 

radiators pack of the FIAT 1300 jtd can be 

effectively used. 

The defect of this solution is that the “water” 

radiator heats up the aftercooler. This is not a 

problem since aftercooler inertia is very low and 

when the aircraft runs for take-off it is readily 

cooled down. However for STOL (Short Take 

Off Landing) aircrafts it is possible to keep the 

“water” radiator under the engine and to move 

the aftercooler on one side (see figure 24). 

 

5 Push or pull arrangement 

As it is widely known the fuselage 

interference highly affects the propulsion 

efficiency. Tsagi has introduced a spinning 

fuselage to improve propulsion efficiency [15]. 

Especially pusher configuration are critical, as it 

can be seen in the graph 1. In this field a very 

confusing concept was introduced by the NASA 

work [12], furthermore investigated in [13]. 

In this NASA paper a very bulky and 

streamlined fuselage and a very small propeller 

at very low speed were investigated. 

This gives the disputable conclusion of  

Wikipedia for thruster propellers that quotes 

“Efficiency can be gained by mounting a 

propeller behind the fuselage, because it re-

energizes the boundary layer developed on the 

body, and reduces the form drag by keeping the 

flow attached.” This is true for submarine or 

ships with very low Reynolds and very small 

propellers (as it is correctly specified afterward 

in Wikipedia), but normally false for aircrafts, 

where proportions and/or Reynolds number are 

different. Uneven pressure fields in front a 

propeller reduce propeller efficiency. 

Tractor solutions are easier provided that the 

fuselage is kept as slim as possible (P-51D) or a 

nacelle stands behind the propeller (De 

Havilland Mosquito). 

Push pull arrangement are an exception since 

the frontal propeller improves the rear propeller 

efficiency (SIAI Marchetti S55) by reducing 

suction problems. 

6 Conclusion 

The Meredith effect was investigated on a diesel 

installation of a low speed aircraft, in this case 

the heavy and cumbersome arrangement 

necessary to achieve a high static thrusts from 
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radiators is not justified. A simplified approach 

should then be adopted. A very effective 

solution is briefly discussed in this paper for the 

specific installation. 

 

 
 

Fig. 23 – Very simplified and effective radiator 

installation (www.rotaryengine.net) 

 

 
Fig. 24 – the aftercooler is installed on the side 

(www.rotaryengine.net) 

 

 
 

Graph 1. Fuselage efficiency to be multiplied to the 

ideal thrust of the propeller [14] 
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Symbols 
a  distance between A3 and A2 [m] 

c  radiator tube length [m] 

CDf,  Abbot and Van Doenhoff drag 

coefficient 

CD radiator drag coefficient 

Cpa air specific heat capacity [J/kg K] 

HB radiator height [m] 

n tubes number in depth radiator direction 

p air pressure [Pa] 

∆p pressure loss [Pa] 

Q heat removal rate [W/s] 

Re Reynolds number 

S heat exchanger total transfer area [m
2
] 

t pitch of radiator tubes [m] 

T air temperature [K] 

U overall thermal conductance [W/ m
2
K] 

V air speed [m/s] 

γ counter flow coefficient 

∆T air temperature rise within the radiator [K] 

∆TM heat exch. mean log. temperature [K] 

ξ concentrated loss coefficient 

ρ air density [kg/m
3
] 

 

0 intake section of the duct (diffuser inlet) 

1 frontal radiator section (diffuser outlet) 

2 exit radiator section (nozzle inlet) 

3 exit section of the duct (nozzle exit) 
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Abstract  

In the framework of a research project carried 

out by the Italian Aerospace Research Center 

and the Department of Aerospace Engineering 

of the University of Naples “Federico II”, an 

integrated radar/electro-optical system 

configuration was adopted to demonstrate in 

flight autonomous non-cooperative UAS 

collision avoidance. Real time data fusion and 

decision making algorithms were developed to 

estimate intruders motion and generate proper 

escape trajectories. The prototypical 

hardware/software system was installed 

onboard an optionally piloted flying laboratory 

of Very Light Aircraft category, and an 

extensive flight test campaign with a single 

intruder aircraft was carried out. This paper 

focuses on the results from radar-based 

autonomous collision avoidance flight tests. 

System performance is analyzed in terms of 

accuracy and reliability in estimating intruder 

position and velocity, and effectiveness in 

performing safe avoidance maneuvers while 

minimizing the deviation from nominal 

trajectory.         

 

1 Introduction  

Following the most important guidelines 

about Unmanned Aerial Systems (UAS) 

integration into civil airspace, the onboard 

avionics of these aircraft has to include a Sense 

and Avoid (S&A) system that is capable of 

replacing the human pilot in performing visual 

collision threat detection and avoidance [1-3]. 

Therefore, several experiences have been 

carried out worldwide in order to develop a 

system that can perform the above mentioned 

function. 

In all these projects the configuration is 

comprised of two subsystems: 

1. the Obstacle Detection and Tracking 

subsystem that permits to reveal flying intruders 

in a selected Field of Regard and to estimate 

their motion;  

2. the Collision Avoidance subsystem that 

provides Conflict Detection and Resolution 

capabilities. 

Regarding the “Sense” function, several 

solutions have been proposed depending on 

available budget and onboard resources, ranging 

from standalone Electro-Optical (EO) sensors 

[4-6] to integrated architectures which comprise 

airborne radars and collaborative systems based 
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on broadcasted information, such as TCAS and 

ADS-B [7-11].  

A significant research activity has also been 

carried out about autonomous decision-making 

strategies for safe collision avoidance. The 

literature proposed approaches cover a variety 

of methods, including the application of the 

game theory [12], programming techniques [13-

14], soft computing techniques (such as neural 

networks and genetic algorithms) [14-16], force 

field approach [17] and analytical geometric 

approaches [18-19]. 

Within the research project named TECVOL, 

the Italian Aerospace Research Center (CIRA) 

and the University of Naples “Federico II” 

developed a prototypical S&A System which 

relies on an integrated radar/electro-optical (EO) 

configuration. In particular, the sensing system 

is comprised of a pulsed radar, four EO sensors 

and two processing units for image processing 

and real time multi-sensor tracking. A 

hierarchical data fusion model was selected 

where the radar is the main sensor that must 

perform initial detection and tracking and the 

EO sensors are used as auxiliary information 

sources to increase tracking accuracy and 

measurement rate [20]. Then, a decision making 

logic was developed and integrated in the 

automatic flight control system to handle 

collision conditions in real time and perform 

adequate evasive maneuvers. The prototypical 

hardware/software system was installed for 

flight demonstration and performance 

assessment onboard a customized optionally 

piloted Very Light Aircraft (VLA) named 

FLARE (Flying Laboratory for Aeronautical 

REsearch). FLARE is a modified version of the 

TECNAM P92 plane and represents a cost-

effective platform to test innovative flight 

technologies. Several flight tests with a single 

intruder aircraft in the same category of FLARE 

were carried out in different environmental 

conditions first to gather sensor data in realistic 

near collision conditions, then to estimate real 

time multi-sensor tracking performance. Indeed, 

given the relatively low speed and the high 

maneuverability of this type of platforms, 

autonomous collision avoidance can be tested in 

full safety conditions even in radar-only 

configuration. Thus, it was decided to carry out 

the first series of collision avoidance tests in this 

configuration.  

While avoidance tests based on real time 

radar/EO fusion are currently in progress, this 

paper describes some results of the radar-based 

autonomous collision avoidance experiments 

and is organized as follows. First, the functional 

and hardware architecture of the developed 

collision avoidance system is briefly presented, 

including algorithms for real time obstacle 

tracking, collision detection, and escape 

trajectory generation. The architecture for flight 

tests execution is then summarized. Finally, 

some results from autonomous collision 

avoidance tests are presented. It is demonstrated 

how is the system able to react to the collision 

threat while preserving high reliability both in 

terms of situational awareness and decision 

making.  

2 System architecture 

As anticipated above and shown in Fig. 1, 

from a functional point of view the autonomous 

collision avoidance (ACA) module is based on 

two core algorithms. Firstly, a customized 

multi-sensor tracking software ensures that 

intruders’ dynamics is properly estimated. 

Secondly, a decision making logic is able to 

handle collision conditions by commanding the 

autopilot to perform adequate evasive 

maneuvers whenever a potential conflict is 

detected. 

The hardware architecture of the sensing sub-

system comprises an airborne pulsed Ka-band 

radar, a panchromatic camera in visible band, a 

color camera in visible band (aimed at obstacle 

identification, which will be implemented in the 

future), two Infra Red (IR) cameras (aimed at 

obstacle detection in low light conditions), a 

CPU devoted to Image Processing, and a CPU 

devoted to Real Time Tracking by sensor data 

fusion. This unit is connected via CAN bus to 

the onboard Flight Control Computer (FCC) 

that performs autonomous navigation and flight 

control, including autonomous collision 

avoidance maneuvers. The system exploits data 

from onboard navigation sensors, such as 
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Attitude and Heading Reference System, Laser 

Altimeter, Standalone GPS, and Air Data 

System. Moreover, the FCC derives the proper 

commands for electric servo-actuators that 

handle the control surfaces. The described 

architecture is depicted in Fig. 2. 

The selected radar is a customized version of 

the AI-130
TM

 OASys
TM

  (Obstacle Awareness 

System) model produced by former 

Amphitech
TM

. It is a mechanically scanned 

radar operating with a carrier at 35 GHz and it 

has been used in several UAS sense and avoid 

research programs [7-8,21]. Selected carrier 

frequency provides a good compromise between 

antenna dimensions, angular accuracy and 

sensitivity to rain and fog. The two visible 

cameras are installed parallel to the aircraft 

longitudinal axis and work with 1280 x 960 

resolution, while the IR sensors have a 

resolution of 320 x 240 pixels and are set 

slightly eccentric in order to cover the same 

field of view (FOV) of the visible cameras. The 

sensor unit is placed on the top of the aircraft 

wing with the radar in central position (Fig. 3). 

The selected configuration demonstrates the 

S&A capability in a reduced field of regard 

(120° in azimuth).  

3 Algorithms 

3.1 Obstacle detection and tracking   

The developed tracking algorithm can work 

in two operating modes, such as: 

 

1. Standalone radar tracking mode that 

performs current estimates of obstacle 

relative position and velocity on the 

basis of measurements of radar and 

inertial unit; 

2. Radar/EO tracking mode where current 

estimates of obstacle relative position 

and velocity are determined also on the 

basis of EO sensors measurements. 

 

The output data rate is 10 Hz for both modes, 

but the radar/EO mode has the potential of 

overcoming the radar-only performance in terms 

of accuracy on angles and their derivatives. 

 

Fig. 1 ACA system functional architecture within 

the closed-loop control system 

 

Fig. 2 S&A/GNC hardware architecture. 

 

Fig. 3 S&A System installation onboard FLARE  

While also presenting some general aspects 

of the developed algorithm, the following 

discussion will be more focused on the radar-

only configuration. The reader is referred to 

references [11,20] for a detailed analysis of 

issues and solutions relevant to effective real 

time radar/EO fusion. The real time tracking 

module is needed to associate measurements of 

the same intruder gathered in subsequent scans, 

to eliminate false alarms and clutter returns, to 

increase output rate with respect to radar raw 

data (about 1 Hz), and above all to derive 

obstacle kinematics. In fact, this latter 
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information, which is not directly provided by 

the sensor, is of key importance for estimating 

whether or not it is necessary to perform an 

evasive maneuver [11]. 

The algorithm is based on an Extended 

Kalman Filter (EKF) with linear dynamic model 

and non linear measurement equations. In 

particular the state vector is comprised of nine 

components which are the target obstacle 

coordinates in NED (North-East-Down 

reference frame with origin in the aircraft center 

of mass) with their first and second time 

derivatives. The adopted dynamic model 

assumes that every component of target 

acceleration evolves in terms of a correlated 

noise process with given time constant and 

instantaneous variance [22]. 

As regards the measurement equation, the 

measurement vector has three components in 

case of radar detections, while since the filter 

works in NED the measurement covariance 

matrix depends not only on radar/EO 

specifications and performance but also on 

AHRS inaccuracies in estimation of aircraft 

attitude angles.  

Navigation data are used by the algorithm at 

the frequency of 10 Hz so that own vehicle 

dynamics is properly tracked. In particular, GPS 

data are used in track initialization phase while 

acceleration and attitude measurements are used 

in all tracking phases. Angular velocity 

estimates are used to correct lever arm effects 

on acceleration measurements.  

Important issues relevant to real time 

implementation are sensor latency and ground 

clutter filtering.  

As for the first point, the radar sends its 

measurements at the end of each pass with a 

(known) delay that can be at most of the order 

of 1 s. To perform gating, association and track 

updating, the solution is to keep in memory a 

sliding window where navigation and track data 

are stored. Measurement filtering process 

consists in evaluating filtered state and 

covariance at measurement time and then 

modifying current state and covariance on the 

basis of this information. 

Regarding ground clutter removal, in lack of 

Doppler information, the problem is faced by 

using single scan criteria (range-dependant 

altitude thresholds) before applying tentative 

tracking.  

3.2 Autonomous Collision Avoidance 

The ACA algorithm on-line accomplishes 

two tasks: the conflict detection and the 

avoidance maneuver evaluation. 

The first task concerns the identification of a 

situation that can lead, in the very near future, to 

a possible conflict, meaning a reduction of the 

separation distance between the own aircraft and 

the considered intruder below a specified value 

(minimum separation threshold). In order to 

define the conflict situation, a proper volume 

(defined as “safety bubble”) is set around the 

intruder aircraft. The shape and dimensions of 

this safety bubble have to be set in such a way 

to ensure that, if the own aircraft does not 

breach the bubble, the minimum required 

separation distance between the vehicles is 

maintained. This means, on the other hand, that 

a conflict situation arises when the future 

projected trajectories of the intruder and of the 

own vehicle are expected to lead to a breach of 

the safety bubble. 

The ACA algorithm implements a spherical 

safety bubble whose dimensions are: 

mftRR 8.30410002 0 ≈== , 

where R is the radius of the sphere centered in 

the intruder aircraft, while 0R  is the FAA 

minimum required safety distance [7]. 

Conflict detection is performed by modeling 

the own aircraft (A/CA) as a point-of-mass 

object A, with three degrees of freedom and 

having velocity AV
r

. The intruder, with its 

surrounding safety bubble, is modeled as a 

spherical object centered in the point B (i.e. the 

point-of-mass describing the intruder), with 

radius R and having velocity 
BV
r

. A NED 

reference frame with origin in the point B is 

used. The graphical representation of the 

detection problem geometry is shown in Fig. 4. 
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Fig. 4 Detection problem geometry. 

 

In order to use an equivalent but easier to 

manage geometry, the relative velocity vector 

BAAB VVV
rrr

−=  is considered, so that the above 

described geometry is translated in the 

equivalent situation where the sphere is 

stationary and the point-of-mass object A 

moves, with relative velocity ABV
r

. With 

reference to the adopted geometrical 

schematization, the necessary and sufficient 

possible collision conditions (that in general 

terms can be defined as “conflict” conditions) 

are conceptually the following: 

• the direction of the ABV
r

 vector intersects the 

sphere, 

• and the two aircraft are approaching. 

 

This concept has been mathematically 

implemented in the algorithm, so that the ACA 

algorithm is able to detect on line the possible 

conflict situations, based on the current 

estimated relative velocity vector between own 

and intruder aircraft. 

For what concerns the second task of the 

ACA algorithm, i.e. the evaluation of the 

avoidance maneuver, the strategy is based on 

the analytical solution of the following 

kinematic optimization problem: to find a new 

A/CA velocity vector, in compliance with the 

vehicle envelope limitations, able to avoid a 

collision with the safety bubble surrounding the 

intruder aircraft A/CB, while minimizing the 

change of the A/CA new velocity vector with 

respect to the previous one. 

This leads to the formulation of a nonlinear 

constrained optimization problem. In this 

problem, the main imposed constraint 

guarantees that the desired relative velocity 

vector direction does not intersect the sphere 

(collision avoidance constraint) and constraints 

are also imposed on the speed module and flight 

path angle envelope limitations of the A/CA. 

Concerning the methodology used in the 

ACA algorithm in order to solve the posed 

optimization problem, the first step consists in 

addressing a simplified problem where no 

dynamic and envelope constraints act on the 

A/CA vehicle. Furthermore, in the search of the 

optimal solution only the trajectories tangent to 

the safety bubble are considered. In this way, 

the closest point of approach (CPA) of the 

possible avoidance trajectories is placed on the 

boundaries of the safety region, so the deviation 

of the new vehicle trajectory from the original 

flight plan is minimized. Based on these 

assumptions, the problem is reduced to a 

kinematic unconstrained (as far as A/CA 

dynamic and envelope limitations are 

concerned) optimization problem.  

Once solved the simplified optimization 

problem, the constraints are considered. 

Regarding the desired track angle of the own 

aircraft, no envelope limitations apply. The 

limitations in terms of desired inertial speed 

module d
V  and desired flight path angle d

γ  of 

own vehicle A/CA, on the other hand, are 

accounted for by eliminating from the 

simplified problem solution process the 

candidate solutions where d
V and/or d

γ  are 

outside the envelope limitations of the vehicle 

A/CA. This approach is possible because, among 

all the possible A/CA desired inertial velocity 

vectors, at least one always exists which is 

compliant with the envelope limitations, 

consisting in a rotation of the velocity vector in 

the horizontal plane. 

In conclusion, the above described ACA 

algorithm above described is able to find on-

line, at each evaluation step (it works in real 

time at 100 Hz), a maneuver able to skim the 

safety bubble. 

For more details about the ACA algorithm, 

the reader is referred to Ref. 19. 
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4 Flight test architecture 

The collision avoidance flight test campaign 

was carried out by exploiting the following 

configuration of test facilities (besides FLARE 

aircraft): 

 

- A piloted intruder aircraft in the same 

class of FLARE equipped with GPS; 

- A Ground Control Station (GCS) for 

real-time flight coordination and test 

monitoring; 

- A full-duplex data-link between FLARE 

and GCS; 

- A downlink between intruder and GCS. 

 

As regards the GCS, it is comprised of 

several workstations which are connected on an 

Ethernet bus and they communicate by means of 

the UDP protocol. In particular, two 

workstations are dedicated to monitoring the 

obstacle sensing and the collision avoidance 

systems. These workstations send commands 

and receive data in real time from a computer 

which acts as the ground communication 

controller. The latter is devoted to data excange 

with FLARE. In fact, it communicates with an 

on-board communication controller by means of 

a full duplex Radio Frequency (RF) data link. 

This latter computer exchanges data with the 

flight control computer and the real time 

tracking computer by means of the CAN bus.  

Correct execution of obstacle detection and 

collision avoidance flight tests requires that the 

intruder is properly synchronized with FLARE 

in order to realize the desired approaching 

geometries. Thus, the intruder is equipped, 

besides the GPS receiver, with a RF transmitter 

to download position data to the ground station, 

and a processing unit to store flight test data. In 

this case the obstacle sensing workstation is 

directly connected with the intruder, as shown 

in Fig. 5, and broadcasts intruder telemetry on 

the GCS Ethernet bus. Intruder GPS data (stored 

onboard and in the GCS computers) are also 

used in post processing phase, together with 

FLARE GPS data, to conduct error analyses. 

The software tools installed in the ground 

workstations allow the engineers to monitor test 

status by means of information reported in 

graphical displays and numerical output, and to 

send commands to the flight system, including 

single sensors such as the radar. The graphical 

interfaces of the two workstations are depicted 

in Fig. 6 and Fig. 7.  

 

 

Fig. 5. Physical architecture relevant to the execution  

of collision avoidance experiments 

 

Fig. 6. Graphical interface for obstacle sensing 

workstation  

 

Fig. 7. Graphical interface for ACA workstation  
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5 Flight test results 

As already stated above, an extensive flight 

test campaign was carried out first to gather 

sensor data for off-line analysis, then to estimate 

real time obstacle tracking performance [20,23], 

and finally to demonstrate autonomous collision 

avoidance capabilities. 

Several encounters were tested in different 

geometries and environmental conditions, and 

the autonomous avoidance system performed 

successful and reliable avoidance maneuvers in 

all the tests.  

For the sake of brevity, a single frontal 

encounter is described in detail in what follows. 

However, general considerations can be derived 

both from the points of view of tracking and 

avoidance maneuver execution.  

In the considered encounter, the two aircraft 

are initially on a quasi frontal collision course. 

FLARE is in autonomous flight mode while the 

intruder aircraft is manually piloted with the aid 

of the information provided by the flight test 

engineer in the GCS. For safety reasons, an 

altitude separation of about 70 m is 

implemented, with the intruder flying at higher 

altitude than FLARE. 

On the basis of the outcome of previous 

flight tests, the radar is set to work with a 

maximum range of 2 nm. Given the low 

approaching speed, this distance still allows a 

very large time to collision. The radar field of 

view is set to be 90° (azimuth) times 20° 

(elevation).  

In the considered scenario, the intruder is 

detected by the radar for the first time at a range 

of about 2290 m (Fig. 8). After three consistent 

detections, firm tracking is entered at a range of 

about 2090 m. This distance is sometimes called 

“declaration range” in literature [21]. As soon as 

the track is declared, relevant kinematic 

information is passed to the collision detection 

logic which estimates distance at closest point 

of approach and time to closest point of 

approach (dCPA and tCPA [11] ). Collision is 

declared when the range rate is negative and the 

dCPA estimated on the basis of tracker outputs is 

smaller than a threshold. In order to keep into 

account the unavoidable uncertainties in 

estimation of intruder dynamics, the threshold is 

set equal to the bubble distance indicated by 

aeronautical regulations (500 ft) plus a safety 

margin of 500 ft, as mentioned earlier. In the 

considered case, because of the small value of 

the estimated dCPA, the avoidance maneuver is 

initiated soon after intruder declaration. The 

maneuver is mostly in the horizontal plane and 

consists in a (very smooth) right turn.  

Because of the aircraft attitude dynamics 

during the avoidance maneuver, a huge amount 

of ground clutter echoes is detected, while a few 

detections are useful for track update, as it can 

be also seen in Fig. 9 and Fig. 10, which report 

intruder azimuth and elevation in NED. 

Nevertheless, the tracking algorithm is able to 

maintain a satisfying accuracy, even when the 

intruder falls out of the radar FOV (Fig. 11) and 

no more radar measurements are available. 

A satisfying tracking performance is also 

obtained considering estimates of intruder 

relative velocity, as it is demonstrated for 

example in Fig. 12 which refers to range rate. 

Maneuver effectiveness is shown in Fig. 13 

which clearly shows how is the autonomous 

system able to increase the estimated dCPA thus 

avoiding the collision threat. 

A global view in the horizontal plane of the 

whole performed maneuver is shown in Fig. 14, 

where the FAA safety bubble (the internal 

circle), the safety bubble increased by the safety 

margin (the external circle), FLARE and 

intruder trajectories as measured by the GPS 

(“true” trajectories) and the intruder trajectory 

as estimated by the Obstacle Detection and 

Tracking algorithm (measured intruder 

trajectory) are also indicated. The distance at 

closest point of approach and the maximum 

deviation from the nominal trajectory are also 

reported in the figure. Furthermore, Table 1 

reports synthetic performance indexes relevant 

to the considered collision avoidance maneuver. 

 

544



Flight Demonstration of Radar-based Autonomous Non-cooperative UAS Collision Avoidance 

 

CEAS 2011 The International Conference of the European Aerospace Societies 

 

5.2265 5.227 5.2275 5.228 5.2285 5.229

x 10
4

0

500

1000

1500

2000

2500

3000

3500

4000

GPS time of day (s)

ra
n
g
e
 (

m
)

 

 

GPS

tracker

radar

 

Fig. 8 Intruder Range in the considered scenario as 

estimated by GPS, tracker, and radar, as a function of 

GPS time of day 
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Fig. 9 Intruder Azimuth in NED in the considered 

scenario as estimated by GPS, tracker, and radar, as a 

function of GPS time of day 

 

5.2265 5.227 5.2275 5.228 5.2285 5.229

x 10
4

-25

-20

-15

-10

-5

0

5

10

15

GPS time of day (s)

e
le

v
a

ti
o

n
 i

n
 N

E
D

 r
e

fe
re

n
c

e
 f

ra
m

e
 (

°
)

 

 

GPS

tracker

radar

 

Fig. 10 Intruder Elevation in NED in the considered 

scenario as estimated by GPS, tracker, radar, and EO 

system, and estimation errors w.r.t. GPS, as a function 

of GPS time of day 
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Fig. 11 Intruder azimuth in body reference frame in 

the considered scenario as estimated by GPS, as a 

function of GPS time of day 
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Fig. 12 Intruder Range rate in the considered 

scenario as estimated by GPS, and by the tracker, as a 

function of GPS time of day 
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Fig. 13 Estimated distance at closest point of 

approach estimated by GPS in the considered collision 

avoidance scenario, as a function of GPS time of day 
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Table 1 Synthetic indexes relevant to the considered collision avoidance maneuver 

Declaration Range [m] 2090 

Maximum 4D deviation from nominal 

trajectory [m] 
519.5 

Rotation of the speed vector [°] 44.1 

Maximum angle of attack [°] 5.6 

Maximum vertical load factor [g] 1.20 

Maximum angular velocity  [°/s] 32.6 
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Fig. 14 Planar view of the whole collision avoidance maneuver performed in the examined flight test

 

All the reported results demonstrate the 

effectiveness of the autonomous collision 

avoidance system, which combines accurate and 

reliable airborne tracking with an adaptive 

maneuvering logic, thus also avoiding 

unnecessarily aggressive maneuvers. 

6 Conclusion 

This paper focused on results from flight 

testing of a fully autonomous non-cooperative 

collision avoidance system for UAS which has 

been developed by the Italian Aerospace 

Research Center and the University of Naples 

“Federico II”. In particular, radar-based 

collision avoidance was discussed in detail. 

In all the performed tests, the system 

demonstrated the capability to combine fast 

responsiveness and high reliability: real time 

intruder tracking performance allowed the 

autonomous flight control system to generate 

proper escape trajectories and execute safe and 

smooth avoidance maneuvers. Future works will 

focus on results from multi-sensor based 

collision avoidance flight tests.  
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Abstract  
An aircraft is provided with “sense and avoid” 
capabilities is able to detect the presence of 
other aircrafts on a collision route in its 
surroundings and to perform course corrections 
or evasive maneuvers to prevent possible 
collisions. In this framework, the Italian 
Aerospace Research Center (CIRA) developed a 
project that aims at realizing a prototypal Sense 
and Avoid system characterized by a 
multisensor configuration: pulsed radar and 
four Electro-Optical cameras. This paper is 
focused on the description of the image 
processing algorithm for the panchromatic 
camera. Its main original feature is that it is 
optimized in order to detect objects position 
with higher accuracy and data rate than the 
radar, i.e. the main sensor in the multi sensor 
architecture. The algorithm has been tested on 
images captured during flight tests so that 
strategies for controlling image critical issues 
would have been derived from real conditions. 
The paper ends with the description of the 
assessed object detection software performance, 
that demonstrates that the algorithm is fully 
satisfactory for the integrated sense and avoid 
system.  

 

1 Introduction 
One of the major hurdles in realizing the 

potential civilian applications of Unmanned 
Airborne Vehicles (UAVs) is how to safely 
integrate them into the national airspace. The 
FAA requires a Detect, Sense and Avoid 
(DS&A) technology which assures an 
equivalent level of safety with respect to 
manned aircraft, and it is able to avoid conflict 
with other aircraft [1-4]. Generally, DS&A 
systems are comprised of two subsystems, such 
as the Obstacle Detection and Tracking System 
and the Collision Avoidance one. The first is 
dedicated to detect intruder aircraft position, 
whilst the second performs collision detection 
and engages the collision avoidance maneuver. 
Thus, the TECVOL project, carried out by the 
Italian Aerospace Research Center (CIRA) and 
the University of Naples “Federico II”, aims at 
demonstrating a prototypal DS&A system 
onboard a Very Light Aircraft (VLA) 
experimental platform. The sensing unit is 
composed by four Electro Optical (EO) cameras 
and Ka-band pulse radar. This choice resulted 
adequate to support systems with a reliable full 
autonomy from ground [5, 6]. In particular, the 
radar is the main sensor because it allows for 
all-time all-weather use and it provides a direct 
estimate of range-to-obstacle. Consequently, the 
EO cameras are adopted as auxiliary sensors to 
increase the angular resolution and the data rate.  
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This paper presents the original approach for 
the development of the EO segment. In 
particular it discusses the image processing 
algorithm for the panchromatic camera, which is 
dedicated to the obstacle detection [7]. 
Therefore, after a brief description of the flying 
experimental platform, the most important 
issues about the image processing algorithm are 
discussed such as the adopted technique for 
detecting obstacles and the obstacle tracking in 
the image. The central part of the paper is 
focused on evaluating the critical issues of the 
image processing algorithm applied on the real 
images acquired during flight tests (e.g. sun in 
front of the camera, horizon line presence in the 
image), and how the false alarm rate was 
reduced. Subsequently, a hardware-in-the-loop 
system is presented [8], as a support to the real 
flying platform, in order to test the feasibility 
and the computation time of the assessed 
panchromatic object detection software. Finally, 
algorithm performance results are discussed in 
terms of accuracy and data rate.  

2 Experimental platform architecture 
The Sense and Avoid technology developed 

by TECVOL project is based on the DS&A 
system installed onboard a VLA named FLARE 
(Flying Laboratory for Aeronautical REsearch). 
It comprises an airborne pulsed radar, two 
visible cameras, one panchromatic and one 
color, two Infra Red (IR) cameras, a CPU 
devoted to Image Processing (IP-CPU), and a 
CPU devoted to Real Time Tracking by sensor 
data fusion (RTT-CPU). This unit is connected 
to the onboard Flight Control Computer (FCC) 
that performs autonomous navigation and flight 
control, including autonomous collision 
avoidance maneuvers.  

The radar is the main sensor, since it 
provides intruder range, azimuth and elevation 
information. The panchromatic camera is used 
as aiding sensor of the radar, in order to increase 
data rate and accuracy of detected object. The 
color camera is devoted to aircraft 
identification. Finally, IR cameras have the 
same function as the panchromatic camera when 
it is not able to work, such as in dark luminosity 

conditions. Obstacle identification and day/night 
operations will be developed in   future phases 
of TECVOL project. The entire sensor package 
is on the wing, radar in central position and 
cameras parallel to it.  

The system communication is implemented 
on the basis of figure 1. Radar performs the 
initial intruder detection which is transmitted to 
the RTT-CPU by Ethernet connection. 
Subsequently the RTT-CPU provides the 
intruder position estimated by the radar to the 
IP-CPU, which runs the panchromatic camera 
object detection software.  The Camera 
communicates with IP-CPU via a IEEE1394b 
link. If the intruder aircraft is in the Field Of 
View (FOV) of the panchromatic camera, the 
image processing algorithm provides output 
measurements of intruder position, which are 
sent back to RTT-CPU. Finally, this unit 
performs fusion of radar and EO data and 
allows for tracking the intruder aircraft. 

 

 

Figure 1  Onboard DS&A architecture 

3 Development and critical issues of image 
processing algorithm 

Image processing algorithm for panchromatic 
camera exploits radar measurements to perform 
the intruder optical detection and tracking, in 
order to increase the position accuracy and data 
rate. The adopted panchromatic camera is the 
model MarlinTM produced by Allied Vision 
TechnologiesTM. Table 1 summarizes its 
performance in terms of FOV, resolution and 
data rate. 
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Table 1   Panchromatic Camera Performance 

FOV 49.2° x 37.9° 
RESOLUTION 1280 x 960 pixels 
DATA RATE 7.5 fps 

 
Each time the RT-CPU commands the IP-

CPU to run the image processing algorithm, it 
starts searching in a window within the last 
acquired image to perform the obstacle 
detection. That window is centered on the 
azimuth and elevation measurements provided 
by radar, and its size depends on the current 
intruder range (fig. 2). Therefore, the image 
processing algorithm performs the intruder 
detection in that limited portion of the overall 
flight image, in order to increase the accuracy of 
intruder position, and to provide that 
information after a very short computation time, 
because of the reduced window size. Finally, the 
EO outputs are converted from the Camera 
Reference Frame (CRF) to the aircraft Body 
Reference Frame (BRF) by means of the 
procedure derived in ref. 15 and they are sent to 
the RTT-CPU.  

3.1 Determination of the search window 
size 

Search window definition has to take into 
account several aspects. First of all, window 
dimensions have to be set considering 
uncertainty sources such as radar error in NED 
and residual time/space registration errors. On 
the other hand, at relatively small range the 
search window has to be large enough to 
enclose even the largest possible obstacles. 
Thus, search window dimensions are defined as 
follows. When the estimated intruder range is 
larger than 350 m, the window has constant 
dimensions in pixels, i.e. 150 (width) x 100 
(height) pixels, corresponding to an angular 
FOV of about 6° x 4°. Of course, linear 
dimensions of the search window increase for 
increasing range and are always large enough to 
enclose a typical civil aviation aircraft, such as a 
Boeing 737 or an Airbus A320. In order to set a 
lower bound for search window dimensions, 
when the range is smaller than 350 m the 
window dimensions in pixels are inversely 

proportional to range thus achieving constant 
linear dimensions. Indeed, this case is of little 
interest for sense and avoid applications.  
Figure 2 depicts linear dimensions (in m) of the 
search window as a function of the estimated 
intruder range. 
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Figure 2   Search Window dimensions 

3.2 Image processing technique 
The object detection technique adopted in the 
image processing algorithm is the coupled edge 
detection - labeling, based on the Sobel method 
[9, 10]. It resulted the fastest and the most 
accurate technique, as already discussed in 
previous papers [7], and it has been customized 
for our applications. Moreover, among the 
several edge detection methods (Robert Cross, 
Prewitt, Canny and Sobel [11, 12]), the Sobel 
one is the most suitable for real-time operations 
with isotropic answers along the two image 
dimensions. 
The implementation of the edge detection-
labeling technique is carried out in different 
steps: 
• By means of the Sobel edge detection 
technique, the search window is binarized. In 
order to limit the impact of background noise a 
relatively high threshold is considered in Sobel 
method, on the basis of the assumption that the 
intensity gradient generated by the intruder is 
larger compared with other background objects; 
• The labeling technique connects all 
detected pixels in the binarized search window 
(if any) and it outputs a limited number of 
edges; 
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• Finally, the intruder is detected in the 
search window as the largest edge.  
Hereinafter we show an example of edge 
detection-labeling implementation, applied to a 
real image acquired during a flight test. In 
particular, Figure 3 illustrates the image 
processing technique implemented within the 
search window, which encloses the intruder 
aircraft during a frontal encounter flight test. 
The instantaneous range between FLARE and 
the intruder aircraft is of about 1 km. 
 

 
 
 
 
     

 
Figure 3  Edge-Detection Labeling Implementation 

Moreover, the following table synthesizes the 
algorithm performance, in terms of false alarms, 
missed detections, correct detections and the 
detection range at the first intruder catching. 

Table 2  Algorithm Performance 

False 
Alarms 

Missed 
Detections 

Correct 
Detections 

Detection 
Range 

9 % 11 % 80 % 2400 m 
 
However, the computation time has been 
evaluated by means of the  laboratory test-bed 
[8], described more in detail later, and it 
resulted less than 100 ms, suitable for our real-
time system. 

3.3 Critical Issues 
Let us observe that the false alarm percentage 
declared in table 1 is quite high from the 
algorithm reliability point of view; in fact that 
algorithm performance doesn’t allow the EO 
system to supply the required auxiliary function 
to radar, but it can degrade the overall DS&A 
system performance. 
In particular, the critical situations for false 
alarms risks can be classified in two main 
categories: presence of sun glares in the 
captured image, and horizon presence in the 
search window. 
Next section aims at describing how those 
issues have been managed in order to reduce the 
false alarm rate and to realize a more robust 
system. 

4 Improved Strategies for the development 
of the Image Processing technique 

In the sun light in the image case, a “Sun 
Presence Detector” has been implemented. It 
evaluates the percentage of saturated pixels of 
the whole image and it is based on a statistical 
study applied on real images. From results it has 
been always verified that when sun is in front of 
the camera, more than 15% of the pixels are 
saturated. This percentage is the reference 
threshold considered by the detector; if the sun 
is detected, the edge detection algorithm is not 
run and the IP-CPU does not send any EO 
measurements to tracker.  
An example of sun detector implementation is 
shown in figure 4.  
 

 
Figure 4   Sun in the image detected by the relative 

algorithm control 
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Horizon line presence in the search window is 
handled in different ways depending on intruder 
range. In particular, after edge detection-
labeling, a further filter is implemented in order 
to compare the largest edge length to the 
instantaneous intruder range and to evaluate the 
probability that it is an intruder or background 
noise. The reference lengths are the wing span 
of a civil aviation aircraft (B737) as well as the 
wing span of smaller vehicles such as the 
TECNAM P92. They are calculated at different 
ranges, taking into account also the extension 
atmosphere and height effects, as stated in ref. 
13. The concept is explained by the following 
equation: 

CR= e(-σ
v

 (h)  * R) 
Where CR is the attenuated length in percentage, 
R is the object range from the point of 
observation, and σv is the attenuation factor, 
depending on the object altitude h. 
Therefore, the edge detection output is declared 
as intruder if it is enclosed in the range of 
reference wing spans. Secondly, the algorithm 
provides a higher-level control to reject false 
alarms since it must ensure that the detected 
edge has no comparable segments; otherwise it 
does not output any intruder position 
measurements 
An example of horizon presence in the search 
window and of the resulting edge detection 
output is reported in figure 5. 

 
(a)                                   (b) 

               
(c) 

 

Figure 5  a) Search window enclosing horizon; (b) 
Edge detection-labeling implementation; (c) Image 
processing algorithm output. 

5 Test-bed for analyzing the developed 
strategies 

Real-time image processing algorithm 
performance have been tested by means of a 
hardware-in-the-loop (HWIL) facility realized 
to support development of the sense and avoid 
system onboard FLARE [8,14]. In particular, it 
aims at validating the main real time flight 
system operations, such as intruder tracking, 
image processing, and data fusion. In fact, it 
allows a wide range of flight scenarios to be 
reproduced, also those ones that are difficult to 
be replicated in real flights, and to compare the 
evaluated system performance with the expected 
one. 
In the current configuration, the real hardware 
components tested are the visible EO sensor and 
the processing units, while the radar is replaced 
by a dedicated simulator which reproduces its 
outputs. A camera captures synthetic images of 
the intruder aircraft that are displayed on a LCD 
screen located in front of it. Figure 6 reports the 
overall HWIL architecture, while figures 7a and 
7b depict the layout of camera, monitor and 
collimator on the optical bench and the black 
box which encloses all optical components. 
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Figure 6     HWIL system architecture 
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(a) 

 
 (b) 

Figure 7   Camera-Collimator-Monitor on optical 
bench; b. Black Box on optical bench 

During laboratory tests data flow is the same as 
the one of the real flight system: RTT-CPU 
receives the estimates of target position from the 
Radar Simulator and transmits the relevant firm 
tracks estimates to the IP Computer which 
processes the displayed images as it is captured 
by the camera. Subsequent processing steps are 
identical to the one executed in real flights. 
The indoor facility can operate in two operating 
modes: pre-recorded or simulated flight 
scenario. In the case of pre-recorded flight data, 
intruder position is output at a frequency of 1 
Hz (GPS update rate), so that the scenario 
displayer computer performs an interpolation of 
intruder range, azimuth and elevation in order to 
generate images at a frequency of 20 Hz.  
HWIL results regarding the EO obstacle 
detection performance relevant to tests based on 
flight data are reported in figure 8 and figure 9. 
In particular, they represent intruder azimuth 
and elevation in the Body Reference Frame 

(BRF) during a near collision encounter 
between FLARE and the intruder aircraft; 
therefore, the distance between the two aircraft 
decreases while they fly at almost the same 
altitude. The performance improvement of 
intruder position estimated by EO sensor 
compared to radar estimations can be clearly 
appreciated in terms of accuracy and 
measurement rate; moreover radar azimuth 
measurements are affected by a constant bias of 
about 1°, due to residual misalignment w.r.t 
AHRS. In this test the image processing system 
was interrogated at a frequency of 5 Hz and it 
exhibited a response time of less than 0.1 s, on 
average. Table 3 summarizes these results by 
comparing radar and EO camera from the point 
of view of accuracy and data rate of angular 
measurements. 
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Figure 8   Intruder Azimuth in the BRF 
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Figure9  Intruder Elevation in the BRF 
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Table 3  Sensors Angular Measurements Performance 

 
Accuracy 

(°)  
Data Rate 

(Hz) 
Radar 1.7 1 

Panchro 
Camera 

10-1 5 

6 Results 
All algorithm controls added to reduce the risk 
of false alarms, i.e. the ones explained in the 
previous sections, have been applied. They 
allowed for increasing the EO object detection 
performance as it is synthesized in the Table 4. 
 

Table 4  Edge detection–labeling performance 
optimized in the considered frontal encounters 

False 
Alarms 

Missed 
Detections 

Correct 
Detections 

Detection 
Range 

1.6 % 37.6 % 60.8 % 2400 m 
 
It is worth noting that these results are 
compliant with tracking requirements expressed 
in terms of false alarms rate, computation time, 
and detection range. In fact, a conservative 
assumption was made in the realization of the 
algorithm because the main camera does not 
need to output data with a constant data rate. Its 
main scope is to improve the accuracy of the 
tracker that is based on the radar as primary 
sensor. For this reason, it is preferable that the 
IP-CPU outputs to RTT-CPU fewer, but more 
reliable EO measurements in order to enhance 
the integrated tracker performance. In fact, the 
main effect of a missed detection is to reduce 
EO measurement rate and thus the algorithm 
capability to filter sensors noise and improve 
estimation accuracy, especially on angular 
derivatives. Instead, if a false alarm is input to 
the Kalman filter [5], an erroneous association 
may occur and, due to the small EO estimated 
measurement covariance. Consequently, it can 
have negative impact on tracker reliability such 
as biases generation and then it can determine a 
track loss. In future, this problem could be 
overcome by adding a real time estimate of EO 

covariance that is based on a guess on the 
quality of the performed image processing. 

7 Conclusions 
This paper is focused on the optimization of 

an image processing algorithm for a visible 
camera, that is integrated in a hierarchical 
sensor architecture for Sense and Avoid 
applications. The system is installed onboard a 
Very Light Aircraft and it is characterized by a 
multi-sensor solution: the radar, the main 
sensor, and four EO cameras, i.e. aiding sensors 
to radar, two visible and two IR. In particular, 
the panchromatic camera aims at increasing the 
tracking accuracy and data rate after the initial 
detection by the radar. Therefore, it is 
mandatory that the EO detection is reliable, fast, 
adaptable at different weather and illumination 
conditions (sunny, cloudy or rainy day), and it 
has a large detection range. The most reliable 
image processing technique for the presented 
application resulted the edge detection–labeling. 
It has been demonstrated that its computational 
load is adequate to real time systems, it works 
well on several image backgrounds and it has a 
detection range of about 2400 meters in clean 
air conditions. Moreover, the algorithm was 
improved in order to obtain fewer false alarms, 
thus increasing the overall reliability of the 
integrated system outputs. 

Finally, the overall Sense and Avoid tracking 
system performance is shown to increase 
significantly with respect to the standalone radar 
tracking system performance. Indeed, radar can 
work in all-weather all-time conditions and it 
performs the direct range-to-obstacle measure, 
while EO system allows a better angular 
accuracy, about 0.5° with respect to 1.7° of 
radar measurements, and an increased data rate, 
up to 5 Hz instead of 1 Hz provided by the radar 
sensor. 
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Abstract

In this paper an Autonomous Navigation System
(ANS) integrating both the Path Following (PF)
and the autonomous Sense And Avoid (S&A)
functions is proposed. The S&A algorithm is de-
veloped in order to guarantee an avoidance ma-
noeuvre that ensure a minimum separation be-
tween the ownship and all the other agents dur-
ing its overall execution in multiple flying threats
scenarios. The proposed S&A system is mod-
eled in the Matlab/Simulink R© environment for
a Piper J3 Cub 40 model aircraft. The threats
considered are aircrafts that communicate their
state to the system through their Automatic De-
pendent Surveillance-Broadcast (ADS-B) mode
S transponders.

1 General Introduction

The unavoidable separation between the Un-
manned Aerial Vehicles (UAVs) and their pi-
lots leads to a significant reduction of the hu-
man piloting performance, due to the loss of
sensory cues valuable for flight control and chal-
lenges in providing the pilot with complete sit-
uational awareness of the surrounding environ-
ment around the air vehicle [1]. This results
in worsening the knowledge of the pilot regard-
ing the current estimation and the prediction of
the position of the UAV, other flying agents and
terrain hazards. Moreover it involves also the

lack of perception of the distance from the local
ground level and the weather conditions in the
operating region of the UAV [2].

Therefore it is necessary to introduce the S&A
system which can be defined as an artificial sys-
tem equivalent to the human pilot for detecting
and avoiding hazard situations such as midair
collisions, controlled flight into terrain, flight
path obstacles and clouds. This imply that it
must provide a self-separation of the aircraft in
case if other methods fail to prevent the con-
flict [3]. The development of this system is still
an open research and involves different issues
[4]. One of the most difficult issues that need
to be solved is the definition of the configura-
tion of the sensors to detect and to identify the
conflict risks. The most common solutions in-
volve transponders mode S or emerging tech-
nologies like ADS-B [6], radars [7–9] or cam-
eras [10–14] or mixed configuration of sensors
of both types [15] [5]. Another important topic
to which still no accepted solution has been de-
fined is the algorithm that is used for the conflict
detection and the resolution manoeuvre evalu-
ation [5]. Further work is also needed in de-
veloping and defining the type and the layout
of Human-Machine Interface (HMI) that guar-
antee an easy and effective interaction between
the system and the pilot [16, 17]. The interac-
tions and the trade-offs between all the afore-
mentioned issues should be defined by consid-
ering the certification requirements, the limita-
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tions and the performances of the technology.
What also needs to be considered are the ef-
fects of the human pilot involvement in the sys-
tem management when it is not completely au-
tonomous.

A prototype of S&A algorithm for single
threats scenarios was developed in [18]. It eval-
uate the avoidance manoeuvre as a simple step
finite variation of the command imposed to the
heading angle autopilot of the aircraft. The
heading angle change is optimized in order to
keep the distance between the ownship and the
flying threat superior or equal to a minimum
value of the horizontal separation during the
overall manoeuvre. In this paper this algorithm
is further developed in order to estimate vertical
resolutions that guarantees a minimum vertical
separation during the overall manoeuvre. This
approach is then extended to cover the multi-
ple threat scenarios. The developed algorithm
is integrated in an ANS together with a PF al-
gorithm where the flying threats considered are
aircraft equipped with mode S ADS-B transpon-
ders. The overall system was modeled in Mat-
lab/Simulink R© environment, including the HMI.

The implementation described here gives the
possibility to the pilot to use the system with the
PF algorithm in switched on (autonomous nav-
igation mode) or off (manual navigation mode).
The paper concludes with the results of two sim-
ulation scenarios for the two operative modes in
which two simultaneous head-on conflict risks
are considered.

2 Preliminary definitions

The Cartesian reference frame used for the de-
velopment of the algorithm is shown in Fig. 1,
where an arbitrary vector ~v can be defined
through its Cartesian components according to
the relationship:

~v
∆
= (vx, vy, vz) (1)

but also through spherical coordinates in terms
of modulus |~v|, azimuth and elevation angles
α(~v) and β(~v) defined from the following rela-
tionships:

|~v| = ∆
=
√
v2
x + v2

y + v2
z (2)

x y

z

~Vo

Fig. 1 Cartesian reference frame considered in
the developed algorithm: the origin is in the
current position of the ownship, the x and y
axis are in the local horizontal plane pointing
towards the projection of the aircraft direc-
tion of motion (defined from the ownship air-

speed ~Vo) and the left wing respectively and
the z axis is directed upwards.

α(~v)
∆
= arctan

vy
vx

(3)

β(~v)
∆
= arctan

vz√
v2
x + v2

y

(4)

Another useful parameter is the horizontal pro-
jection modulus |~v|h defined as:

|~v|h
∆
=
√
v2
x + v2

y (5)

Supposing that the ownship position estima-
tion comes from a Global Positioning System
(GPS) receiver, it is necessary to take into ac-
count the uncertainty related with the posi-
tion estimation accuracy of both ownship and
threats. This necessitates to define a position
uncertainty zone as the locus in which the true
aircraft position lies. According to the conven-
tional format used to express the accuracy of the
GPS positions estimation, a cylindrical region is
considered which is centered on the aircraft po-
sition with a radius of rp and a half-height of
hp respectively that are equal to the horizontal
and the vertical position estimation accuracy as
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rp

hp

Fig. 2 Extension and geometric parameters of
the position uncertainty zone

shown in Fig. 2. In addition to this a cylin-
drical safety zone region is defined as a position
uncertainty zone the dimensions of which are in-
creased by a safety factor in order to take into
account the approximations introduced in the
resolution manoeuvre estimation.

3 The system structure

The simulation environment used to develop and
test the ANS system is sketched in Fig. 3. Both
the ownship and the threats aircraft blocks are
obtained from the simulator of a Piper J3 Cub 40
model aircraft [18]. The on-board ANS receives
the sensors data regarding the ownship aircraft
current state and sends the commands to the
autopilots in order to be executed. The sensors
data include the threats transponders broad-
cast, the ownship aircraft GPS position, alti-
tude, true and ground airspeed, magnetic head-
ing angle and vertical speed. In order to sim-
ulate the real communication between threats,
the data exchanges between the transponder
blocks are enabled only when the horizontal dis-
tance between the aircrafts is inferior to the min-
imum among the reception range of the own-
ship transponder and the transmission range of
the threats transponders. This distance is cal-
culated by transforming the GPS position of the
threat from the geocentric reference frame to

ownship
transponder

autonomous
navigation
system

threats
data

ownship
aircraft

commands
sensors

data

threat 1
aircraft

threat 1
transponder

sensors
data

threat 2
aircraft

threat 2
transponder

sensors
data

Fig. 3 Structure of the simulation environ-
ment used to test the ANS

the North-East-Down Reference Frame (NED)
which is centered in the current ownship posi-
tion and estimating the length of the resulting
vector.

The structure of the ANS is shown in Fig. 4.
The switch with the label user selection selects
the modes between the autonomous and the
manual navigation mode of the system. The col-
lision risks and safety alerts are processed by the
conflict detection algorithm. If one or more
potential conflicts are detected, the resolution
manoeuvre is computed in the resolution eval-
uation algorithm. The informations about the
alerts and the recommended resolution manoeu-
vre are then displayed via the HMI to the pilot.
The autonomous collision avoidance sys-
tem takes over and executes a collision avoid-
ance manoeuvre “if” there is no command input
given from the pilot.
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aircraft
simulator

autonomous
resolution
execution

resolution
evaluation

resolution
data

conflict
detectionownship

transponder

pilot-
system
interface

pilot
command

path
following

autonomous
resolution

switch

user
selection
switch

ownship
state data

Fig. 4 Block diagram of the ANS system

4 Path Following Algorithm

The PF algorithm navigates the aircraft through
a given set of predefined waypoints. These are
defined in geocentric coordinates as:

~PW/P
∆
=
(
φW/P , λW/P , hW/P

)
(6)

where φW/P , λW/P and hW/P are the latitude,
longitude and altitude, respectively. The air-
speed VW/P is controlled between each of the
waypoints and it is maintained to be a constant
one.

If it is assumed that the ownship position is:

~PO/S(t)
∆
=
(
φO/S(t), λO/S(t), hO/S(t)

)
(7)

Then the waypoint can be represented in the
NED reference frame which is centered in
~PO/S(t). Therefore, the heading angle command
ψd(t) and the airspeed command Vd(t) are:

ψd(t) = α
(
~xW/P,h(t)

)
(8)

Vd(t) = VW/P (9)

The altitude command hd(t) can be defined as a
linear variation in the altitude during the flight
between each of the waypoints. In order to ac-
complish this, the vertical speed Vz(t) has to be
maintained constant and it can be estimated as:

Vz(t) =
hd(t)− hW/P

tW/P
(10)

where, tW/P is the elapsed time to reach the way-
point and this can be calculated as:

tW/P =

∣∣~xW |P ∣∣
VO/S

(11)

therefore, the mathematical expression of the al-
titude command hd(t) is:

hd(t) =

t∫
0

Vz(t) d t (12)

Due to the uncertainties in the aircraft po-
sition, the aircraft may not exactly reach the
desired waypoint. Therefore the aircraft is as-
sumed to reach the desired waypoints if the fol-
lowing condition is satisfied:∣∣~xW/P

∣∣ < ε (13)

where εW/P is a threshold value defined based
on the aircraft position accuracy. If the above
defined condition is fulfilled, then the next way-
point has to be considered for the next iteration.

5 Conflict detection and resolution ma-
noeuvre evaluation

According to the aforementioned definition in
section 2, the ownship maintains the constant
position during the whole mission (i.e. in
the origin of the reference frame). Based on
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the straight projection hypothesis introduced in
[18], every other aircraft in the close airspace
move on a straight line. This line passes from
the current position of the threat and is par-
allel to its relative airspeed ~Vr defined as the
sum of the ownship’s airspeed vector ~Vo and the
threat’s airspeed vector ~Vi, as shown in Fig. 5. If
the threat trajectory intersect the position un-
certainty zone, therefore a collision risk is being
detected. In this case, a resolution manoeuvre
has to be generated in order to keep every threat
outside the safety zone during the overall ma-
noeuvre. Moreover, the control input variation
has to be minimized in order to reduce the devia-
tion distance between the resolution manoeuvre
and the aircraft original trajectory.

If the ownship is assumed to be equipped
and controlled with Flight Path Control System
(FPCS), the interactions between the longitudi-
nal and latero-directional dynamics during the
manoeuvres are negligible. This implies that it
is possible to define the resolution manoeuvres in
the horizontal and vertical plane independently.

Considering a single threat, the resolution ma-
noeuvre in horizontal plane is a heading angle
step command that falls within the safe heading
angle range ∆Ψres [18].

The resolution manoeuvres in vertical plane
could be simply defined as the altitude varia-
tion ∆hres necessary to put the ownship in a
final stationary condition in which the vertical
distance from the threat is equal or superior to
the half-height hs of the safety zone (Fig. 6).
Therefore the range ∆Hres of the safe altitude
changes that can be used for the resolution ma-
noeuvre is:

∆Hres = [−∞, ho(t)− (hi(t) + hs)]∪
∪ [ho(t) + (hi(t) + hs),+∞]

(14)

In the manual navigation mode, the switch-
ing between the resolution execution in the
horizontal and vertical planes is automatically
controlled by introducing two binary variables
χh,AR and χv,AR.

The switch χh,AR for the autonomous hori-
zontal resolution manoeuvre and its switching
principle are described in [18].

The switch χv,AR for the autonomous verti-
cal resolution manoeuvre execution is defined

(a)

(b)

(c)

Fig. 5 Conflict detection approach: (a)three
dimensional space, (b)horizontal plane and
(c)vertical plane. The red aircraft is the
threat and the gray one is the ownship.

Fig. 6 Approach used for the vertical resolu-
tion evaluation: the red aircraft is the threat
and the gray one id the ownship.
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Fig. 7 Estimation of the tr values for a dis-
crete grid of ∆h value and comparison with
the approximation (vertical view)

by considering the horizontal distance necessary
for the aircraft to reach the new altitude com-
manded by the resolution manoeuvre. This re-
quires the estimation of the rise time tr, which
is the time taken by the aircraft to move from
the current altitude to the new commanded al-
titude. The rise time can be estimated from
the response of the aircraft based on a discrete
grid of altitude variations ∆h, starting from the
same initial cruise condition. These values can
be used to get a linear segment regression as
given in the equation below and shown in Fig. 7:

tr =


21.82− 1.26(ψj + 30) ψj < −30
−0.73ψj −30 < ψj < 0
0.31ψj 0 < ψj < 30
6.25 + 0.36(ψj − 30) ψj > 30

(15)
Once tr is estimated, the minimum distance for
a safe manoeuvre execution can be calculated
as:

dmin,res = VGAS,ctr (16)

where VGAS,c is the estimated ground airspeed
during the manoeuvre. This is assumed to be
equal to the aircraft true airspeed to get conser-
vative results for the head-on encounters. There-
fore χv,AR is true when the following condition
holds: ∣∣∣~Pi,r(0)

∣∣∣
h

= dmin,res (17)

In the manual navigation mode, the algorithm
is defined in order to operate both the horizontal
and the vertical resolution manoeuvre simulta-
neously as soon as any one of the autonomous

resolution execution switches χh,AR or χv,AR is
switched on. This means that it is possible to
define an overall autonomous resolution execu-
tion switch χAR as:

χAR = χh,AR ∨ χv,AR (18)

where ∨ indicates the logical operator or. In
the autonomous navigation mode, an optimal
navigation is obtained where the resolution ma-
noeuvre is initiated as soon as the collision risk
is detected and therefore the switch χAR is not
used.

In this paper, the above defined approach is
extended to a multiple threats scenario. Con-
sidering n threats, the safe heading angle, al-
titude ranges and the autonomous resolution
switches are considered as ∆Ψ1,∆Ψ2, ...,∆Ψn,
∆H1,∆H2, ...∆Hn and χ1,AR, χ2,AR, ..., tnχn,AR

respectively. Then the resulting resolution head-
ing angle and the altitude ranges ∆Ψ̄ and ∆H̄res

can be defined as the intersection between the
ranges calculated for every threat:

∆Ψ̄res =

n⋂
i=1

∆Ψi (19)

∆H̄res =
n⋂

i=1

∆Hi (20)

The general autonomous resolution switch χ̄AR

is switched on as soon as any particular switch
which relates to any one of the threats is
switched on.

In order to minimize the gap with the opti-
mal navigation trajectory, the effective heading
angle value used for the heading angle change
∆ψres has to be chosen as the minimum abso-
lute value in the range ∆ψ̄res. Similarly, the
resolution altitude change ∆hres has to be de-
fined as the value of the set ∆H̄res that has the
minimum absolute value.

6 System-Pilot Interface

The developed HMI display for the system is
shown in Fig. 8. It includes a panel with the
simulation controls, a panel with the switches of
the system functionalities, the PF panel and the
S&A panel.
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Fig. 8 Snapshot of the HMI display of the ANS system

The PF panel shows the position of the way-
points with respect to the current position of the
aircraft and the route that the aircraft has to fol-
low for an optimal path. It includes a horizontal
display of the positions expressed in latitude and
longitude and a vertical display of the distances
in kilometers between the current position of the
aircraft and the waypoints.

The S&A panel is mainly used to display
informations about the threats, system alerts,
resolution manoeuvres and the ground terrain
topology.

7 Results and discussion

The overall architecture of the proposed ap-
proach was modeled and validated through sim-
ulations in Matlab/Simulink R© environment. In
particular, the results of two different simula-
tions are presented for a two threats scenario
considering head-on encounters. The simula-
tions are based on the manual and the au-
tonomous navigation modes of the ANS (i.e. the
PF algorithm is switched off and on modes), re-
spectively. The position uncertainty zone and

the safety zone are set respectively with a ra-
dius of 50 m and 100 m, with a half-height of
25 m and 35 m. The ownship starts from its ini-
tial position with the latitude of 53.030◦N and
longitude 0.002◦W in a cruise condition at an al-
titude of 150 m, airspeed of 15 m/s and the head-
ing direction towards the North. One of the two
threats is assumed to start from the latitude of
53.016◦N and the longitude of 0.016◦W cruising
at the same altitude and airspeed of 14 m/s with
the heading direction of 90◦ from North. The
second one is assumed to start from 53.022◦N
(latitude) and 0.0065◦W (longitude) with the
heading direction of 210◦ from the North and
descending from an altitude of 200 m to 100 m;
airspeed of 14 m/s. The waypoints used in the
autonomous navigation modes are tabulated in
Table 1.

The results of the simulations for the ANS in
manual and autonomous navigation mode are
shown in Fig. 9 and Fig. 10, respectively. The
altitude profiles and the altitude commands of
the ownship are shown in Fig. 9a and Fig. 10a.
The aircraft heading angle profile and the head-
ing angle commands are shown in Fig. 9b and
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waypoint name latitude longitude altitude [m] airspeed [m/s]

WP 1 53.030◦N 0.002◦E 150 15
WP 2 53.040◦N 0.030◦W 200 15

Table 1 Data of the waypoints considered in the autonomous navigation mode simulation

(a)

(b)

(c)

Fig. 9 Results of the ANS system simulation
for the manual navigation mode: (a)altitude
profile and command, (b)heading angle pro-
file and command, (c)three dimensional tra-
jectory of ownship and threats

(a)

(b)

(c)

Fig. 10 Results of the ANS system simu-
lation for the autonomous navigation mode:
(a)altitude profile and command, (b)heading
angle profile and command, (c)three dimen-
sional trajectory of ownship and threats
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Fig. 10b. Finally the three dimensional trajec-
tory paths of the ownship and the threats for
both manual and autonomous navigation modes
are shown in Fig. 9c and Fig. 10c.

Regarding the PF algorithm performances, it
is worth mentioning there is about 10 meters un-
dershot in reaching the desired altitude of the
second waypoint in Fig. 10a. The minimum
values of separation between the ownship and
each threat in the first simulation are 94 m and
89 m, respectively. This means that the threats
do not enter in the position uncertainty zone,
despite their trajectories pass inside the safety
zone. The difference between the minimum dis-
tances and the maximum dimension of the safety
zone is however limited to the 6% and the 11%
of the last value.

More results are obtained in the manual nav-
igation mode, in which the minimum distances
between the ownship and the threats are 120 m
and 172 m, respectively. These results imply
that the threats are always outside the safety
zone during all its manoeuvres.

This difference in the performances can be re-
lated in the two cases to the resolution manoeu-
vre starting point. In fact in the manual nav-
igation mode the resolution is executed when
the distance between the ownship and closest
threat is the minimum value that guarantee a
safe avoidance manoeuvre. In the autonomous
navigation mode, it is initiated as soon as the
threat is detected, (i.e. the distance between
ownship and threats is generally greater than the
previous case). Despite this difference, the ap-
proach used for the manoeuvre evaluation is the
same and involves the estimation of the future
trajectory of the ownship during the manoeu-
vre. This prediction is more reliable in the short
term than in the long term due to the hypothesis
used. Therefore, when the resolution maneuver
is executed in the manual navigation mode, the
deviation between the predicted and the true
trajectory is inferior and the performances are
more conservative.

8 Conclusions and future works

The results presented in the paper provide a
proof of acceptable performances of the S&A al-

gorithm for the ANS in both autonomous and
manual navigation modes. The proposed algo-
rithm is particularly suitable for Remotely Pi-
loted Vehicle (RPV) as a safety pilot support
tool. However it is also reliable for an au-
tonomous navigation system similar to the one
described in this investigation. The PF algo-
rithm works well apart from a small delay in
reaching the desired altitude. Therefore the re-
sults obtained from the integration of the two
systems guarantees an acceptable PF algorithm
performance for the ANS.

Further developments can be proposed for the
described S&A system with the detection and
avoidance of the ground obstacles. Additionally
the PF algorithm can be improved by integrat-
ing an optimal waypoint navigation system with
filtering techniques. Finally it is also necessary
to have pilot evaluations of the HMI.
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Abstract  

A Lighter Than Air Robot (LTAR) is an airship 
capable of sustained flight with no direct human 
control and able to perform a specific task. An 
important potential application is bridge 
monitoring. The disaster caused by the collapse 
of one of Minneapolis (Minnesota) highway 
bridges points to the need for better 
technologies to inspect bridges.  

1 Introduction 

Lighter than air vehicles behave and function 
differently to heavier than air craft: airplanes 
and helicopters. With sufficient autonomy, an 
unmanned lighter than air vehicle can be 
considered as a Lighter Than Air Robot (LTAR) 
[1,2]. It does not require any motor action to 
maintain a certain altitude and position in the 
space as it relies on low density gas inside the 
envelope to balance its own weight. It uses lift 
to float in the air in ways similar to submarines 
buoyancy in the water. One way to deflect some 
of the concerns associated with high fuel 
consumption of heavier than air craft is to rely 
on lighter than air vehicles. They offer an 
unmatched capability to fly for long periods of 
time and to do it silently. Airships float in the 
atmosphere due to their buoyancy so are 

airborne when filled with gas, before being 
launched and remain airborne until the gas 
eventually is released.  With this feature, a 
lighter than air robot could conduct a continuous 
aerial operation with very low energy 
consumption. Non rigid airships with a cigar 
shaped profile are the most common type. These 
airships do not have any rigid internal 
framework.  

The missions foreseen are environmental 
monitoring, inspection, surveillance and other 
applications ... Another application founds its 
roots in a growing worldwide interest in a new 
concept consisting of using autonomous 
atmospheric flight vehicles as platforms 
operating for extended periods of time at very 
high altitudes (between 20,000 and 100,000 m) 
to accomplish missions actually accomplished 
using spacecraft. As airships need less energy to 
stay aloft, they are considered as potential near-
space platforms [3,4,5]. 

Lighter than air robots have essentially two 
flight regimes: hover and cruising flight: 

• Aerostatics hovering (Hover): The speed 
of the LTAR relative to the surrounding 
air is small such that few or no forces act 
on the vehicle, except those resulting 
from the propulsion itself. The ability to 
hover is extremely useful for any 
operations that require close proximity to 
terrain or obstacles.} 
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• Aerodynamics flight (Cruising Flight): 
There is a significant relative speed 
between the vehicle and its surrounding 
environment and aerodynamics forces act 
on the vehicle. These aerodynamic forces 
then largely dominate those generated by 
the power system. Cruising flight usually 
results in the aerial robot constantly 
meeting upcoming air, which makes the 
range of adverse events to flight quite 
narrower. 

From the earliest days of aeronautical 
experimentations, the natural wind proved itself 
to be a major parameter to successful flights 
[6,7]. The wind mostly affects a trajectory 
through its speed. In general, the wind speed 
can be modeled as a sum of two components: a 
nominal deterministic component (available 
through meteorological forecasts or measured 
with a Doppler radar) and a stochastic 
component, representing deviations from the 
nominal one. The closed loop controller takes 
care of the stochastic part considered as 
perturbations, while the deterministic 
component is introduced into the motion 
planner. 

This paper is organized as follows. Section 2 
introduces Flight planning while section 3 
presents the bridge monitoring flight simulator. 
Section 4 is a brief review of various 
approaches in route planning with uncertainty 
and Section 5 shows the application of  

2 Flight Planning 

2.1 Introduction 

Flight planning routines attempt to create 
paths that are fully consistent with the physical 
constraints of the airship, the obstacle 
avoidance, optimum flight path and weighed 
regions. Weighed regions are regions with 
abnormally low or high pressure, wind speeds 
or any other factor affecting flight. Vehicle 
autonomy is a discipline fertilized by the 
robotics and computer science fields. 

The purpose of 3D mission is to create a 
pathfinder. This pathfinder generates the path 
from the initial point to the mission goal and 

navigates the vehicle. The position, orientation 
and speed of the vehicle are known from the 
sensors data and information about the 
meteorological conditions and probably 
obstacles to avoid is available. These elements 
are connected and close the cycle of the vehicle 
command and control.  

Aerial robots require fuel, power and time 
resources to move about their environment. To 
fully define a trajectory, a path must be 
augmented with velocities and angular motion 
parameters. Resources costs in the form of 
forces/torques and traversal times can then be 
computed from the governing equations of 
motion. To incorporate quantities such as fuel 
and time into a traditional path planner's cost 
function state system state must be augmented 
with velocities...  

2.2 Problem Formulation 

The idea of uncertainty in planning has 
traditionally been considered in the domain of 
compliant robot, where the robot is allowed, or 
even required, to touch obstacles. The type of 
situations considered are relevant to problems 
involving manipulators and gripping, but are not 
of much use to vehicle motion planning where 
contact with an obstacle is to be avoided at all 
costs (with the exception of landing or 
perching). In most of the real world UAV 
planning problems, the issue of uncertainty in 
sensing and control is unavoidable. 

The general problem of planning with 
uncertainty can be given as follows: Given a 
vehicle with uncertain position information, 
uncertain environment knowledge (e.g. obstacle 
locations) and having limited precision in 
tracking commands, find the best path to the 
goal. 

3 Bridge Monitoring Flight Simulator  

The objective of this section is to present a 
software simulation of missions to demonstrate 
innovative concepts for airborne systems. This 
flight simulator software is used to accurately 
represent the system behavior and to generate 
multiple numerical data useful for analysis of 
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results and algorithms improvement. Thus it is 
interesting to see a graphical representation of 
the displacement of the object simulated. 
Furthermore, the development of a standardized 
interface between software modeling and 
visualization environments can more easily use 
a variety of tools. The proposed simulator is 
based on Matlab/ Simulink® developed by 
MATHWORKS (www.mathworks.com). This 
flight simulator implements the numerical 
models: the model of the airship, the simulated 
model of the environment, the atmosphere and 
its evolution, the databases needed for 
scenarios, and finally tools for recording 
simulation data. This flight simulator software 
enables to present an easy and understandable 
way of monitoring mission specialist. The 
environment of virtual reality can be connected 
directly with all possible commands and all 
types of translation. To demonstrate the 
possibilities of such a tool, a specific example of 
bridge was chosen: the bridge of Cheviré 
(Nantes, France) which an overview is shown in 
Figure 1. It is a typical example where the 
monitoring work of  a bridge can be automated. 
This bridge has three distinct parts to watch for:  

• On deck,  
• The bearings that support the deck: 

abutments at both ends and a dozen 
piles,  

• The foundation that allows the 
transmission of forces of structure 
and land. 

Monitoring of the deck, abutments and piers 
lends itself well to automation by monitoring 
with an airborne platform. 

 

 
Figure 1 : Cheviré Brigde (Nantes, France) 
 
In the simulated mission, the airship should 

fly from its point of rest, watch the first bridge 

pier in translation, monitor the span and 
continue monitoring the second cell, eventually 
returning to another point of rest. Several views 
are possible: on the road, on the airship, the 
whole trajectory and an observer far away. It is 
possible to move around the stage with arrows 
separated by 45 °: North, Northeast, East, South 
East, South, Southwest, West, North-West. 
Thus, it is possible to follow the airship in his 
motion. 

To perform the simulation, the position in 
space (x, y, z) and orientation (Euler angles: roll 
φ , pitch θ, yaw ψ) of the vehicle are sent to the 
interface located in a Simulink model with an 
"s-function" Subsequently, the interface 
converts the data into the coordinate system of 
the viewer selected. This is a model which is 
used to calculate the data needed to display 
graphics. This model consists of several blocks 
from library sources. These blocks represent the 
mission planning, trajectory generation, the 
airship model and 3D visualization.  

 
 
Figure 2 shows the path followed by the 

autonomous airship in nominal conditions. 

4 Different Approaches in Route planning 
with uncertainty 

Flight management of a vehicle in a dynamic 
partially known environment is a complex real 
time problem. The flight route can be 
preprogrammed at launch based on current 
weather conditions and forecast information, but 
once en route, changes to the flight plan have to 
be made in accordance to changes in the 
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weather. Even though forecast models have 
improved, weather and wind patterns 
continuously change and are still difficult to 
predict. Thus, the use of frequently updated 
weather information during the flight will allow 
adaptation and replanning based on current and 
near-term forecasts. The Weather forecast must 
become an important part of the flight 
management system, to detect signs of a slight 
change in wind velocity, monitor development 
and movement of clouds and recognize 
conditions suitable for the development of 
temperature inversions or of local wind 
phenomena. 

4.1 Receding Horizon Control 

The Receding Horizon Control (RHC) 
framework can also be employed to deal with 
uncertainties; the off-line pre-planned trajectory 
or approximate cost-to-go function accounts for 
global convergence based on known knowledge 
and the on-line RHC can used to negotiate with 
mid-flight uncertainties. It can be used to 
generate trajectories for a vehicle operating in 
an environment with atmospheric turbulence 
[8]. As uncertainty always exists due to 
numerous reasons, a way of taking care of it is 
to update the reference paths. The immediate 
measurements of the position and orientation 
are taken as initial conditions for the next 
reference trajectories generation.  

The basic problem is to move the vehicle 
from the current configuration to the next 
desired configuration (waypoint or final 
destination).  The current measured wind 
velocity is assumed to be constant between two 
updates of the reference trajectories. Because 
the environment is dynamic and trajectories are 
likely to change, a method is sought to generate 
paths quickly. A directed path segment is sought 
to join the current measured 

configuration
( ), , , ,i i i i ix y z χ γ

and the next way 

point configuration
( ), , , ,f f f f fx y z χ γ

. At 
this point, the path smoothness is defined by the 
continuity of the path curvature and torsion. 
This method is presented in detail in [8]. 

 

4.2 Reactive Planning 

The term 'reactive planning' refers in general 
to a broad class of algorithms that use only local 
knowledge of the obstacle field to plan the 
trajectory. Reactive algorithms are important in 
dealing with uncertainty, and run very quickly 
since no elaborate couplings are involved. In the 
case where a global obstacle map is not 
available and obstacle positions are known 
within a small radius, a reactive algorithm 
prevents last-minute collisions by stopping the 
vehicle when an obstacle is known to be in the 
trajectory, which has been planned by a 
different algorithm. This type of approach is 
important in many existing practical 
implementations in order to 'patch' an unsound 
algorithm to ensure that it is sound, as well as to 
deal with obstacle fields that may change 
suddenly. However, reactive planners, due to 
their inability to take the global planning 
problem into consideration, are seldom used as 
the sole trajectory generation process. In other 
words, if only the reactive planner is used, the 
vehicle may never find a trajectory that will lead 
to the goal, let alone an optimal one. 

The Motion Description Language (MDL) 
and its extension (MDLe) can be used to define 
and design the reactive algorithms. In this 
framework, a sensor based interrupt (i.e. 
obstacle detected) will cause the vehicle to 
switch to another behavior. Fuzzy logic could 
also be used as a basis for a reactive algorithm, 
as well as visual flow based reactive planning.   

There are numerous ongoing works on this 
topic, especially bio-inspired reactive planning 
algorithms. This can be explained due to the 
deficiencies of existing planning algorithms to 
involve sensory information in a principled way 
so that a complete planning framework results. 

4.3 Decision Tree Formulation 

A decision basis is a set of probable 
trajectories a moving object can take given a set 
of initial conditions.   A decision tree is formed 
by concatenating a decision basis at the end of 
each trajectory of a previous decision basis. 
Decision tiers are sets of decision basis ordered 
along each path. Decision tier 0 is the root 
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decision basis, tier 1 is the set of decision bases 
attached to the ends of each trajectory 
emanating from the root basis, tier 2 is the next 
set and so on.  

4.4 Markov Decision Process 

Markov Decisional Process works as an 
entity that takes decisions through time. At any 
instant (τ) in time, an agent collects information 
w (τ) on the state ‘s (τ)’ system. With the 
history of pairs of states and actions ‘h(τ) = (s0, 
a0, a1,........, w0 (τ-1), w (τ))’, The decision 
maker chooses the action a(τ). The choice of 
this action has two effects,  

• the decision maker receives an immediate 
reward ‘r(τ)’,  

• and the system transits to a new state 
‘s(τ+1)’ in the light of information 
received w(τ) collected on this state. This 
problem is looped as the agent desires. 

These decisions (choice of actions) occur at 
different moments in time. There are two 
categories: When it is necessary to decide in 
continuous time, it is called continuous 
sequential decision making, and vice versa, 
sequential decision making is called discrete 
moments when the decision is discrete. Let N be 
the number of decisions to make. When N is 
bounded, this is a problem with finite horizon. 
Conversely, when N goes to infinity, this is an 
infinite horizon problem 

Markov Decision Processes (MDP) seem 
to be the most adapted to our problem, because 
it incorporates a formal uncertainty and the 
mathematical resolution provides satisfactory 
results in the context of aerial robotics. 

5 Application of the MDP to LTAR route 
planning 

5.1 Introduction 

When the actual wind vector field is not 
known exactly and may deviate significantly 
from the wind velocities estimated by the 
model, a technique to address this issue is to 

explicitly incorporate wind uncertainties into the 
planning algorithm. 

To prepare the motion planning problem, 
the uncertainty in the wind field is modeled. The 
problem of reaching a particular goal location as 
a Markov Decision Process (MDP) is 
formulated using a discretized space approach. 
Solving the MDP provides a policy of what 
actuation option should be expected at any 
given location. 

Because the wind velocity W(ri,t) is 
uncertain, the next state ‘sj’ may be considered 
as a random variable and a probability 
distribution can be constructed over all adjacent 
cells. Given these transition probabilities from 
all states, the motion planning problem is to 
select the actions that minimize time-to-goal. 
This problem is thus naturally posed as a 
Markov Decision Process S, A, P, R where S 
represents the set of possible states si, A is the 
set of actions available from each state, P gives 
the transition probabilities Pa(si,sj) from current 
state si to possible next states sj' under action a, 
R defines the expected immediate reward for 
each transition and each transition a. In this 
problem, reward is negative travel time. . 

5.2 Wind Uncertainties 

Consider the problem of an aerial robot on 
the mission of bridge inspection explained 
earlier in this document. The challenge is to 
define a policy that is to say a series of decision 
rules to guide the robot to accomplish the 
mission assigned to it. This assumes a partial 
knowledge or overall environment in which the 
robot will evolve. So, moving from one place to 
another, avoiding obstacles, in this case, air 
turbulence requires the use of sensors of the 
robot. When these sensors are completely 
reliable, the robot perceives the complete state 
of the system. Unfortunately, in most cases, the 
sensors of the robots are only partially reliable, 
and the perception of the state of the system is 
said to be partial. So as a solution we can 
propose Markov decision processes. The 
sampling of the 3D environment (cell sampling 
of the 3D space) is needed to solve the problem. 
However, a compromise must be struck between 
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accuracy (related to the sampling frequency) 
and the risk of a combinatorial explosion that 
could be caused by selecting too many variables 
comprising the state vector. 
Available actions the system will be 
materialized by the various possibilities of the 
airship actuators: thrust angle α for example. 
The probability of transition between states T(s', 
a, s) will be chosen based on uncertainties 
related to the wind. Assuming that this law is 
Gaussian then it will have to choose the 
parameters (mean and standard deviation) as 
appropriate (For example, if it is determined 
that the winds are very low and the probability 
of deviation of the position of Desired arrival 
following the execution of an order, so we can 
assign a lower standard deviation, and vice 
versa). The reward function is unique for each 
problem or situation, and then it should be 
defined so that the process converges to the 
solution. 

5.3 Proposed Approach 

The objective of any mobile robot is to reach 
a target position from a certain position, also 
referred as pose when including orientations 
Cartesian positions. So, at any time, the 
configuration of a mobile robot is defined by six 
variables x, y, z, θ, φ, ψ representing the 
Cartesian position relative to a fixed axis and its 
orientation relative to a moving repair attached 
to robot. To reach a given goal, a robot 
calculates plans of motion (ie a sequence of 
actions that will lead him to this purpose) and 
executes them. Markov decision processes are 
very well suited to solve such problems. Their 
main advantage is that they offer a powerful 
mathematical framework for dealing with 
uncertainties in the information or disturbances. 
The problem of trajectory generation for a robot 
responsible for bridge monitoring is a three-
dimensional problem. To carry out this work, 
we chose first to study the trajectory generation 
by Markov Decision Processes for a mobile 
robot moving in a 2D environment, and then 
generalize the problem of higher dimension. In 
both cases the problem formulation remains the 
same. As the robot is still at the design stage 

(Laboratoire Central des Ponts et Chaussées), so 
we do not model dynamics. Then we will 
assume for simplicity that the robot can be 
represented by a geometric point. To distinguish 
the states, we chose to sample the space 
environment of the robot in order to minimize 
the number of states considered. And assume 
that the control system is characterized by a 
very good tracking error between two instants of 
decision of the planning system. The air 
disturbances will be considered as obstacles to 
be avoided, they will be represented by 
spherical geometries during the simulation. 
For the simulation of the algorithm we have 
chosen the Matlab M-file and V-Realm Builder 
to design the 3D simulation environment. 

5.4 Mathematical definitions 

Our approach uses a simplified version of the 
decomposition into cells to determine the 
different states of Markov Decision Processes. 
The decomposition is also used to determine the 
actions that integrate the best kinematic 
constraints of a mobile robot. 

5.4.1 Definition of states S 

Markov Decision Process is defined by a 
quadruplet <S, A, T, R>. The set of states S is 
the first step in any formulation of a process. 
The decomposition of the environment in cells 
produces a finite number of rectangles in the 
case of 2D and 3D cubes in the case of 3D 
space. However, it is necessary to take certain 
considerations as the size of an elementary cell. 
It must be large enough to enclose the robot and 
not too small to avoid a large number of states 
for obvious reasons of simplicity of the 
problem. To fully define the possible states 
orientation is also considered. All theoretical 
angles possible [-π, π] for each axis is sampled 
to obtain a global state of the form <c,o>:  

c: is the position of the center of the 
rectangle or cube. The dimension of c is 
either three or two.  
o: orientation is obtained by sampling 
the set [-π, π] for each axis of rotation 
considered. In our case, we felt it would 
be reasonable to subdivide the whole so 
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as to have eight directions around each 
axis. 
 

5.4.2 Definition of actions 

It is often customary to take action in 
such classic problems as "initial rotation of x 
degrees, go straight, final rotation of y degrees". 
In the 2D case, it often limits the number of 
possible actions in each state: they represent the 
angles through which one could reach an 
adjacent state (neighbor cells after space 
sampling). Indeed, as shown in the following 
figure: at a given position, a robot operating in a 
2D environment can only reach eight adjacent 
cells. This has the effect of considerably 
reducing the complexity of the problem and to 
assimilate the action to be taken at an angle of 
direction. 

 
Figure 3: Examples of actions taken for the 

transition between two states. 
 
The same justification can be extended to define 
all the actions in the 3D case. Except that the 
number of states reachable from any position is 
26 without considering the orientations. At first, 
we can ignore the orientations and take into 
account only the Cartesian coordinates of the 
robot. 
 

5.4.3 Transition function T  

In the Markov decision processes, the 
transition function defines the effect of 
uncertainty when performing a given action. 
The goal is to model a function of uncertainty I 
configuration after execution of an action. We 
can choose I as a Gaussian whose parameters 
provide information about the intended effect of 
applying a policy decision. It can also be an 

external disturbance such as wind modeled by a 
probability function similar. 

 

5.4.4 Reward function R(s)  
The reward function is an application 

that associates to each state or action causing 
the system in a given state to a real number 
encrypting the utility's system to be in a 
situation (state). We can arbitrarily choose to 
assign to states of positive real to highlight the 
advantage of having the state in question. Thus, 
a state award by a negative number means that 
the system is in dangerous situations. 
Intuitively, we can assign to the state goal 
(desired final position of the robot) the value + 
Max. For the states located in disturbed areas, 
we chose to assign a value opposite that is to 
say, - Max. For other states, it is to say those 
who do not belong to the set of dangerous states 
and do not represent the state goal; we felt it 
important to give them a reward inversely 
proportional to the Euclidean distance which 
separates them from the state goal. This has the 
effect of preferred states whose distance from 
the target is lower. Finally, to avoid deadlock 
situations: when the robot is blocked between 
two neighboring states to infinitely. We decided 
to assign a value for penalizing states already 
visited (-val). In short, the reward function is 
defined as follows:  

 

 
 
It is also important to note that disadvantaging 
states visited should preferably be chosen 
appropriately like Max and val (we propose to 
fix them empirically). We suggest to assign a 
negative number greater in absolute value to the 
largest Euclidean distance between the starting 
point and the end point to prevent the robot 
returns repeatedly to the points already visited. 
 

5.4.5 Optimization criterion  

The most appropriate for this kind of 
control is the finite criterion. It is assumed that 
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the agent should monitor the system in a finite 
number of steps N. The final criterion leads us 
to construct a value function that assigns to each 
state the expectation of the sum of N future 
rewards. The sum of the next N rewards is the 
criterion to be optimized. 

 

5.5 Modeling wind uncertainty 

The wind is decomposed into direction and 
magnitude components, denoted respectively by 

iθ  and Wi. Independent probability distributions 

are assigned to each. The expected value of each 
component is equal to the field model value 
given by ( , )iW r t . To model the uncertainty in  

iθ , a Von Mises distribution is employed 

( ) ( )( )
( )0

exp cos
,

2

i i

vm i i

k
f

I k

θ θ
θ θ

π

−
=  

where iθ = \angle \ ( , )iW r t is the mean, k is a 

concentration parameter and I0(k) is the 
modified Bessel function of the first kind of 
order 0. The wind magnitude Wi uncertainty is 

modeled as Gaussian with ( )( , ) ,i iW r t W r t= . 

The standard deviation is set as proportional to 
the magnitude, i iWσ ρ=  ( ρ  is chosen by the 

user). 

5.5.1 Transition Probabilities} 
Next, the transition probabilities Pa(si,s'j) are 
defined that govern state s'j is entered after 
executing each action a from each state si. If 
there is no vehicle actuation, the wind direction 
wholly determines the next state's position. In 
that case, the probability of the wind forcing the 
vehicle from state si to an adjacent state sj is  
where ijθ  is the smaller bordering angle of the 

1/8 circular sector pointing from si to sj.  
A Monte Carlo method is used to determine the 
probabilities P and expected rewards R from 
resultant vector for each action, described as 
follows. First a set 0θ of N sample points are 

drawn from the Von Mises distribution 

( ),vm i if θ θ  and a set W0 of N samples from the 

standard normal distribution (this step is 
required only once, whereas the following steps 
must be done by iterating for each si). Second 
these samples are adjusted for the state si. 

6 Test and Results 

6.1 2D Simulation Results 

Simulations of the algorithm are 
performed for configurations ranging from 
simple cases (only one obstacle to overcome) to 
configurations in the presence of many 
obstacles of different sizes (see figure 4). 

 
 

 
 
Figure 4: 2D path of the mobile robot 

6.2 3D Simulation Results 

The simulation of the algorithm in 3D is 
necessary because it brings us closer to the real 
case application of bridge monitoring. All 
components of the virtual world are built to 
simulate the program using V-Realm Builder. 
Thus, we built a bridge, a platform to illustrate 
soil. The robot and the point reached will be 
represented by squares. One is blue (robot), the 
second in red (end point). Areas of air 
disturbances that can be considered as obstacles 
will be illustrated by spheres of different colors. 
All these information are stored in a VRML 
standard file. Here is an overview of the virtual 
world on which the program will be applied to 
generate the 3D trajectory. 
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Figure 5: Overview of elements used for the 3D 
simulation program 

The square on the far right position materializes 
the target point; the robot, on the far left of the 

screen is represented also by a blue cube.  
On its way, it must avoid the spheres. 

Initialization data of the algorithm are initially 
in the VRML file. Translation properties of each 
node (element of the virtual world) should be 
incorporated into the Matlab program. This 
approach has the advantage of separating the 
visual appearance of manipulation by Matlab 
code as the VRML file is written separately. 
The program starts with building the quadruplet 
<S,A,T,R>, except that the set of states includes 
all possible configurations for three-dimensional 
spaces. As for the set A, it consists of 26 
elementary actions corresponding to the 26 
neighboring cells for each state considered. 
Indeed, if any cell is selected, it is then close to 
26 of his fellows. Actions A available for each 
state (position) then determine the next 
waypoint that will rally the robot that satisfies 
the most of the optimization criterion. 
When the program runs, it first opens the 
VRML file to load all elements and their 
properties and to manipulate through Matlab 
functions. Thus, the position of each element 
can be calculated by a block of code and then 
modified using an assignment of property 
translation of the node corresponding to the 
selected item. It is the same with the other 
properties (rotation, radius, ...). 
Simulation results for the 3D case  

To simulate the algorithm we chose to 
design a virtual world in which the robot 

represented by a blue cube has to reach a 
position represented by a red cube. Three 
obstacles on the path symbolize turbulence 
areas that the robot must avoid. Here is a 
sequence of images taken at regular intervals of 
the simulation. 

 

Figure 6 : Final configuration 

Discussion 
  The proposed algorithm for trajectory 
generation in 3D has been tested successfully in 
situations where the robot was around obstacles 
(spheres). This allows us to validate the 
proposed method and generalize the 2D method. 
Note that for the 3D case, it is imperative to 
choose a horizon limited decision-making 
because of the exponential accumulation of the 
decisions. For a horizon τ = 1, the number of 
possible decisions is already 26. Thus for a 
horizon τ = 2, this number is 26² or 676 
sequences of possible decisions. In our approach 
we have introduced a new way to construct the 
reward function that incorporates dangerous 
states, advantaged states and the concept of 
Euclidian convergence to the goal. 

7 Conclusion 

Aircraft guidance in the presence of winds 
and uncertainty presents several challenges. The 
proposed solution to uncertainty is a Markov 
Decision process considering the uncertainty in 
wind and turbulence.  

In flight, the planned paths are used as 
guidance trajectories with a feedback controller 
being used to drive the state of the vehicle to the 
planned trajectory in the face of disturbances 
model uncertainties and approximation error. 
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Abstract  

This paper aims to provide some guidelines in 
the aerodynamic design and optimization
future regional turboprop aircraft with about 90 
passengers. Currently there are no 
configurations on the market of this type, 
typical 70 passengers turboprop aircraft is 
taken as reference starting point. 
critical areas in terms of aer
behaviour are highlighted and an automatic 
procedure manageable through 
described: this interface allows to import and 
modify geometries using interpolating curves 
and surfaces via NURBS. 
optimization loop, each new geometry 
analyzed trough a panel code solver until 
optimized shapes are found.  
Wing-fuselage junction, undercarriage 
cockpit and wing-tip device are investigated.
Design of the winglet is presented highlighting 
performance improvements during the entire 
mission profile. 
Finally two different fuselage configurations are 
shown: the first with a 4-abreast fuselage 
arrangement and the second with 5
highlighting pros and cons of each 
configuration.    
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This paper aims to provide some guidelines in 
and optimization of 

future regional turboprop aircraft with about 90 
passengers. Currently there are no 
configurations on the market of this type, thus a 
typical 70 passengers turboprop aircraft is 
taken as reference starting point. The most 
critical areas in terms of aerodynamic 

an automatic 
rough MATLab® is 

allows to import and 
modify geometries using interpolating curves 

 Within the 
optimization loop, each new geometry is 

panel code solver until 

uselage junction, undercarriage pod, 
tip device are investigated. 

is presented highlighting 
during the entire 

Finally two different fuselage configurations are 
abreast fuselage 

arrangement and the second with 5-abreast, 
highlighting pros and cons of each 

1 Introduction  

Nowadays the increase in oil price, the huge 
growth of air transport traffic
attention to the aircraft environmental footprint 
led to considerable interest
configurations of regional
highlighted by the ATR Senior Vice President 
of Operations, Luigi Lombardi, during EWADE 
2011 conference, the airlines will need about 
3000 new turboprops in the next 20 years
The 42% of the new turboprop deliveries 
expected to be 70 seats. The new 90+ seat 
segment is a strong percentage
the 39% as shown in Fig. 
Commercial Aircraft Vice President 
Philippe Poutissou, has 
about the future and he sees 
this size aircraft in the market in the next
decades[2]. In particular, i
new aircraft deliveries in the 20
segment over the next 20 yea
forecasts that 5800 aircraft will be delivered in 
the 60-99 seat segment and 6300 
more) in the 100-149 seat category

 For these reasons this 
some guidelines in the aerodynamic design of 
future regional turboprop aircraft with about 90
or more passengers. 
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Nowadays the increase in oil price, the huge 
traffic and the increasing 

attention to the aircraft environmental footprint 
considerable interest of specialists in new 

regional transport aircraft. As 
ed by the ATR Senior Vice President 

of Operations, Luigi Lombardi, during EWADE 
2011 conference, the airlines will need about 
3000 new turboprops in the next 20 years[1]. 
The 42% of the new turboprop deliveries 
expected to be 70 seats. The new 90+ seat 

percentage of the total, i.e. 
Fig. 1. Also Bombardier 

craft Vice President Marketing, 
has expressed optimism 

and he sees strong demand for 
this size aircraft in the market in the next two 

In particular, in its latest forecast of 
new aircraft deliveries in the 20-149 seat market 

the next 20 years, Bombardier 
800 aircraft will be delivered in 

segment and 6300 (only 500 
149 seat category. 

his work aims to provide 
some guidelines in the aerodynamic design of 
future regional turboprop aircraft with about 90 
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Currently there are no configurations on the 
market of this type, so a typical 70 passengers 
turboprop aircraft is taken as reference starting 
point. This configuration has the wing in the 
high position for propeller clearance, T-tail and 
under wing engines as shown in Fig. 2. 

An aerodynamic analysis of the reference 
geometry is performed trough a panel code in 
order to highlight the most critical areas in 
terms of aerodynamic behaviour. 

    

 
Fig. 1 Long term demand for Large Turboprop, ATR 

Forecast, March 2010[1]   

Standard old configurations of regional 
turboprop can highlight some possible 
aerodynamic improvements that can be 
achieved through a careful design of some 
aircraft components. 
 

 
Fig. 2 Typical regional turboprop aircraft 

 
Particular attention is placed on three 

components of the airplane (see Fig. 3): the 
wing – fuselage junction (named Karman), the 
landing gear pod (named Fairing) and the 
cockpit (named Fuselage nose). 

Once identified these critical components, an 
automatic procedure manageable trough 
MATLab® allows to import and modify these 
geometries using interpolating curves and 
surfaces, NURBS[3]. The non-uniform rational 
B-spline (NURBS), are extensively used in 
CAD application. According to Piegl[3], 
NURBS curves are vector-valued piecewise 
rational polynomial functions (see [4][5] for 
further reference).  They are used within this 
work to calculate an approximation of given 
surface grid points which represent the original 
shape. This is a powerful technique to change 
the grid points position and therefore the shape 
of the objects by adjusting the control points as 
outlined by Becker and Schäfer[6].  In contrast 
to the amount of grid points the amount of 
control points is rather small.  

 

 
Fig. 3 Wing body components of the reference 

geometry 

 
The strategy of optimization here presented 

is based on modifying original geometry (using 
the NURBS) until new shapes satisfy the 
objective function minimization (i.e. drag 
coefficient) via steepest gradient method.  

Another major focus is the wing tip design, 
mainly addressed to the performance 
improvements (in particular rate of climb with 
One Engine Inoperative and OEI ceiling). The 
influence of winglet on every aircraft 
aerodynamic derivatives, including directional 
stability and lateral stability (dihedral effect) has 
been carefully considered.  

In the analysis of possible future 
configurations two different solutions of a new 
regional turboprop aircraft with 90 passengers 
are proposed: the first with a 4-abreast fuselage 
arrangement and the second with 5-abreast. The 
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reason to propose two different fuselage 
geometries is mainly dictated by cabin comfort 
issue. The analysis of the two different solutions 
has been carried out in terms of aerodynamics 
(skin friction and form drag) and the effect on 
aircraft stability (also on tail planes have been 
re-designed). 

2 Strategy and Optimization Process 

The automated optimization process is here 
presented. Starting from the reference wing-
body geometry shown in Fig. 3, the 
aerodynamic behaviour of some components is 
investigated to know if and how they can be 
optimized in terms of drag reduction. Once 
defined the components to optimize, the original 
shape is reconstructed via NURBS 
approximation. Then a number of control points 
(usually a pair), which can vary within a 
predetermined space (constrained optimization),  
are selected. The new surface geometry is then 
built according to the control points position and 
then analyzed with the panel code solver until 
the convergence criterion is satisfied. 
At the end of the process an iges file (.igs),  
suitable for CAD processing is automatically 
generated. A flowchart of the process is shown 
in Fig. 4. All the phases are automatically 
managed in MATLab® environment.  
 

 
Fig. 4 Flowchart of the optimization process  

2.1 Reference Geometry Analysis 

A typical turboprop aircraft is considered 
assuming characteristics showed in Table 1, 
Table 2 and Table 3. A typical large turbo-
propeller engine model variable with the 
altitude has been assumed. The parabolic drag 
approximation has been used. The zero lift drag 
coefficient has been calculated using the 
equivalent flat plate method plus several effects 
according to the methodologies proposed by 
Roskam[7] and Raymer[8]. These data have 
been used to evaluate aircraft performance. 

   

Table 1  Geometrical characteristics  

WTO b S Lf DMAX,f 

23000 kg 27 m 61 m2 27 m 2.5 m 

 

Table 2 Characteristics to estimate drag polar 

AR e CD0 

12 0.83 0.0306 

 

Table 3 Performance characteristics 

SBP N° of engines ηp Cruise altitude 
2750 hp 2 0.85 20000 ft 

 
A preliminary aerodynamic analysis is 

necessary to define zones on the aircraft where 
the flow behaviour negatively affects total drag 
coefficient because of quasi-stagnations and 
separations.  

The aerodynamic analysis has been 
performed trough a fast and reliable panel code 
solver available at DIAS (Department of 
Aerospace Engineering). This software allows 
the calculation of the nonlinear aerodynamic 
characteristics of arbitrary configurations in 
subsonic flow. Potential flow is analyzed with a 
subsonic panel method; the program is a surface 
singularity distribution based on Green’s 
identity. Nonlinear effects of wake shape are 
treated in an iterative wake relaxation 
procedure; the effects of viscosity are treated in 
an iterative loop coupling potential flow and 
integral boundary layer calculations. The 
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compressibility correction is based on Prandtl-
Glauert rule. 

 

Table 4 Reference aerodynamic analysis conditions  

Condition α β M Re 
Cruise 0° 0° 0.43 11.5 ∙106 

Climb 6° 0° 0.3 8.0 ∙106 
 

In order to reduce computational time the 
analysis has been carried out on the wing body 
configuration of the aircraft. The geometry has 
been properly meshed and covered with about 
12000 body panels subdivided into 5 
components  such as Fuselage nose, Fuselage 
tail, Karman, Fairing and Wing (Fig. 3) with 
3200 wake panels. The aerodynamic analysis 
has been performed at two reference flight 
condition, which are typical cruise and climb 
conditions(see Table 4).  
The main aerodynamic results in terms of 
pressure coefficient and skin friction coefficient 
are here discussed, emphasizing more critical 
issues.  
 

 
Fig. 5 Fuselage streamlines pressure distribution, 

Cruise 

The pressure distribution over the aircraft 
fuselage shows that a locally convex curvature 
causes the pressure to decrease and a locally 
concave curvature will lead to an increase in 
pressure especially along the upper (Θ = 0°) and 
lower (Θ = 180°) streamlines as shown in Fig. 5. 
A large suction peak over the crest of the 

Karman component (Cp = -1.4) occurred (Fig. 5 
and Fig. 6). Moreover a locally strong increase 
in the pressure is found where the local radius of 
concave curvature is very small, such as on the 
nose, on the front/rear Karman zone and on the 
Fairing component (see Fig. 5 and Fig. 6). As 
outlined by Schlichting[9] and Obert[10] these 
rapid flow variation should be controlled in the 
design phase. Geometry discontinuity (as those 
between Karman-fuselage and Fairing-fuselage) 
should be avoided or reduced. A more regular 
pressure distribution will result in lower drag 
than one with large variation[10].  

This behaviour not too suitable in terms of  
pressure distribution is also reflected in the skin 
friction coefficient distribution, as shown in Fig. 
7 and Fig. 8. The viscous analysis highlights a 
critical turbulence separation in the rear zone of 
the Karman component as shown in Fig. 7. This 
behaviour is clearly due to the entire boundary 
layer development, from the nose until the 
separation zone along the upper fuselage 
streamlines (see Θ = 0° in Fig. 8). The middle 
and lower streamlines (Θ = 90° and Θ = 180°  in 
Fig. 8) show a normal development until a 
separation on the rear fuselage cone, mainly due 
to the upsweep angle.  

 

 
Fig. 6 Wing-body pressure distribution, Cruise 

 
As it can be seen in Fig. 5 and Fig. 8, the 

flow on the cockpit after the stagnation point, 
suddenly accelerates (fuselage transition point 
has been fixed at x = 0.5 m from the aircraft 
nose). The flat windshield with protruding 
frame causes several vortexes formation and a 
smoother transition between the cockpit and the 
windshield should be suitable, as also 

580



Aerodynamic guidelines in the design and optimization of new regional turboprop aircraft 
 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

highlighted by Roskam[7], Obert[10] and de 
Mattos et Alii[11]. 

 

 

Fig. 7 Fuselage skin friction distribution, Cruise 

 

 
Fig. 8 Fuselage streamlines skin friction distribution, 

Cruise 

2.2 NURBS reconstruction and objective 
function 

The shape optimization is performed using a 
special set of curves and surfaces known as 
NURBS (Non Uniform Rational B-Splines). 
These are modeled with a number of control 
points, which are given proper weights and 
moved in space during the optimization loops. 

The strategy of optimization consists in 
defining a component of the aircraft to be 
optimized (such as Karman). By an appropriate 
input file the user can define what portion 
should be optimized by defining the boundary 

curves shown in red in Fig. 9. Along these 
boundary curves the tangential direction is 
preserved thanks to several control points C, as 
represented in Fig. 9. The NURBS control 
points A and B allow the geometry variation in 
height and in spanwise respectively. The user 
has also to set the variation range of the A and B 
control points (Fig. 9).  

 
Fig. 9 Nurbs curves  and control points 

 
According to the control points position and 

boundary curves, the NURBS curves are 
built[3][4]. Subsequently the NURBS modified 
surface can be carried out through these curves, 
as represented in Fig. 10. The new surfaces are 
put on the reference wing-body geometry; 
finally the new configuration is analyzed trough 
the panel code solver. This process is iterated 
until the optimized geometry is found.  

The drag coefficient has been assumed as 
objective function; it has been computed with 
the Young formula[12] which is based on 
integral quantities  of  the  boundary  layer, 
evaluated at the body's trailing edge or 
separation zone (see Eq. 1).  

 
����� �  �	


��
������ � ��������������������

� � (1) 

Where DC  is  the  drag  coefficient,  refS  is  a 
reference  area  (usually  the  maximum  frontal 
area, in this case the wing surface), r  is the 
radius, θθθθ  is the b.l. momentum thickness, eU is 
the inviscid external velocity and H is  the  b.l.  
shape  factor.  The  subscript  T indicates that all 
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quantities are to be evaluated at the body tail 
(x/L=1.0), or at the separation point.  
 

 
Fig. 10 Nurbs surfaces 

 
This is considered an approximate method to 

perform viscous calculations for general 
fuselages (non axisymmetric bodies). As 
reported  in [13] and [14], comparisons with 
experiments have shown reasonably good 
agreement with experimental drag coefficients 
not only in case of axisymmetric bodies, but 
also for some fuselages tested at Delft[15]. 
Moreover the analysis performed in this work 
aims to provide an improvement of a reference 
geometry and it does not want to give the real 
drag coefficient of a geometry.      

The viscous calculations along some 
streamlines  of the body has been performed. In 
particular six streamlines (3 in the upper and 3 
in the lower zone) have been taken as reference 
for the calculation of the drag coefficient. The  
radius  is  considered  as  the mean  value  of  
the  fuselage  height,  at  each  x-station, for 
both upper and lower streamline. A drag 
coefficient can be obtained for both streamlines 
(Eq. (1)) leading to six values. The fuselage  
drag  coefficient  will  be  taken  as  the average 
of  average upper and average lower values. It is 
clear that this represents an approximate method 
because the boundary layer on the fuselage is 
three-dimensional, and axisymmetric viscous 
calculations are not an accurate representation 
of a non-axisymmetric flow condition on a non-
axisymmetric body. It is evident that the results 
are more and more inaccurate as the fuselage 
shape is far from an axisymmetric body. 

A steepest gradient method is used to 
minimize the objective function. 

3 Design and Optimization Results 

In this section the main results obtained by 
applying the procedure illustrated in 2.2 to three 
aircraft components Karman, Fairing and Nose 
are applied. For brevity, only the Karman and 
Nose design will be illustrated. At the end, the 
design of the winglet will be introduced. Drag 
coefficient reduction and its effect on the 
aircraft performance will be put in evidence. 

3.1 Karman Design 

The optimization process applied to the 
Karman components (see Fig. 3) aims to avoid 
the separation zone shown in Fig. 7 and Fig. 8 
through better airflow behaviour. It has been 
imposed as geometrical constraints that the 
minimum upper height should be equal to the 
maximum height coordinate of the reference 
geometry, and the tangential direction with the 
fuselage must be ensured. Comparisons between 
optimized geometry and baseline geometry are 
represented in Fig. 11, Fig. 12 and Fig. 13 . The 
abrupt geometrical discontinuities are avoided 
both on the front and the rear zone, thanks to a 
smother and slightly longer component. 
Moreover the pressure gradients are reduced and 
the separation in the rear part of the Karman is 
avoided as it can be seen in  Fig. 15 and in Fig. 
16. Total drag coefficient is reduced of about 7 
counts, giving a maximum true airspeed 
improvement of 3.5 knots (see Table 5). The 
drag coefficient reduction grows with the 
aircraft angle of attack because of the separation 
zone reduction (see Table 5).   

 
 

 
Fig. 11 Baseline and Optimized Karman geometry, 

symmetry plane y = 0 m 
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Fig. 12 Baseline and Optimized Karman geometry, 

slice at x = 10.5, 13.5, 14 m 

 

 
Fig. 13 Baseline and Optimized Karman pressure 

distribution   

3.2 Nose Design 

The Fuselage nose components (see Fig. 3) is 
modified varying its length, height and span(see 
Fig. 14). The fuselage constant cross section has 
been imposed as NURBS boundary curve (see 
Fig. 9). Transition has been always fixed at 0.5 
m from the aircraft  more forward “x” 
coordinate. 

The best geometry is translated forward of 
about 0.5 m and downward of about 0.5 m 
respect to the reference one (see Fig. 14). This 
nose geometry allows to reduce forward 

compression on the upper streamline (Θ = 0° in 
Fig. 15) with a higher suction on the lower 
streamline (Θ = 180° in Fig. 15). 

Total drag coefficient computed is reduced of 
3.3 counts (see Table 5). It is evident that the 
optimized geometry could also lead to further 
improvement in laminar flow condition. 
Moreover, the new configuration accomplishes 
the regulations in term of pilot angle of 
visibility[16]. 

Since the optimized geometry of the nose is 
stretched the fuselage  instability is 5% higher 
of the reference one. 

 

Table 5 Optimized results, drag coefficient reduction, 
(Reference CD = 306 counts*, reference VMAX = 261 kts) 

Results ∆CD 
Cruise 

∆CD 
Climb 

VMAX 

20kft 

Components 
Karman 
Fairing 
Nose 
Total 

% difference respect 
to reference 

(counts) 
6.7 
1.5 
3.3 
11.5 

 
-3.8% 

(counts) 
8.2 
2.2 
3.5 
13.9 

 
-4.5% 

(kts) 
+3.4 
+1.1 
+1.8 
+6.3 

 
+2.4% 

* 1 drag counts is  equal to 0.0001 
 

 

 
Fig. 14 Baseline and Optimized Fuselage Geometry; 
top: pressure distribution; bottom: midline sections 

As it is shown in Table 5, the optimization 
process leads to a maximum true airspeed 
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improvement at 20 kft of about 6 knots (from 
261 to 267). 

 

 
Fig. 15 Baseline and Optimized fuselage streamlines 

pressure distribution, Cruise 

 
Fig. 16 Baseline and Optimized fuselage streamlines 

skin friction distribution, Cruise 

3.3 Winglet Design 

Winglet installation on transport aircraft is 
becoming a main aerodynamic topic design to 
improve performance and save fuel. 

The authors have gained experience in 
winglet design and further analysis are under 
development([17][18][19]). 

A MATLab® code, written at DIAS, allows 
to define winglet geometry by setting a 
reference wing geometry and several winglet 

design parameters (such as cant angle, toe angle, 
winglet height, etc.). Then an automated 
procedure performs aerodynamic calculation 
with the same panel code aforementioned (see 
section 2.1). Several analysis has been carried 
out in order to improve the wing induced drag 
factor, and the results on the optimized winglet 
are here presented, focusing  the attention on the 
performances and on the aircraft static stability. 

The optimized winglet shape could be 
defined as a semi-blended winglet with an 
height about the 10% of the wing semi span, a 
cant angle of about 80 degrees and a sweep 
angle of about 50 degrees.  

 

 
Fig. 17 Winglet pressure distribution, Cruise 

 
The designed winglet, shown in Fig. 17, 

allows an improvement of the wing induced 
drag factor of about 11% with respect to a 
reference wing with the same aspect ratio. In 
Fig. 18, the difference between aircraft total 
drag coefficient without winglets and the total 
drag coefficient with winglets vs. lift coefficient  
is depicted; it is interesting to notice that the 
winglets give a reduction of the total aircraft 
drag coefficient in a wide range of aircraft lift 
coefficient. The major improvements due to 
winglets are in climb condition where the drag 
coefficient can be reduced until 30 drag counts. 
This result is mainly impacting on the climb 
performance of the aircraft which is improved 
especially in OEI condition, as it can be seen in 
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Table 6. Maximum true airspeed in cruise 
condition is improved of about 3 knots at 
maximum TO weight. FAR ceiling with winglet 
is enhanced of about 1000 ft and a fuel 
reduction of about 13 pounds during a typical 
200 nautical miles mission has been obtained. 

The influence of winglet on all aircraft 
aerodynamic derivatives, including directional 
stability and lateral stability (dihedral effect), 
has been carefully considered (see Table 6). In 
particular  aircraft lateral stability is increased of 
26% in accordance to [20][21].   

 

 
Fig. 18 Aircraft drag coefficient variation due to 

winglets (1 drag counts is equal to 0.0001) 

 

Table 6 Complete Aircraft without and with winglets, 
main performance and aerodynamic derivatives  

Aircraft No Winglets Winglets % 
CD0 0.0306 0.0308 +0.7 
e 0.83 0.92 +11.0 

VMAX (kts),TAS 261 264 +1.1 
RCMAX(AEO) 
 s.l. (ft/min) 1425 1466 +2.9 

RCMAX(OEI)  
s.l. (ft/min) 331 382 +15 

FAR ceiling  
AEO (ft) 24957 25997 +4.1 

FAR ceiling  
OEI (ft) 11933 13181 +10.5 

Fuel burns 
200 nmi (lb) 

1305.6 1292.0 -1.1 

CLα (1/deg) 0.0980 0.1038 +5.6 
dε/dα 0.281 0.267 -5.2 

CLβ(1/deg) 0.00360 0.00487 +26 
CNβ(1/deg) -0.00106 -0.00101 -4.9 

4 New turboprop configurations 

According to the guidelines dictated in 
paragraph 3, two different solutions for a new 
regional twin engine turboprop aircraft with 90 
passengers are proposed as shown in Fig. 19: 
the first with a 5-abreast fuselage arrangement 
and the second with 4-abreast. To ensure the 
same aircraft stability and control, tail planes 
have been also designed for both configurations. 

The reason to propose two different fuselage 
geometries is mainly dictated by cabin comfort 
issue. The 4-abreast configuration leads to better 
aerodynamics both for the fuselage geometry 
(longer) and tail planes, but is characterized by a 
relevant lower cabin comfort, especially for a 90 
seats aircraft. Conversely, the 5-abreast 
configuration is slightly worse in terms of 
aerodynamic behaviour but it has more comfort 
in the cabin(Fig. 20), giving also the possibility 
to take on board standard cabin baggage in the 
lower fuselage section area. 
  

 
Fig. 19 Up: 5-abreast configuration; down:4-abreast 

configuration 

 

 
Fig. 20 4-abreast and 5-abreast fuselage cross section 

comparison, x = 10 meters 
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A performance comparison of these two 
configurations is summarized in Table 7. The 
aircraft zero lift drag coefficient (calculated 
according with methodologies proposed by 
Roskam[7] and Raymer[8]), has shown that the 
4-abreast configuration has a reduction of about 
7%, which correspond to a 3% higher maximum 
true airspeed. This difference is mainly due to 
the fuselage contribution (skin friction, upsweep 
and windshield effects), but it is also due to the 
tail planes (which have been designed in order 
to have the same stability and control 
requirements).   

 

Table 7 4-abreast and 5-abreast comparison  

Config. l(m) d(m) CD0 VMAX RC 
4-abreast 32.6 3.2 - - - 
5-abreast 31.2 3.3 +7% -3.1% -1.5% 

5 Conclusion 

Aerodynamic guidelines on some critical 
components (wing – fuselage junction, nose) in 
a regional turboprop has been proposed, 
showing a drag coefficient reduction of about 4-
5%. Winglets adoption leads to performance 
improvements during the entire flight envelope 
and it gives non-negligible effects on the 
aerodynamic derivatives, mainly on the dihedral 
effect (+26%). A comparison between two new 
90 passengers turboprop shows that a larger 
fuselage (5-abreast) can give an advantage in 
cabin comfort with a drag penalty.   
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Abstract  

In the paper the methodology of parametric 
modelling of complex objects, especially within 
aerospace domain, has been presented. In 
principle, the main area of application of the 
methodology has been its usage as a parametric 
generator of geometry within the Numerical 
Optimization process. This assumption caused 
that the PARADES software, based on the 
presented methodology, differs significantly 
from conventional CAD systems. The main 
distinguishing features of this software are: 
• high level of compliancy with professional 

CAD systems and grid generators 
• high quality of generated geometries, usually 

easy-readable by grid generators working in 
automatic (batch) mode 

• implementation of both the classical 
parametric modelling based on the set of 
design parameters and alternative 
parametric modelling based on the morphing 
technique  

• possibility of work both in interactive and in 
fully automatic mode 

• easy adaptation to any numerical 
optimisation system,  any operating system 
and any  hardware 

1 Introduction 

Within the aerospace engineering domain 
many typical problems concern an optimal 
designing of aerodynamic objects or their 
components. Usually, to solve such problems, 
the methodology of parametric design and 
optimisation is applied. General scheme of such 
a process is shown in Fig.1. The designer may 
both a human or a computer code. In the former 
case we are saying about Direct Design and 
Optimisation process, performed in interactive 
mode by experienced engineer. In the latter case 
the Numerical Optimisation process is 
performed in fully automatic mode by 
specialised software. The designer, human or 
software, uses parametric model of designed 
product to generate various variants of this 
product. Next, they evaluate physical properties 
of sequential variants usually using specialised 
codes. Based on this evaluation, the designer 
decides which variant is the best from point of 
view of assumed objectives and constraints.  

Within the approach described above, one of 
the most important components of design 
system is the parametric model of the designed 
product. Generally, the parametric model is 
responsible for geometry generation. In fully 
parametric approach, the complete geometry is 
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unambiguously defined by certain set of 
variables, called Design Parameters. As a result, 
the design problem comes down to search of the 
set of Design Parameters defining the optimal 
geometry. Application of parametric model 
enables to introduce orderliness and automation 
into design and optimisation process, which 
may be clearly formulated and solved using 
mathematical tools. 

 
Fig.1 General scheme of process of parametric design and 

optimisation. 

From a practical point of view, the 
parametric model is a computer program, 
intended to create a geometry based on the 
given set of Design Parameters. The effective 
and useful parametric model of aerodynamic 
object should fulfil some fundamental 
requirements: 
• easy adaptation to different design and 

optimisation problems  
• modelling of wide variety of complex and 

high quality geometries using relatively small 
number of Design Parameters 

• regardless of current values of design 
parameters, the created geometry should 
always have the same topology 

• possibility of work both in interactive and in 
fully automatic mode (batch mode) 

• the software should be easy adapted to any 
operating system and hardware 

• the software should be a relative simple code, 
easy to duplicate, which is very important in 
automatic optimisation, usually using parallel 
computing technique 

• the exported geometry should comply with 
CAD standards and with professional grid 
generators 

In the paper the methodology of parametric 
modelling, developed in Institute of Aviation 
(Warsaw, Poland), has been presented. Based on 
this methodology the software supporting a 
parametric design was worked out. The software 
fulfils all above requirements concerning 
parametric-modelling codes. The software is 
still developed, but it has already found 
application in many research and design works 
[1],[2],[3],[4]. Among other things, the software 
has been used in several European projects 
(HISAC, NACRE, CESAR) and commercial 
design works (EADS-CASA, Rolls Royce).  

2 Methodology 

For parametric modelling of complex 
objects, the methodology worked out formerly 
in Institute of Aviation was adapted, developed, 
and finally implemented as the PARADES 
software. Generally it was assumed, that the 
main area of application of the methodology 
would be its usage as a parametric generator of 
geometry within the Numerical Optimization 
process. This assumption was the main factor 
that determined the whole process of 
development of presented below the 
methodology and the software.  

2.1 Fundamentals of methodology  

The main idea of the methodology of 
parametric modelling of complex objects is 
shown in Fig.2. Usually the parameterised 
object is simply a shape of designed product 
(e.g. flying object or its component). In 
mathematical terms  a shape may be treated as 
the function – parametric description of curve, 
surface or volume. In general, the presented 
methodology can be applied to parameterise any 
functions, not necessarily describing the 
geometry. For example it may be multi-
dimensional function describing kinematics of 
given body or function describing distribution 
of certain physical quantities such as 
temperature or stress. 

Generally, the parameterised object is 
modelled using a set of NURBS [5] 
(Non-Uniform Rational B-Splines) curves, 
surfaces or solids. These fundamental 
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components are created based on a set of Design 
Components: scalars, vectors and NURBS 
(curves, surfaces, solids). These Design 
Components are complementary input data 
necessary to create parameterised object. In 
particular they may define dimensions, shape, 
topology, internal structure, kinematics, etc. of 
the object. 

Constructional Algorithm

Parameterised Object

Design 
Components

Scalars

Vectors

NURBS-Curves

NURBS-Surfaces

NURBS-Solids

Standard Actions

Library of Typical 
Geometrical Procedures

User Defined Procedures

Design Parameters
Scalars describing 

modifications 
of Design Components

Functions

Constructional Algorithm

Parameterised Object

Design 
Components

Scalars

Vectors

NURBS-Curves

NURBS-Surfaces

NURBS-Solids

Standard Actions

Library of Typical 
Geometrical Procedures

User Defined Procedures

Design Parameters
Scalars describing 

modifications 
of Design Components

Functions

 
Fig.2 Functional diagram of the presented methodology of 

parametric modelling of complex objects. 

The Constructional Algorithm describes how to 
create the parameterised objects using these 
data. The designer of given parametric model, 
creates the Constructional Algorithm using three 
types of procedures: 
• Standard Actions – library of procedures 

modifying Design Components 
• Library of Typical Geometrical Procedures  
• User Defined Procedures  
The Design Parameters describe modifications 
of Design Components. These modifications 
may be performed using Standard Actions and 
Functions defined by the designer. Generally, 
one Design Parameter may modify several 
Design Components, each according to another 
Function describing a speed and direction of the 
modification. The Standard Actions concern 
modifications of Design Components: 
• changes of values of scalars and vectors  
• affine transformations of selected subsets of 

control points of NURBS 
• changes of weights of control points of 

NURBS 
• global deformations of NURBS 

In many cases the whole Constructional 
Algorithm may be defined using only the 
Standard Actions. In more sophisticated 
modelling, parts of Constructional Algorithm 
are attached as User Define Procedures. The 
designer writes them in C++ programming 
language. The user has full access to the Design 
Components and data defining final geometry of 
parameterised object. Additionally he may 
utilise Library of Typical Geometrical 
Procedures such as: interpolation, multi-section 
surface, generalised surface of revolution,  
trimming, etc.  

In the presented methodology the Design 
Parameters do not directly influence the 
essential part of Constructional Algorithm. 
It means that the parameterised object may be 
built even without any defined Design 
Parameters. Such approach gives high level of 
freedom when given parametric model is finally 
defined. Depending on  requirements, the 
number and the form of Design Parameters may 
be easily changed without any serious changes 
in the Constructional Algorithm besides changes 
of the Standard Actions. 

2.2 Reduction of Design Parameters Set 

From point of view of successful design and 
optimisation process the number of Design 
Parameters should be strongly limited. This way 
the dimension of search space is limited, which 
gives higher probability of finding optimal 
solution in limited period of time of the design 
process. 

Let us assume, that the set of Design 
Components consists of  Ns scalars, Nv vectors, 
Nn NURBS (curves, surfaces or solids) and that 
n-th NURBS is modelled by Cn control points. 
Then in presented methodology the number of 
degrees of freedom in modelling of given 
parameterised object is equal: 

 

∑ ⋅+⋅+=
=

nN

1n
nvsF C4N3ND  (1) 

 
In practice, in most design problems this is a 
huge number. Therefore the Design Parameters 
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very rarely modify all Design Components 
separately. In properly defined parametric 
model either the Design Parameters modify only 
limited number of Design Components or the 
single Design Parameter modifies a large 
subsets of  Design Components. In practise, the 
number of Design Parameters should be well-
balanced taking into account specific 
requirements of given design and optimisation 
problem. Generally, in interactive mode it is 
allowed to define relatively high number of 
Design Parameters. In such a case, an 
experience of an engineer allows to control 
smoothness and feasibility of generated 
geometries. However when Numerical 
Optimisation is performed it is strongly 
recommended to limit the number of Design 
Parameters. It may be achieved by use of global 
deformation or morphing technique.  

2.2.1 Global deformation 
In global-deformation approach various 

shapes of NURBS surfaces or curves are 
obtained by smooth movement of their control 
points. Assumed types of deformations usually 
imitate behaviour of elastic materials. 
In presented methodology the following global 
deformations are implemented: 
• bending (Fig.3) 
• stretching 
• skewing 
• deformation of surface forced by deformation  

of its edge (Fig.4) 
 

 
Fig.3 Bending of the NURBS-surface. 

The advantage of using the global deformation 
is that even very complex shapes may be 
parameterised by a small number of Design 
Parameters, while maintaining smoothness and 
feasibility of all surfaces. 

 

 
Fig.4 Deformation of the NURBS-surface  

forced by deformation of its edge. 

2.2.2 Morphing 
The parametric design based on a morphing 

technique consists in creating the new geometry 
as a weighted sum of certain basic geometries. 
In such a case it is assumed that set of basic 
geometries was prepared in earlier stage of 
design. This preliminary design is performed 
usually in interactive mode. The number of 
Design Parameters does not matter. 

The morphing-weighted sum is realised in 
the space of Design Parameters, giving finally 
the set of morphed Design Parameters that 
define the morphed geometry. As a result, the 
weights corresponding to different basic 
geometries may be considered as alternative, 
higher-order Design Parameters.  

The idea of parametric modelling based on 
morphing technique is illustrated in Fig.5. The 
basic geometries for morphing procedure are: 
cube, sphere and cone. All these three different 
objects are modelled by the same parametric 
model and they have the same topology.  By 
defining appropriate morphing weights it is 
possible to generate a three-parametric family of 
solids. Examples of such morphed solids are 
shown in Fig.5. 

 
Fig.5 Application of the morphing technique in 

parametric modeling of three-parameter family of solids. 
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The application of the morphing technique in 
parametric modelling has several advantages. 
The first one is a small number of Design 
Parameters (dimension of morphing base), 
because usually the morphing is realised based 
on only a few basic geometries. The next 
advantage is that the geometries generated by 
the morphing technique usually inherit 
properties of their parents – the basic 
geometries. This means, that if all basic 
geometries are smooth and feasible, it is likely 
(but not certain) that the result of morphing will 
have similar properties. 

3 PARADES software 

Based on the methodology described above, 
the software PARADES has been worked out. 
The PARADES is a highly specialised tool 
supporting parametric modelling of complex 
objects, especially within the aerospace 
engineering domain. This software differs 
significantly from traditional CAD systems and 
the current version does not support the 
classical, not parametric design. By using 
software PARADES, the experience is only 
required when creating a new parametric model, 
while the use of properly prepared parametric 
model is possible even in the case of an user 
inexperienced in the CAD domain. 

The PARADES may be utilised in two modes: 
interactive and automatic. The interface of the 
software working in interactive mode is shown 
in Fig. 6. The main elements of the software 
interface are: 
• Main Window, where parameterised objects 

are visualised, in various display modes 
• Tree of Design Parameters, where all the 

Design Parameters are listed and may be 
chosen by the user 

• Design Parameter Panel – where current 
value of selected Design Parameter is 
displayed and may be modified  

• Tool Buttons collected in three groups: 
visualisation, parameters and properties 

• Main Menu 
In interactive mode, a designer using a friendly 
interface modifies the current values of Design 
Parameters in order to achieve the geometry 

having required properties. The user establishes 
required values of the Design Parameters both 
by entering them in edit window or by sliding 
an appropriate slider. Additionally, instead of 
changing values of the Design Parameters 
directly, it is possible to use morphing technique 
to obtain designed geometry. The interactive 
mode is also used for checking whether a given 
parametric model works properly. 
 

 
Fig. 6 The interface of PARADES software 

working in interactive mode. 

In automatic mode the software PARADES is 
usually called by other software managing the 
process of the Numerical Optimisation. In such 
a case, the PARADES for given input - set of 
values of Design Parameters, generates 
automatically the geometry. In case when the 
parametric model utilises the morphing 
technique,  the input data are the morphing 
weights.    

Besides of  creating the parameterised 
objects, the PARADES software may also 
perform some analyses concerning these 
objects. Typically, these analyses relate to 
geometric properties such as surface area, 
volume, distribution of the surface area of 
sections, etc., but they may be customised 
taking into account specifics of given problem. 
If needed, it is also possible to utilise external 
codes to do additional, specialised analyses. 
Results of all these analyses may be used in 
optimisation process to evaluation of objectives 
and constraints. 

4 Examples of applications 

The PARADES software was applied in 
many commercial and non-commercial projects 
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and research. Area of applications of the 
software covers a wide range of problems 
concerning the design and optimisation mainly 
in the field of aeronautical engineering. Among 
other things these problems concerned design 
and optimisation of: 
• airfoils [6],[7] 
• aircraft wings [2],[3],[4]  
• high lift devices [2],[3] for aircraft wings 
• air intake system for turboprop engine [1] 
• nozzles of turbojet engines 
• helicopter main rotor 
• helicopter fuselage [8] 
• stratospheric airplane 
• propellers  
• wind tunnel 
Selected examples of application of PARADES 
software are presented below. 

4.1 Multidisciplinary optimisation  
of aircraft wing  

Within the EU Projects NACRE and CESAR 
the PARADES software was used to support the 
multidisciplinary optimisation of aircraft wings 
[2],[3],[4]. In these research usually the whole 
aircraft was modelled using the PARADES 
software but only wing and optionally its high 
lift system were parameterised. 

The interdisciplinary optimisations were 
performed taking into account the aerodynamic 
and structural properties of the wing. Such 
formulation of optimisation problem caused that 
in parametric model of wing (aircraft) both the 
external shell of aircraft and structure of wing 
spar were parameterised. The parametric model 
of the wing shell generated input data for CFD 
calculations (see Fig. 7) while the parametric 
model of the wing structure generated data for 
CSM analysis assessing the weight of the wing 
(Fig. 8). In described research the parametric 
models of the wing were built usually in the 
same manner. The Design Parameters defined:  
• wing planform (surface area, span, base 

chords,  sweep angle, taper ratio, wing 
segmentation, etc.) 

• spanwise distribution of relative thickness 
(distribution of airfoils) 

• spanwise distribution of twist 

• spanwise distribution of camber of airfoil 
mean line 

This way, by using relatively small number of 
Design Parameters both the wing planform and 
wing cross-sections were parameterised. In 
project CESAR additionally the wing high lift 
systems were parameterised, as it is shown in 
Fig. 9. The high lift systems were optimised 
with regard of optimal position of Fowler flap 
during takeoff and landing. 

 

 
Fig. 7 Parametric model of the aircraft external shell, 

- the input for CFD calculations.  
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Fig. 8 Parametric model of the wing spar 

- the input for CSM calculations. 
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In Fig. 10 the results of Multidisciplinary 
Numerical Optimisation of low-speed, small 
aircraft have been presented. In this case only 
wing planform was parameterised and two 
objectives were taken into consideration: 
minimal drag and minimal wing weight. Fig. 10 
presents obtained Pareto Set and planforms of 
selected, Pareto-optimal aircrafts.  
 

 
Fig. 9 Parametric model of aircraft wing  

and its high lift system. 
 
 
 

 
Fig. 10 Parametric optimisation of low-speed, small 

aircraft taking into consideration two objectives:  
Minimal Drag and Minimal Wing Weight 

4.2 Parametric model of exhaust system  
of turbojet engine 

Within the EU project HISAC the CFD 
studies of an exhaust system for Variable Cycle 
Turbofan of a small supersonic business jet 
were performed. The PARADES software was 
applied to create the parametric model of 
investigated object. This model is shown in 
Fig.11. By using the parametric model of 
exhaust system several alternative geometries of 

this system were generated. CFD study of flow 
through the various variants of exhaust system 
(Fig.12) let to perform sensibility analysis and 
select possibly the best solution. 

 

 
Fig.11 Parametric model of exhaust system 

for Variable Cycle Turbofan. 
 

 
Fig.12 CFD study of flow through the exhaust system . 

4.3 Optimisation of air intake system  
for turboprop engine 

The PARADES software was applied in the 
Direct Optimisation process of air intake system 
for turboprop engine [1]. Both the air intake and 
the bypass were parameterised as it is shown in 
Fig. 13.  

 
Fig. 13 Parametric model of air intake system  

for turboprop engine. 

594



W. Stalewski 

In preliminary stage of design process a simple, 
two-parameter model of isolated air intake was 
investigated. In the final phase the complete air 
intake system was optimised. During the 
process of design and optimisation, for every 
configuration created by PARADES software, the 
thorough CFD analyses were performed. As an 
example of such analysis, in Fig. 14 the total 
pressure distributions in selected cross-sections 
of air intake have been shown.  
 

 
Fig. 14 CFD study of parameterised air intake system for 
turboprop engine. Total pressure distributions in intake 

cross-sections  (courtesy of EADS-CASA). 

4.4 Optimisation of helicopter fuselage 

By using the PARADES software the 
parametric model of the helicopter has been 
worked out. The purpose of the work was to 
redesign the helicopter fuselage so as to 
improve aerodynamic properties and mass 
balance of the whole helicopter. It was assumed 
that within the optimisation process the effect of 
working main and tail rotor would be taken into 
consideration. The work was carried out in three 
sequential stages: 

1)  development of parametric model of the 
helicopter,  

2)  design of few basic modifications of 
helicopter using direct optimisation 
approach, 

3) design of the final version of helicopter 
using numerical optimisation method 
based on a genetic algorithm and 
morphing technique. 

The developed parametric model of the 
helicopter is shown in Fig. 15. Although the 
assumed modifications of geometry concerned 
only essential part of fuselage, other 
components of helicopter also were 

parameterised because of planned further 
research. In particular it concerned both the 
vertical and horizontal stabilizer. In presented 
approach, the effect of main and tail rotor was 
modelled in simplified way by application of 
Virtual Blade Model (VBM), that consists in the 
introduction of artificial sources of momentum 
in the fluid zones designated by the rotating 
rotor. As a result, in the parametric model the 
rotor blades were not physically modelled. 
Instead of this, the boundaries of fluid zones 
modelling the rotor were parameterised as well 
as geometric data of rotor blades (e.g. twist, 
thickness, planform, airfoils, etc.). All these data 
were the input data for VBM. 
 

 
Fig. 15 Parametric model of helicopter. 

 
Within the presented parametric model, the 

major part of the fuselage was modelled as a 
multi-section surface, defined by sections 
curves swept along guiding curves. A part of 
Design Parameters defined the transformations 
of control points of guiding curves (see Fig. 16). 
Additionally, some Design Parameters define 
smooth longitudinal changes of weights of 
control points of section curves, this way 
influencing the shape of fuselage cross sections. 
Within the optimisation process only the Design 
Parameters defining major part of the fuselage 
were taken into consideration. 

The Direct Optimisation of helicopter 
fuselage was performed using the PARADES 
software in interactive mode. As a result three 
new variants of helicopter fuselage were 
designed. These variants: BAS-1, BAS-2 and 
BAS-3 together with initial version BAS-0 were 
chosen as the base for morphing procedure. The 
Numerical Optimisation based on Genetic 
Algorithm and morphing technique led to the 
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final solution, marked PAR-1. This helicopter 
has aerodynamic properties considerably better 
than initial version BAS-0. In Fig. 17 the 
geometry of helicopter PAR-1 is shown together 
with the basic geometries and their morphing 
weights corresponding the final geometry. 
 

 
Fig. 16 Parametric model of the helicopter fuselage 

surface based on a system of constructional  
NURBS-curves. 

 

 
Fig. 17 The helicopter PAR-1 as a result  
of morphing  of four basic geometries. 

5 Conclusions 

The PARADES is the software supporting 
parametric modelling of complex geometries 
especially within the aerospace engineering 
design. The software was developed based on 
the methodology, whose main idea was to create 

a tool capable to automatically generate 
thousands of complex geometries, smooth and 
feasible, properly read by the grid generators 
during the numerical optimisation process. The 
second idea was to create a tool of parametric 
modelling, that could be used even by less 
experienced CAD user to fast generation of 
several variants of designed product, using a 
friendly interface. 

Previous experience in practical applications 
of the software seem to confirm that the 
PARADES copes quite well to meet above 
challenges. The software PARADES is still 
developed and improved to become the 
successful tool supporting design and 
optimisation. 
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Abstract  
This paper details the development and 
application of the RDS-SUMO-CEASIOM-
EDGE rapid-CFD tool. It uses the RDS CAD 
model as geometry for automated meshing and 
CFD analysis to produce an aero-data base for 
control and stability analysis. It is applied to 
two non-conventional design proposals, an 
asymmetric twin-prop aircraft and an airliner 
with rear Open Rotor propulsion, retractable 
canard, and a “chin-rudder” instead of vertical 
tail. For both configurations, yaw control is 
problematic, and the stability and control 
analysis is used to assess control surface sizing 
and stability augmentation system. 

1 General Introduction 
Computational Fluid Dynamic analysis for 

the aerodynamic characteristics determining 
performance, stability, handling qualities, and 
control effectiveness is a vital part of modern 
aircraft design. Many CFD tools exist for this 
analysis but their application to the earliest 
phases of aircraft design is currently limited by 
the time it takes to perfect the conceptual  
geometry model and then create a 
computational mesh of sufficient quality  to 

have confidence in the computed results. 
Historically, high-fidelity grids of a new design 
concept were not expected until months or even 
years into the design development process.  
Designers would neglect the finer details of 
surface arrangement and intersection, yet to be 
defined, as they focused upon their real job, the 
design integration of a workable and optimal 
vehicle concept.  

The RDS Professional software* developed 
by Conceptual Research Corporation is a well-
known tool for conceptual aircraft design. 
Tailored to allow the designer to develop a new 
concept or modify a previous baseline design, 
its proprietary Design Layout Module (DLM) 
permits rapid aircraft configuration layout by 
mouse-driven interactive computer graphics. 
The RDS-DLM geometry uses its own unique 
format DSN [1] consisting of components 
defined by either stored surface points or 
modified parametric Bezier curves (NURBS 
subset). Each component has intended for 
production-quality lofting, so its model can not 
be meshed without additional refinement. 

 
 
 
 
* Dan Raymer’s Aircraft Design & RDS Website, 
http://aircraftdesign.com 
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The CEASIOM †  (Computerized 
Environment for Aircraft Synthesis and 
Integrated Optimization Methods) environment 
is developed to provide computational analysis 
of a wide class of aircraft at a very early stage of 
design. It is meant to support engineers in the 
conceptual design process of the aircraft, with 
emphasis on the improved prediction of stability 
and control properties achieved by higher-
fidelity methods than found in contemporary 
aircraft design tools. One of the primary driving 
forces behind the development of the 
CEASIOM environment is to facilitate early 
computational analysis of highly novel aircraft 
concepts at a very early stage of its design. 
CEASIOM consists of a set of tools which 
allow the user either to generate from initial 
templates, or to import, a wide range of aircraft 
concepts and then use these to work through the 
design process generating the required aircraft 
parameters as they proceed. 

CEASIOM requires an unified initial layout 
as input as the baseline configuration sized to 
the mission profile by specification of the O(10) 
parameters employed in the pre-design loop. 
Then it refines this design (in concept-design 
loop O(100) parameters) and outputs it as the 
revised layout for consideration in the down-
select process (say O(1000) parameters) in Fig. 
1. 

SUMO‡, integrated into CEASIOM as part 
of its geometry module, is being developed to 
handle CAD geometry from a variety of sources, 
including RDS Professional. It contains a fast 
mesh generator and generates unstructured 
volume grids automatically with the tetrahedral 
mesh generator TetGen § . The SUMO (with 
TetGen) produces the simplified CAD (O(100) 
parameters) in Fig. 1, used for inviscid 
compressible CFD. 
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† http://www.ceasiom.com 
‡ Larosterna Engieering Dynamics Lab, Aircraft Modeling & 
Mesh Generation, http://www.larosterna.com/sumo.html
§ A Quality Tetrahedral Mesh Generator and a 3D Delaunay 
Triangulator, http://tetgen.berlios.de/ 

 
Fig. 1 Varied levels of geometry from pre-design to 

detailed-design, where RDS geometry corresponds to 
the simplified CAD. 

 
Note that the RDS geometry is not intended 

for production-quality lofting, so its model can 
not be meshed without additional refinement. 
To get a meshable model from RDS geometry, a 
RDS-SUMO interface is developed. It reads the 
RDS-DLM DSN file and writes the SUMO 
SMX file. The volume mesh can be saved in the 
native format of the CFD solver EDGE [7] 
which computes Euler solutions in this paper 
and the fast and simple CAD geometry would 
be obtained from the interface Fig. 1. Although 
RDS can output geometry in the standard DXF 
format, the interface works directly from the 
RDS internal format to avoid an intermediate 
step which would add time and inaccuracies to 
the translation. 

The interface links the RDS aircraft design 
software with CEASIOM, which is proposed for 
preliminary aircraft design, and provides 
variable fidelity CFDs and stability analysis in 
early design stage. Thus the ideas embedded in 
the RDS model become a “virtual aircraft” that 
can be analyzed and maneuvered by CEASIOM 
(Fig. 2). Once the virtual aircraft satisfies the 
engineer’s and the customer’s requirements, 
wind tunnel models could be built. The details 
of virtual aircraft design are spelt out in [3]. 

CEASIOM has its geometry construction 
system – AcBuilder (Aircraft Builder), to create 
and visualize its initial layout. It supports lifting 
surfaces, fuselages, tail booms, fairings, pylons, 
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nacelles, and integration of engine intakes and 
nozzles and is award of control surfaces such as 
ailerons, elevators, rudders, flaps, slats, and all-
moving surfaces. To accomplish the whole 
“virtual-aircraft design” loop, CEASIOM could 
do the job alone, referring to [4] pp. 10-11. A 
main advantage of coupling RDS with 
CEASIOM in the geometry design stage, is that 
the RDS-DLM can provide more geometric 
details than CEASIOM-AcBuider. For example, 
it is no way to create an n-section-wing aircraft 
by using AcBuilder. As Fig. 1 shows, the RDS 
geometry corresponds to the simplified CAD, 
while AcBuilder provides the very basic 
geometry parameters employed in the pre-
design stage. Turning the RDS model into a 
solid model with little inaccuracies during 
process would save the efforts when “re-design” 
occurs. The rapid-meshing tool could provide 
qualified mesh and thus make an enhancement 
of CEASIOM. 

 

 
Fig. 2 Virtual aircraft design loop by RDS coupled 

with CEASIOM 

2 From Lofting Geometry to Meshes 
To illustrate how the interface works, two 

aircraft models are studied, which are designed 
and developed by Dr. Dan Raymer through 
RDS Professional. The qualities of the mesh are 
acceptable for solving Euler equations and the 
transonic properties would be captured when 

needed. Yaw stability is of great interest for 
both configurations. 

2.1 Asymmetric aircraft concept 
As a test case for the RDS-SUMO-

CEASIOM process, an asymmetrical aircraft 
concept developed several years ago was 
employed [6]. With both tractor and pusher 
propellers, an offset fuselage, and an extra 
nacelle on the starboard wing, the design is a 
suitable stress test for a rapid meshing program. 
The RDS geometry was emailed from 
California to Stockholm, and after about 2 hours 
of minor modifications, a smooth geometry was 
ready for automatic gridding and CFD analysis 
including a simple propeller disk model [8].  

Figure 3 presents the SUMO meshable model 
of the concept, and the automatically generated 
tetrahedral volume mesh with 9 million cells for 
solving the Euler equations. 

 

 
(a) Surface mesh upon the model 
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(b) Volume mesh for Euler solution 

Fig. 3 SUMO mesh of the asymmetric twin-prop 
aircraft 

 
Since it is essential to include the propeller-

thrust effects in the aerodynamic characteristics, 
the aerodynamics was computed by Euler 
EDGE. Potential-flow methods such as vortex-
lattice or panel cannot easily model the 
momentum source. The propeller is simulated as 
a “very short” nacelle in SUMO-CEASIOM-
EDGE. Specification of (the same) mass flow 
into and out of the disk adds a momentum that 
provides the pressure jump, but the mass flow 
model cannot account for finer details such as 
the swirl in the propeller slipstream. The 
propeller thrust was chosen to balance the cruise 
drag. Fig. 3 visualizes the streamlines in the 
flow accelerated by the propellers. 

Figure 4(a) shows  and . The very 

cambered Natural-Laminar-Flow airfoil has 
extremely high lifting slope [8] which makes the 
lift coefficient of the whole configuration 
marginally exceed the “ideal” flat plate lifting 
slope 

LC mC

π2  . Figure 4 shows stick-fixed stability 
in both pitch and yaw,  and 0, <αmC 0, <βnC . 

 

 
(a) Lift and pitching moment coefficients 

 
(b) Side force and yawing moment coefficients 

Fig. 4 Aerodynamic moments and forces computed by 
Euler EDGE 

 
EDGE calculates the aerodynamics of control 

surface deflection by the transpiration boundary 
condition, with flow tangency to the deflected 
surface prescribed on the undeflected surface. 
This method avoids mesh deformation, so one 
mesh can be used for all the deflection cases. 
However, it doesn't work well for large 
deflections. 

The asymmetry might cause serious control 
problems especially when the front engine fails 
and the analysis focuses on yaw trim and 
stability. For low speed and small side-slip 
angles, the aerodynamics follow a linear trend. 
The analysis predicts that to fly with a sideslip 3 
degrees nose-left, the rudder needs to deflect 
around 8 degrees to left to trim. 

The failure of the front engine would make 
yawing more serious since more thrust comes 
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from the single pusher propeller. Figure 5 
presents the streamlines and pressure coefficient 
on the surface with front engine out. There are 
several immediate effects due to one engine 
failure. The initial effect is the yawing that 
occurs due to the off-center thrust which makes 
the aircraft drift to the dead engine, i.e., yaw to 
nose-left. The inherent directional stability tends 
to oppose the asymmetric yawing moment. 
“Yaw-induced roll” is a secondary effect which 
accompanies yawing motion due to the higher 
lift produced on the advancing wing. In this 
paper the asymmetric yawing moment is 
preliminarily considered and the balanced flight 
with rudder is proposed. 

 

 
(a) Stream line visualization for the twin prop aircraft 

 
(b) Pressure and stream line visualization of the one-
engine-out mode (OEM), M = 0.282, ,  o0=α o3=β

Fig. 5 Aerodynamic moments and forces computed by 
Euler EDGE 

 
Table 1 shows the lateral coefficients for 

twin-prop and one-engine-out flight. The right 
wing-mounted pusher provides more 
asymmetric force, that tends to yaw the aircraft 
to left (i.e., the dead engine).  To fly at zero 
side-slip, a rudder deflection around 10 degrees 
is required compared with 1.6 degrees rudder 
deflections when two propellers are both 
working (Fig. 6). Such deflection required for 
trim is probably too high. Compensation for 
strong lateral gusts may need more yaw moment 
authority than is available when 10 degrees are 
used for trim, and rudder stall becomes an 
uncomfortable plausibility. There are two ways 
to reduce the rudder trim deflection and enhance 
its authority, one is to reduce (the absolute value 
of) the  at , another is to increase the 

rudder efficiency .  
nC o0=β

δ,nC

The rudder needs to be re-sized to counter 
the extra yawing moments produced during an 
engine-out event. The rudder is originally sized 
as 27.5% of the chord along the vertical tail. To 
get better or smaller rudder deflections, the 
rudder efficiency could be enhanced by either 
increasing the rudder fraction of the vertical tail, 
or keeping the rudder fraction while increasing 
the size of the vertical tail, so that  becomes 

larger and trim beta becomes smaller. Both 
methods increase the force produced by the 
rudder. In this paper an attempt of rudder re-
sizing has been made, by making the rudder 
50% larger than the original size, i.e., 41.5% of 
the chord along the vertical tail. The new rudder 
shows better trimming properties, for example, 
to fly at zero side-slip, the rudder needs to be 
deflected 7

β,nC

o instead of 10o (Fig. 6).  
 The asymmetric flight would make the 

control more demanding and serious, whatever 
the working engine(s) is one or two. The best 
way to solve this problem probably is, to add 
another engine on the left wing! 
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 Table 2 Lateral coefficients for twin-prop and one-
engine-out mode 

 

 
Fig. 6 Side-slip angle β  versus rudder deflection rδ  

when trim in yaw 

 

2.2 Tailless Chin-Rudder Aircraft 
The study of tailless aircraft with chin-rudder, 

in Fig. 7, was funded by NASA future airliners 
“N+3” project. It was modeled based on Boeing 
737-800 and with a design goal that obtaining a 
70% reduction in fuel consumption. The 
Tailless design features with a retractable canard 
and an all-moving chin-rudder. The Open Rotor 
propulsion system mounted on the rear part of 
the fuselage seems to offer the greatest payoff in 
terms of engine specific fuel consumption [10]. 
The canard  is extended at take-off and landing 
to counter the huge nose-down pitching 
moments created by the large wing flaps by 
adding lift for. During cruise it retracts to reduce 
drag by reducing the wing area. Control is 
provided by a combination of wing trailing edge 
surfaces, the chin-rudder and nacelle-pylon 
ruddervators. The all-moving chin-rudder is the 
primary responsible for yaw control, and CFD 

analysis is performed in this paper to confirm 
the sizing of the chin-rudder for yaw control. 

 

 
(a) Take-off with extractable canard 

 
(b) Cruise with retractable canard 

Fig. 7 Preferred concept artist’s rendering: Tailless 
airliner 

 

2.2.1 Mesh and CFD analysis 
The RDS-DLM module provides the wire-

frame model that the rapid interface could turn 
it as a “solid” mesh on which the Euler equation 
would be solved. The process is automated 
without any human intervention. The sizes of 
the control surfaces and flaps are also specified 
as overlapped wings in the native RDS file and 
modeled in SUMO accordingly. 

 

mode )0( o=βnC  β,nC  δ,nC

Normal -0.00221 -0.0028 0.0014

OEM -0.01717 -0.0036 0.0017

OEM, larger 
rudder  

-0.01717 -0.0036 0.0025
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(a) RDS wire-frame geometry 

 
(b) SUMO-TetGen volume mesh with 5.2 million cells 

Fig. 8 Preferred concept artist’s rendering: Tailless 
airliner 

 
When the aircraft cruises at Mach 0.8 the 

transonic shock forms on the upper main wing 
and extends downstream until 75% of the local 
chord (Fig. 9(a)). To compare the results from 
Euler and classical DATCOM in RDS, the Euler 
gives  per deg while DATCOM 

gives 0.160 per degree. That calibrates the Euler 
analysis from the RDS geometry. 

155.0, =αLC

 
2.2.1.1  Chin rudder authority  

The chin rudder is proposed to restore the 
moment in yaw, while the aircraft is suffering, 
for example, a lateral gust. It is also required to 
have sufficient authority to do the one-engine-
out control [10]. While the nacelle pylon 
ruddervators could help produce yaw moment, 
in this study we use the chin rudder only for the 

yaw control during normal flight. This aircraft 
has inherent instability in yaw. However as long 
as sufficient control is attained, we could 
probably forget stability [10]. 

The chin rudder is deflected for yaw moment 
control. The Euler solver shows that in order to 
balance a 3o nose left sideslip, the chin-rudder 
needs to be deflected 6o relative to the free 
stream [10]. Figure 9 shows the transonic 
aerodynamics, and Fig. 9(b) shows the Euler 
pressure distribution with a zoom on the chin-
rudder. Note that the nose of the fuselage is a bit 
rough, resulting in pressure oscillations. In a 
more detailed study it should be smoothed out. 

 

(a) ,  o1=α o0=β

 

(b) , , and rudder deflection  o0=α o3=β o9=rδ

Fig. 9 Euler computed surface pressure of the Tailless 
aircraft at cruise point M = 0.8 
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2.2.1.2  Canard action at take-off 
The retractable canard is used for adding 

nose-up pitch moment when the large wing 
flaps deflect and retracts completely for efficient 
cruising flight. The canard flap is 28% of the 
chord, and the wing flaps are 26% of the chord, 
shown in Fig. 10. 

 

 
(a) Canard flap 

 
(b) Wing flaps, inboard and outboard flaps 

Fig. 10 Flaps on the surface mesh 

 
The canard location at the nose makes the 

moment arm long enough to produce sufficient 
nose-up moment for take-off when both the 
inboard and outboard flaps are deflected 30 
degrees producing lift and a pitch-down 
moment. The canard elevator is deflected 15 
degrees down to counter the nose-down pitch 
and at Mach 0.242 gives an increment of 0.544 
in  and 0.708 in  at . Fig. 11 

presents the pressure distribution. The low 

pressure regions on the wing and canard trailing 
edges due to flap deflections are obvious. 

LC mC o0=α

 

 
Fig. 11 Surface pressure distribution from Euler 

solution, M = 0.282, , ,  o0=α o0=β

 

3 Conclusion 
The CEASIOM software is to support 

engineers in many aspects of preliminary 
aircraft design. The RDS-SUMO interface 
rapidly produces grids for inviscid compressible 
CFD to enhance CEASIOM's capacities. The 
qualities of the mesh for the two test cases are 
sufficient that could provide an equivalent 
propeller model, and promising transonic 
analysis. The yaw trim for both cases are 
investigated for lateral stability & control. The 
RDS-SUMO rapid-meshing tool illustrated in 
this paper enables quick aerodynamic 
assessment of even radical new concepts in 
early stages of aircraft design. This opens the 
way to prediction of the flying qualities and 6 
DOF flight simulation by e.g. the SDSA [11] 
module in CEASIOM. 

References 
[1] Raymer D., “Conceptual Design Modeling in the 

RDS-Professional Aircraft Design Software”, 
AIAA Aerospace Sciences Meeting, Orlando, FL,  
Paper No. 2011-161, 2011. 

[2] Rizzi A., Oppelstrup J., Zhang M. and Tomac M., 
“Coupling Parametric Aircraft Lofting to CFD & 
CSM Grid Generation for Conceptual Design”, 
49th AIAA Aerospace Sciences Meeting 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

604



Enhancement of CEASIOM with Rapid-Meshing Tool for Aircraft Conceptual Design 
 

including the New Horizons Forum and 
Aerospace Exposition, Orlando, Florida, Paper 
No. 2011-160, 2011. 

[3] Rizzi A., Eliasson P., Goetzendorf-Grabowski T., 
Vos J., Zhang M., “Virtual-Aircraft Design & 
Control of TransCruiser – a Canard 
Configuration”, preprint submitted to Progress in 
Aerospace Sciences, April 9, 2011. 

[4] Zhang M., “Application and Development of the 
CEASIOM-SUMO-EDGE Suite for Rapid 
AeroData Assessment of Aircraft Flying 
Qualities”, Licentiate Thesis, Department of 
Aeronautics, Royal Institute of Technology 
(KTH), Sweden, June, 2011, 

[5] Raymer D., “Enhancing Aircraft Conceptual 
Design Using Multidisciplinary Optimization”, 
Doctoral Thesis, Department of Aeronautics, 
Royal Institute of Technology (KTH), Sweden, 
May, 2002, 

[6] Raymer D., “Simplified Aircraft Design for 
Homebuilders”, Design Dimension Press, Los 
Angeles, CA, 2003 

[7] Edge User Guide, FOI dnr 03-2870, ISSN-1650-
1942, FOI, Swedish Defence Research Agency, 
Systems and Technology, Stockholm, Sweden, 
2007. 

[8] Zhang M. and Rizzi A., “RDS-SUMO: from 
Lofting to Physics-Based Grids”, submitted to 
Aircraft Engineering and Aerospace Technology 
Journal, 2011. 

[9] Dan M. Somers, Langley Reserach Center, 
Hampton, Virginia. “Design and Experimental 
Results for a Natural-Laminar-Flow Airfoil for 
General Aviation Application”, NASA Technical 
Paper 1861, June, 1981. 

[10] Raymer D., “Advanced Technology Subsonic 
Transport Study, N+3 Technologies and Design 
Concept”, NASA-CR Contractor Report, 
Conceptual Research Corporation, Los Angeles, 
CA, 2011. 

[11]  Kaenel R., Rizzi A., Oppelstrup J., et. al., 
“CEASIOM: Simulating Stability & Control 
with CFD/CSM in Aircraft Conceptual Design”, 
26th International Congress of the Aeronautical 
Sciences, ICAS, Alatyska, USA, 2008. 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

605



 

CEAS 2011 The International Conference of the European Aerospace Societies 

 

 

 

Abstract  

Edge is a flow solver for unstructured grids 

based on a dual grid and edge-based 

formulation.  The standard dual-time stepping 

methods for compressible unsteady flows are 

inadequate for large-scale industrial problems. 

This has motivated the present work, in which 

an implicit Lower-Upper Symmetric Gauss-

Seidel (LU-SGS) type of relaxation has been 

implemented in the code Edge with multigrid 

acceleration. Two different types of dissipation, 

a scalar and a matrix model, have been 

constructed which increase the diagonal 

dominance of the system matrix but not the 

numerical viscosity of the computed solution. A 

parametric study demonstrates convergence 

accelerations by a factor of three for inviscid 

transonic flows compared to explicit Runge-

Kutta smoothing for multigrid acceleration. 

1 Introduction 

Convergence acceleration techniques are 

needed to speed up Computational fluid 

dynamics (CFD) solvers, which have a major 

role in industries and research agencies for 

aerodynamic design and optimization of 

aircraft. The flow is often characterized by high-

speed and compressible flow features and, in 

many cases, by massive flow separation and 

unsteadiness. Accurate and efficient numerical 

solution by means of time-dependent 

computations is hence required.  The efficiency 

of standard dual-time stepping methods used for 

unsteady flows in many CFD codes is 

inadequate for large-scale industrial problems.  

Edge [1] is the Swedish national CFD tool 

for compressible flow, used at the Swedish 

aircraft manufacturer SAAB, and developed at 

FOI, lately in collaboration with external 

national and international partners. Edge uses an 

edge-based formulation on unstructured node-

centered finite-volume grids based on a dual 

grid supplied by a preprocessor. Multigrid 

acceleration has been implemented in Edge as a 

strategy to speed up the convergence rate [1] 

based on the FAS (Full Approximation Scheme) 

[2] as a nonlinear approach. It treats the 

nonlinear equation system using an explicit 

Runge-Kutta time stepping [1] as smoother. The 

Line-Implicit method of acceleration in Edge 

combines the explicit multistage Runge–Kutta 

scheme with an implicit integration along lines 

in regions where the computational grid is 

highly stretched.  Implicit methods can 

efficiently handle problems with disparate 

scales, since they have no stability restriction on 
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the time-step. See e.g. [3], for a detailed 

analysis. Therefore, implicit methods are widely 

used to accelerate convergence of steady-state 

problems as well as to improve the efficiency of 

unsteady solvers by advancing the solution with 

substantially larger time (or pseudo-time) steps. 

This has motivated the present work to speed up 

the computations by implicit time-stepping 

using iterative solvers such as LU-SGS 

[4][5][6][7]. The work is devoted to the 

definition of a proper block matrix implicit 

operator.  Increasing the diagonal blocks of the 

system matrix is beneficial for convergence of 

the linear iteration [7]. Hence, linearizations 

which produce the coefficients in the linear 

system Left Hand Side (LHS), have been 

implemented, based on two different types of 

implicit operators, a scalar and a matrix model. 

Suitable combinations of LHS and Right Hand 

Side (RHS) dissipation models show significant 

convergence acceleration compared to explicit 

schemes.  Since several parameters are 

important for controlling the convergence, an 

extensive parametric study has been conducted. 

2 Governing Equations 

Edge solves the compressible Reynolds-

Averaged Navier-Stokes (RANS) equations 

expressed as in Eq. (1), 
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where )ρEρwρvρuρ(U  is the 

vector of conserved variables, IF  and VF  the 

inviscid and viscous flux matrices respectively, 

and Q the source vector. Equation (2) shows the 

corresponding integral form for a control 

volume Ω  contained in the surface S. 
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A finite-volume discretization, Eq. (3), is 

obtained by applying the integral formulation to 

the control volume surrounding the node 0v , as 

illustrated in Fig. 1.   

 

 

Fig. 1 Dual grid forms control volume 
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with 0m  the number of neighbors and kS0  

the surfaces enclosing the control volume for 

node 0 . 
0kIF and 

0kVF are the inviscid and 

viscous flux vectors respectively, computed on 

the edge connecting nodes 0v and kv . 

This paper focuses on the unsteady (2D) 

Euler equations, Eq. (4), where the viscous flux 

is neglected. 

 

  0SV
dt

d 0

0k

m

1k

0k0kI00 


nFU  
(4) 

3 Dissipation models 

Second order schemes are non-dissipative, so 

dissipation must be added to stabilize the time-

stepping. Edge considers two schemes [1] for 

the inviscid flux 
0kIF , both based on a central 

discretization, with dissipation terms of either 

Jameson artificial dissipation type or upwind 

flux difference splitting type.  
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3.1 Jameson flux approximation 

 Equation (5) shows the inviscid flux 

computation across the cell face between nodes 

0v  and 1v using variable averaging, 
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The construction of the artificial dissipation 

term d01, Eq. (6), is based on the Jameson 

pressure switch in the -factors, which activate 

the second order difference dissipation and turn 

off fourth order difference dissipation in the 
vicinity of shocks. 
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The factor 01 is introduced to account for 

the stretching in the grid. This scheme is called 

scalar because of the scalar coefficient of the 

variable differences, the local spectral radius 

01  (see Eq. (7)).  
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(7) 

 

where u01, c01, S01, and n01,denote the flow 

velocity, speed of sound, area, and normal of the 

cell face, respectively. 

Since the spectral radius corresponds to the 

maximum eigenvalue, the Jameson model is 

known to be very dissipative near the shocks. 

On the other hand it is characterized by its 

simplicity, a controllable amount of artificial 

dissipation, and robust convergence. 

3.2 Upwind scheme 

The upwind scheme is of Roe flux difference 

splitting type. The inviscid flux formulation can 

be expressed as for the basic central scheme but 

with a flux averaging (Eq. (8)). 
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The upwind dissipation d01 
uses the “Roe” 

matrix )UA(A
~

R , -1
R R Λ RA   where U

~
 is 

the Roe average of the states U0 and U1, as 

shows Eq. (9). 

 01
1*

01
2

1
UURΛRd    

(9) 

 

 The matrix R contains the right eigenvectors 

of the flux Jacobian. The diagonal matrix *
Λ  

contains the eigenvalues adjusted with an 

entropy fix, as shown in Eq. (10), to prevent 

expansion shocks where an eigenvalue vanishes. 
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  is taken as a small fraction of the spectral 

radius, usually around 5%. This expression is 

applied on the linear and non-linear eigenvalues 

independently, by two different   variables.  

 

Moreover, a second order Upwind scheme is 

available in Edge by applying limiters to the 

absolute eigenvalue matrix *
Λ

 
from Eq. (9). 

Despite its slower convergence compared to the 

Jameson scheme, this method is preferable for 

its better accuracy. 

3.3 Matrix dissipation 

Matrix Dissipation [8] [9] is a generalization 

of the two previous dissipation models. This 

model offers a combination of high accuracy 

around the shocks and good convergence, 

coming from the Upwind and Jameson scheme 

respectively.  

The matrix dissipation replaces the spectral 

radius 01  by the absolute Roe matrix 1* 
RΛR
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from Eq. (9). Equation (11) shows the final 

expression of this combination. 
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(11) 

 

This formulation offers dissipation control 

through the entropy fix parameters of the Roe 

matrix. One can notice that the strong 

dissipation of the spectral radius is kept in the 

smooth regions. 

4 Implicit time-stepping  

A non-linear steady state problem for 

inviscid flow is solved by time marching the 

unsteady Euler equations [1] from Eq. (4). The 

resulting equations in Eq. (12) are discretized in 

time by an implicit Backward Euler (“BE”) 

method. Equation (13) corresponds to the final 

discretized system. 
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After linearization of Eq. (13), 
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the linear system Eq. (15) appears and is to 

be solved approximately. 
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The LHS and RHS term definitions are in the 

core of the paper, controlling convergence and 

accuracy respectively. A special effort is made 

to separate the parameters affecting the LHS 

from the ones related to the RHS. Hence the 

work can be focused in the increase of the 

diagonal dominance without affecting the 

accuracy of the solution. 

5 LU-SGS linear solver 

The linear system has a sparse coefficient 

matrix, but direct elimination methods require 

excessive computing resources for multi-million 

grid-point geometries. 

5.1 Algorithm Description 

The Lower-Upper Symmetric Gauss-Seidel 

(LU-SGS) linearization technique [4] solves the 

system very approximately but has small 

memory requirement. The challenge is in 

reducing the computational time by increasing 

the convergence rate through the definition of a 

proper approximation to the exact matrix M. 

The algorithm [7] is based on a number of 

Forward and Backward sweeps, Eq. (16), where 

L is the block lower triangular part, D the block 

diagonal, and U the block upper triangle of M. 

In the current implementation, a block is the set 

of unknowns per node. 
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(16) 

 

A fixed number of sweeps is performed in a 

time-step. The time marching process 

continues till the residual of the n o n - linear 

system vanishes as in Eq. (17). 
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(17) 

 

Note that M controls the convergence rate 

but does not influence the converged solution. 

M should be a sufficiently accurate 

approximation to the exact derivative to make 

the linearization accurate, and for convergence 

of the sweeps, it should be block-diagonally 

dominant. Since the diagonal elements come 

from the artificial dissipation model, the two 

requirements conflict. The rest of the paper 

focuses on the choice and construction of matrix 
M for convergence acceleration. 

5.2 LHS dissipation models 

The linearizations, i.e. the coefficients in the 

linear system Left Hand Side, are based on two 

different types of implicit operators, a scalar and 

a matrix model. 

5.2.1 Scalar dissipation 

This first implementation of the implicit 

operator (LHS) is based on the Yoon and Kwak 

[10] flux Jacobian splitting as in Eq. (18), 

 

 maxβ
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with 
U

F
A




 I  the flux Jacobian matrix, 

 cnu  .max  the spectral radius of A and   

a constant parameter to adapt. The flux function 

considered for the LHS can be expressed by Eq. 

(19) for node iv  and its neighbor nv , with the 

corresponding splitting when deriving it, in Eq.  

(20). 
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5.2.2 Matrix dissipation 

This extension [11] is based on the previous 

splitting method with the only difference that 

the flux derivative corresponds to the derivative 

of the exact RHS of Eq (8). This means that the 

Jacobian matrix is now expressed as in Eq. (21). 
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with 1''''  RΛRA  the absolute Roe 

matrix, and that the derivatives are expressed by 

Eq. (22). 
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(22) 

 

ignoring the derivatives of the 
''

A  matrix. 

The new notation for the eigenvalue matrix 
''

Λ  

instead of *
Λ as seen in Eq. (9), underlines the 

possibility of acting on the dissipation matrices 

of the LHS and RHS independently. 

6 Numerical results 

Several simulations have been run to assess 

the influence of the multitude of parameters in 

the matrix dissipation LU-SGS scheme. The 

accelerated methods are compared to the present 

standard of FAS Multigrid with explicit Runge-

Kutta smoothing. All the cases have been 

computed for transonic inviscid flow over a 

NACA 0012 airfoil, on an inviscid mesh and a 
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mesh for RANS simulation. The accuracy 

required for the computations has needed 

residuals of 10
-10

. 

6.1 Inviscid mesh 

The first cases have been computed on an 

inviscid mesh for inviscid transonic Mach 0.8 

flow at 1.25º angle of attack. 

The results show the influence of different 

parameters on the convergence rate compared to 

explicit schemes, and gives a better 

comprehension of the models used. The 

parametric study is based on a first order 

upwind scheme for the RHS. 

6.1.1 LHS with scalar dissipation 

Figure 2 shows convergence with full 

multigrid for CFL in (10,10
5
) and the number of 

sweeps in a time-step Nswp set to 5. The 

number of iterations is reduced by a factor of 

2.5 compared to the explicit Runge-Kutta 

scheme for tolerances in 10
-4

 … 10
-10

. The rate 

is not very sensitive to the choice of CFL in 

(100,10000). 

 

 

Fig. 2 Convergence dependence on CFL 

 

Figure 3 shows convergence for different 

sweep numbers (Nswp) and CFL=1000. There 

are two distinct phases, the initial for “large” 

residuals > 10
-5

, and the asymptotic phase with 

very small residuals. One may surmise that the 

non-linearities are negotiated in the first phase 

and in the latter phase, the residual is very close 

to a linear function so the scheme is actually an 

iterative solution of a linear system. The initial 

convergence seems is clearly faster for larger 

Nswp, but the ultimate convergence rate seems 

only slightly influenced by Nswp. In all of these 

three cases, the number of iterations is reduced 

by a factor of 1.5 compared to Runge-Kutta.  

 

 

Fig. 3 Convergence dependence on number of sweeps 

Nswp 

 

The coefficient β from Eq. (18) has been 

varied to find that the value of 1 giving full 

upwinding in the system matrix is optimal. β > 1 

causes a convergence degradation. 

For design calculations, a second order 

accurate scheme is necessary. In Fig. 4, LU-

SGS shows more rapid convergence for a 1
st 

order upwind residual scheme compared to a 2
nd

 

order scheme with its smaller dissipation, as 

expected. Moreover one observes increased 

convergence rate after reaching a residual of the 

order of 10
-5

 (see also Fig. 2) contrary to the 

explicit Runge-Kutta which keeps a linear 

convergence. Additional computations show 

that this LU-SGS behavior disappears when the 

multigrid acceleration is switched off. 
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Fig. 4 Influence of space discretization scheme 

 

6.1.2 LHS with matrix dissipation 

Similar observations have been found using 

matrix dissipation in the LHS. The Entropy fix 

control described in Eq. (10) seems not to have 

much effect on the convergence rate, except for 

mitigating the CFL number limitation. As 

observed in Fig. 5, an entropy fix of 90% is 

needed to reach a CFL of 10000. Bigger values 

decrease the convergence as noticed for the 

LHS scalar dissipation. 

 

 

Fig. 5 Entropy limiting CFL 

 

6.1.3 Synthesis 

Figures 6 to 8 compare the convergence 

accelerations using the “optimal” LHS 

dissipation operator, for each RHS scheme, 

namely Jameson, Matrix, and 2
nd

 order Upwind 

scheme. The Explicit Runge-Kutta shows in all 

the cases a convergence rate twice slower. The 

computations have been run for a CFL of 1000 

and Nswp=2. 

 

 

Fig. 6 RHS Jameson dissipation 

 

 

Fig. 7 RHS Matrix dissipation 

 

   

Fig. 8 RHS 2
nd

 order Upwind scheme 
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6.2 Stretched mesh for RANS flow 

As a transition to viscous flow simulations, 

inviscid transonic Mach 0.754 flow at 2.57º 

angle of attack, on a mesh for RANS simulation 

has been computed. Figure 9 gives an example 

of computation for a matrix dissipation LHS and 

1
st
 order Upwind scheme RHS. The comparison 

is done with the line-implicit method. 

The grid has a normal distance from the 

airfoil to the first interior node of 10
-5 

chord 

length, about 310 nodes on the airfoil, and a 

varying number of quadrilateral cells in the wall 

normal direction with about 35 layers in 

average. The triangular grid outside of these 

layers has about 51 K nodes. The maximum 

aspect ratio of the stretching is 1.5×10
3
. Four 

levels of full multigrid W-cycles are used in all 

calculations. Directional coarsening with 

coarsening ratios 1:4 or 1:2 along the lines are 

used.  

Previous computations have shown a 

negligible gain by increasing the CFL number 

beyond 10
4
. For an optimized configuration 

with CFL=10000, implicit LU-SGS converges 

twice faster than the line-implicit method.  

 

 

Fig. 9 Convergence on a stretched grid 

7 Conclusions 

An implicit LU-SGS method has been 

successfully implemented reducing the iteration 

count by a factor of 3 compared to the explicit 

schemes. Two LHS dissipation models of scalar 

and matrix types have been constructed to 

improve the diagonal dominance of the system 

matrix. First computations on inviscid mesh 

have revealed optimal configurations 

corresponding to a CFL of 10000 and matrix 

LHS dissipation. More study is necessary on 

stretched grids for an extension into RANS and 

turbulence models. There remains also efficient 

implementation on computational clusters. 
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Abstract

The aim of this work is the development of a

numerical solver for structural and aeroelastic

analysis of rotor blades with advanced geome-

try, like those with tip sweep and anhedral an-

gles. The mathematical formulation is based on

a beam-like model assumption, suited for nu-

merical integration via modal approach. It is

valid for slender, homogeneous, isotropic blades

with curved and twisted elastic axis. Inertial

loads due to rotary motion and blade deforma-

tion are included as distributed loads, as well as,

the aerodynamic loads in the aeroelastic anal-

ysis. After application of a second order ap-

proximation scheme, the final nonlinear equa-

tions of motion are able to predict the dynam-

ics of blade subject to moderate displacements.

The model is conceived as a sequence of relations

that yield the loads to be included directly in the

equations of section moments and allows both

response and stability analysis following the pro-

cedure outlined. Comparisons with results from

FEM analysis will be shown for validation of the

model implemented.

1 Introduction

The aim of this work is the development of
a structural and aeroelastic model for rotors
with advanced blade geometry characterized by
curved elastic axis (for instance, with inclusion

of tip sweep and anhedral angles).

Rotors with curved blades are used in many
engineering applications, a large number of
which are present in the aeronautical field. In-
deed, nowadays a primary goal in aircraft and
rotorcraft design is the reduction of the envi-
ronmental impact in order to increase the com-
munity acceptance. Consequently, during last
years particular attention has been focused on
the reduction of emitted noise. Helicopter main
rotors and tiltrotor proprotors provide lifting
force and thrust, but, as a by-product, they
are also sources of noise and vibrations. Blade-
vortex interaction (BVI) noise generated by he-
licopter main rotors and proprotors during some
flight conditions is one of the most severe noise
problems for rotorcraft and it has been care-
fully studied during last years by researcher and
manufacture companies (see, for instance, Refs.
[1, 3]). The blade tip vortex structures, blade
aeroelastic deformation, blade-vortex miss dis-
tance have been identified as the most important
parameters that influence BVI (and vibrations)
[4].

In order to reduce BVI noise, several blade
shapes and planform configurations are cur-
rently under investigation by manufacturers and
researchers and, in particular, blades with tip
sweep and anhedral angles seem to be effective
in reducing BVI noise. Hence, the development
of theoretical and numerical models for the pre-
diction of the structural dynamics and aeroelas-
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tic behavior of advanced geometry rotor blades
is a fundamental tool in the optimal design of
blades oriented to noise and vibration reduc-
tion. Helicopter and tiltrotor blades are flexible,
light, slender structures, and therefore predic-
tion tools aimed at their structural/aeroelastic
analysis have to be able to take into account
both strong coupling between bending and tor-
sion degrees of freedom and the nonlinearities
arising from the significant deflections they usu-
ally experience. In the past years, several au-
thors have developed structural mathematical
models for curved blade, usually solved through
the finite element method approach (see, for in-
stance, Refs. [5, 6]).

Here, a structural, beam-like mathematical
model suited for the analysis of curved blades is
developed through application of the Galerkin
approach, in that well suited for aeroelastic
applications. It is valid for slender, homoge-
neous, isotropic rotating blades with curved and
twisted elastic axis, which permits the simula-
tion of arbitrary advanced blade shape. Specif-
ically, differently from usual formulations based
on the Galerkin approach, the test functions are
the second-order spatial derivative of the trial
ones and the equations projected are directly
the integro-differential ones giving the sectional
forces and moments.

Numerical investigation presents the valida-
tion of the presented formulation for structural
dynamics and aeroelastic analysis of a simple
curved blade, against results from the FEM
solver presented and validated in Ref. [7].

2 Blade structural dynamics model

Here, a differential model governing the struc-
tural dynamics of rotating curved beams is out-
lined. As it will be shown later, it is suited for
the development of a numerical solver based on
the Galerkin approach, and hence is particularly
useful in aeroelastic applications.

The differential model is valid for slender,
homogeneous, isotropic rotating blades with
curved and twisted elastic axis and includes
spanwise variation of mass and stiffness prop-
erties, as well as, variable built-in pretwist, pre-
cone, sweep and anhedral angles. In order to

take into account the moderate displacements
usually experienced by rotor blades, nonlin-
ear strain-displacement relations are considered
with application of a second order approxima-
tion scheme.

2.1 Displacement variables and coordi-

nate systems

Several coordinate systems are introduced to de-
rive the equations of motion of the blade. The
main ones, illustrated in Fig. 1, are the follow-
ing:

• a global blade orthogonal system of unit
vectors (~i1, ~i2, ~i3) which is centered at the
rotor hub and rotates with the blade, with
~i1 tangent to the elastic axis at the root sec-
tion; vectors~i2 and the~i3 identify the prin-
cipal axes of the blade root section; note
that the orientation of~i2 and~i3 depends on
both collective and cyclic blade pitch com-
mand;

• local, rotating orthogonal systems of unit
vectors (~e1, ~e2, ~e3), with ~e1 aligned to the
undeformed blade elastic axis, and ~e2, ~e3
aligned with the blade section principal
axes; note that the orientation of ~e2 and
~e3 depends on blade pretwist;

• local, rotating orthogonal systems related
to the blade deformed configuration hav-
ing base unit vectors (~̂e1, ~̂e2, ~̂e3), with ~̂e1
tangent to the deformed elastic axis, and
~̂e2, ~̂e3 aligned with the principal axes of the
elastically twisted blade sections (this as-
sumption means that the sections of the de-
formed beam remains orthogonal to the de-
formed elastic axis and hence, a shear un-
deformable beam model is considered).

Deformations are described in terms of dis-
placements of the elastic axis and rotation of
beam sections. The displacements, u, v, w, are
defined in the local frames fixed with the unde-
formed blade, respectively along the directions
identified by ~e1, ~e2 and ~e3; the blade twist, φ,
is defined as the rotation of the blade sections
about ~̂e1-direction (i.e., about the deformed
elastic axis).
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Figure 1: Schematic beam representation

2.1.1 Coordinate systems transforma-

tions

In the development of the blade dynamics for-
mulation it is now convenient to define the trans-
formations relating the frame of reference de-
fined above.

Global to undeformed blade references

The unit base vectors of the global rotating
frame are related to those of the local unde-
formed blade frames through the following ex-
pression

{~ei} = A(s)
{

~ii

}

where, for

{~ei} =







~e1
~e2
~e3







and s denoting the curvilinear coordinate de-
fined along the undeformed elastic axis, A(s)
is the transformation matrix yielding the local
frame unit vectors in terms of superposition of
the global frame base (i.e., it collects the com-
ponents of each ~ei in the global frame).

Blade undeformed to blade deformed references

Local undeformed blade and deformed blade ref-
erences are related by the following expression

{

~̂ei

}

= T(s) {~ei}

where T is the transformation matrix depending
on the deformation of the blade. The matrix
T is obtained as a sequence of rotations about

~e3, rotated ~e2 and rotated ~e1 and its expression
in terms of u, v, w, φ may be derived from that
given in Ref. [8].

Global to blade deformed references

From the transformations mentioned above it
is possible to determine the relation between
global and deformed blade references as

{

~̂ei

}

= Λ
{

~ii

}

where Λ = TA.

2.2 Equilibrium relations

Considering a deformed beam element of length
ds, the equilibrium of forces and moments acting
on it yields

d~v

ds
+ ~p = 0 (1)

d~m

ds
+ ~̂e1 × ~v + ~q = 0 (2)

where ~v and ~m are the internal structural forces
and moments at the elastic axis, while ~p and ~q
are the external distributed forces and moments.

In order to integrate the above differen-
tial equilibrium equations, it is convenient
to write them in terms of forces and mo-
ments components, vl,ml,pl,ql, in the lo-
cal blade undeformed frames. Observing that
for vg,mg,pg,qg denoting forces and moments
components in the global frame of reference one
has vg = AT vl,mg = AT ml,pg = AT pl,qg =
AT ql, the equilibrium equations projected onto

the frame
{

~ii

}

yield

d

ds

(

ATvl

)

+ ATpl = 0 (3)

d

ds

(

ATml

)

− ATHlvl + ATql = 0 (4)

where Hl is the matrix of the components in
the local undeformed frame of the axial tensor
associated to vector ~̂e1.

Next, integration of Eq. 3 yields the following
distribution of the internal shear loads

vl(s) = A

∫ R

s

ATpl dŝ (5)
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while the integration of Eq. 4 yields the follow-
ing distribution of the internal moments

ml(s) = A

{
∫ R

s

ATql dŝ −

∫ R

s

(

ATHlA

∫ R

ŝ

ATpl ds̃

)

dŝ

}

(6)

where R denotes the length of the undeformed
elastic axis (under assumption of negligible sec-
ond order terms related to local slope).

Equations 5 and 6 are the general solutions
for the internal shear loads and moments arising
in a beam, from which the equations governing
the blade elastic displacement may be derived,
once strain-displacement and load-displacement
relations are identified (see next paragraphs).
Note that, because of shear undeformable as-
sumption, the equations governing the blade
motion variables, u, v, w and φ, are derived from
the first scalar equation in Eq. 5 and the three
scalar equations in Eq. 6 (the second and third
scalar equations in Eq. 5 are used to determine
the shear loads components lying in the plane of
the beam sections).

2.3 Strain-displacement relations

In order to express the internal loads in terms
of the (shear undeformable) beam deformation
variables, u, v, w and φ, the strain tensor has
to be derived from position vectors describing
undeformed and deformed beam.

Specifically, the vector position, ~r, of a point
of the undeformed beam of coordinates (s, η, ζ),
with η and ζ denoting the coordinates along the
principal axes of the sections, is given by

~r(s, η, ζ) = ~r0 + η~e2 + ζ~e3

while after deformation, under the assumption
of negligible warping, its position is identified
by the following vector

~̂r(s, η, ζ) = ~r0 + u~e1 + v~e2 + w~e3 + η~̂e2 + ζ~̂e3

where ~r0 denotes the position of the points along
the undeformed elastic axis.

From the above equations the strain tensor,
~E, is derived from

~E(s, η, ζ) =
1

2

(

∂~̂r

∂ξi
·
∂~̂r

∂ξj
−
∂~r

∂ξi
·
∂~r

∂ξj

)

∂~r

∂ξi
⊗
∂~r

∂ξj

where (ξ1, ξ2, ξ3) ≡ (s, η, ζ), observing that the
local coordinate systems considered are orthog-
onal.

2.4 Internal load-displacement relations

From the stress-strain relations given by the the-
ory of elasticity combined with the strain tensor
expression, it is possible to derive the stress-
displacement relations and in turn, after inte-
gration over the beam sections, the relations be-
tween internal structural loads and displacement
variables.

Under the assumptions of rigid beam sec-
tions and shear undeformable beam, the follow-
ing four loads are given in terms of the four
variables describing the beam motion (the eval-
uation of the remaining two loads comes from
balancing of the external loads):

Vx̂ = ~v · ~̂e1 =

∫

A

σxxdηdζ

= EA

(

ũ′ +
ṽ′

2

2
+
w̃′

2

2
+ k2

Ak
2

1

)

Mη̂ = ~m · ~̂e2 = −

∫

A

σxxζdηdζ = EIηk2

M
ζ̂

= ~m · ~̂e3 =

∫

A

σxxηdηdζ = EIζk3

Mx̂ = ~m · ~̂e1 =

∫

A

(σxηη − σxζζ) dηdζ

= GJ k1 + Vx̂k
2

A k1

where A is the blade cross section area, E is the
Young modulus, G is the shear modulus, while

Iη =

∫

A

ζ2dηdζ J =

∫

A

(η2 + ζ2)dηdζ

Iζ =

∫

A

η2dηdζ k2

A =
1

A

∫

A

(η2 + ζ2)dηdζ

In addition, k1, k2, k3 are such that for ~k =
k1
~̂e1 + k2

~̂e2 + k3
~̂e3, the skew-symmetric matrix
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K = (dT/ds)TT is the matrix of the compo-
nents in the local deformed frame of the axial
tensor associated to vector ~k (specifically, k2, k3

are the bending curvatures of the deformed elas-
tic axis and k1 is the twist of the blade sec-
tions after deformation). Finally, ũ′, ṽ′, w̃′ are
the components of dũ/ds = du/ds − K0 u, for
u = {u v w}T and K0 = (dA/ds)AT .

2.5 Inertial loads

Blade rotation and unsteady deformations make
inertial loads arise. These contribute to the
equilibrium equations as external distributed
loads and, combined with the internal structural
loads, yield the equations governing the blade
structural dynamics.

The expressions of the inertial loads are
now obtained in the local, rotating, undeformed
blade reference, considering an elastic axis of
arbitrary shape. The acceleration of a generic
point of a rotating blade is given by

~a = ~ar + ~aH + ~Ω × ~Ω × ~̂r + 2~Ω × ~ν

where ~ar is the acceleration of the point with
respect to a frame rigidly connected to the un-
deformed blade, depending on the deformation
variables (it is derived from the rigid motion of
the beam sections expressed in terms of displace-
ments of the elastic axis and rotations about it).
In addition, ~aH is the rotor hub acceleration, ~ν is
the velocity of the examined point with respect
to the rotating frame fixed with the undeformed
blade, while ~Ω is the blade angular velocity.

Then, the resulting inertial distributed loads
appearing in Eqs. 1 and 2 are derived as

~p = −

∫

A

ρ~adη dζ

~q = −

∫

A

ρ~rs × ~adη dζ

where ρ is the material density and ~rs = ~̂r −
(~r0 + u~e1 + v~e2 + w~e3).

2.6 Equations for the deformation vari-

ables

Combining the internal and inertial loads given
above with the first scalar equation in Eq. 3

and the three scalar equations in Eq. 4 yields a
set of four differential equations in the deforma-
tion unknowns, u, v, w, φ, governing the struc-
tural dynamics of the curved blade.

3 Aeroelastic modelling

Aeroelastic applications of the blade structural
model outlined in the previous section require
the introduction of the aerodynamic loads forc-
ing the blade dynamics. Here, for the sake of
simplicity, the aerodynamic loads are derived
from a quasi-steady approximation of the Green-
berg theory [9] for airfoils. Aerodynamic three-
dimensional effects are taken into account by in-
cluding a wake inflow model (see, for instance,
[10] for details). Thus, section force, T , orthog-
onal to the chord, and section force, S, parallel
to the chord are given by

T =
̺Clαc

2

[

−UPUT +
c

2
ω UT −

c

4
U̇P +

( c

4

)2

ω̇

]

S =
̺Clαc

2

[

U2

P −
c

2
ω UP −

Cd0

Clα

U2

T

]

while the section pitching moment with respect
to the quarter-chord point reads

Mφ = −
̺Clαc

3

32

(

ω UT − U̇P +
3c

8
ω̇

)

In the above equations, UP and UT are, respec-
tively, the quarter-chord velocity components
normal and parallel to the chord after deforma-
tion, ω is the out-of-section component of the
angular velocity of the blade section, c denotes
the chord length, ̺ is the air density, Clα is the
lift curve slope coefficient, while Cd0

is the drag
coefficient.

The blade aeroelastic equations are derived
by expressing UP , UT and ω in terms of u, v, w
and φ and expressing the aerodynamic forces T
and S in terms of components, in the local blade
undeformed frame of reference.

4 Numerical implementation

In the numerical solver developed in the pre-
sented work a further simplification has been
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introduced by using the elimination approach
described in Ref. [10] for the axial degree of
freedom, u, in order to reduce the final set of
governing equations to the three scalar ones in
Eq. 4, with unknown variables v, w, φ.

In order to explain the solution procedure,
first the governing equations are formally recast
as

ml = min + maer (7)

where min and maer denote the inertial and
aerodynamic contribution to the RHS of Eq. 4,
respectively.

Next, these equations are integrated spatially
through the Galerkin approach, starting from
the following spectral description of the defor-
mation variables

v(s, t) =
N
∑

n=1

αv
n(t)ψv

n(s)

w(s, t) =

N
∑

n=1

αw
n (t)ψw

n (s)

φ(s, t) =

N
∑

n=1

αφ
n(t)ψφ

n(s)

and then projecting Eq. 7 onto the second-order
derivatives of the shape functions as follows

∫ R

0

mT
l Ψ′′ds =

∫ R

0

(

mT
in + mT

aero

)

Ψ′′ds (8)

where

Ψ =







ψφ
n

ψw
n

ψv
n







For instance, considering a hingeless rotor ψv
n,

ψw
n and ψφ

n might conveniently be chosen as the
bending and torsion natural modes of vibration
of a non-rotating cantilever beam [10]. Note
that, the choice of using the second derivatives
of the shape functions as test functions is mainly
motivated by the equivalence between the equa-
tions obtained and those that could be derived
from the application of the Rayleigh-Ritz ap-
proach.

Equation 8 may be rewritten as

fel(t,α) + fin(t,α) + faero(t,α) = 0 (9)

where fin, faero and fel are the inertial, aero-
dynamic, and elastic generalized forces, respec-
tively, and α is the vector collecting the La-
grangian variables of the problem, αv

n, α
w
n , α

φ
n. It

is a set of 3N nonlinear, time-dependent equa-
tions with unknowns α which can be applied
both for aeroelastic response and stability anal-
yses.

Aeroelastic responses are numerically solved
through the harmonic balance approach. It is
a methodology suitable for the analysis of the
asymptotic solution (as time goes to infinity) of
differential equations forced by periodic terms,
as it generally occurs (see, for instance, heli-
copter applications). The harmonic balance so-
lution consists of: (i) expressing the contribu-
tions in Eq. 9 in terms of their Fourier series;
(ii) equating the resulting coefficients; (iii) solv-
ing the corresponding algebraic system in terms
of the unknown Fourier coefficients of the La-
grangian coordinates of the problem. Specifi-
cally, expressing α and f = fel + fin + faero in
terms of the following Fourier series

α(t) = α0 +
K
∑

k=1

[αc
k cos(Ωkt) + α

s
k sin(Ωkt)]

f(t) = f0 +
K
∑

k=1

[f c
k cos(Ωkt) + f s

k sin(Ωkt)]

(where α
c
k,α

s
k, f

c
k and f s

k denote cosine and sine
components of the k-th harmonic of α and f ,
whereas Ωk = kΩ, with Ω representing the fun-
damental frequency, i.e., the rotor angular ve-
locity) Eq.9 becomes

f̂ (α̂) = 0 (10)

where α̂
T = {α0 α

c
1 α

s
1 α

c
2 α

s
2 · · ·} and f̂T =

{f0 f c
1 f s

1 f c
2 f s

2 · · ·}. Because of the presence
of nonlinear terms, Eq. 10 has to be solved using
an iterative procedure. To this aim, the Newton-
Raphson method is applied. Specifically, the
harmonic aeroelastic solution is obtained from
convergence of the following iterative procedure
(with m indicating the iteration step number)

α̂m = f̂m−1 − Ĵ−1

m−1
α̂m−1 (11)

where Ĵ is the Jacobian matrix of the system
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numerically evaluated as

Ĵij =
∂f̂i

∂α̂j

Aeroelastic stability analysis is performed
though the eigenanalysis of the following set of
equations linearized about a reference (equilib-
rium) configuration, α0, obtained as solution of
Eq. 11

M(α0, t)α̈ + C(α0, t)α̇ + K(α0, t)α = 0

where M, C and K are, respectively, mass,
damping and stiffness matrices, numerically ob-
tained as

Mij =
∂fi

∂α̈j

∣

∣

∣

∣

α=α0

Cij =
∂fi

∂α̇j

∣

∣

∣

∣

α=α0

Kij =
∂fi

∂αj

∣

∣

∣

∣

α=α0

5 Numerical results

The numerical investigation concerns the valida-
tion of the proposed blade structural model, in
terms of both free-vibration analysis and aeroe-
lastic response of a helicopter blade with curved
elastic axis. To this purpose, results from the
present solver are compared with those obtained
by a finite element model developed in the past
by the authors and successfully applied to the
aeroelastic analysis of helicopter blades with tip
sweep and anhedral angles [7].

Here, the blade considered in the analysis
is untwisted, without aerodynamic, mass and
torque offsets, with radius R = 4.741m, chord
c = 0.395m and a parabolic elastic axis of equa-
tion y = −0.1x2/R (with x denoting the coor-
dinate along ~i1 direction, and y that along ~i2
direction). The blade flap and lead-lag bending
stiffnesses are, respectively, EIη = 51600Nm2,
EIζ = 143441Nm2, while the torsion rigidity
is GJ = 13913Nm2. The section mass mo-
ments of inertia are Jη = 0.0157kgm, Jζ =
0.063kgm and the blade mass per unit length
is m = 6.46kg/m.

The validation analysis is performed in two
steps: the first one (in vacuo analysis) focused
on the validation of the blade structural model

with and without the inclusion of inertial ef-
fects due to rotary motion, and the second one
(aeroelastic analysis) focused on the inclusion of
aerodynamic effects. All the computations are
carried out considering nine shape functions per
each dof in the Galerkin approach (present for-
mulation), and nine straight blade elements in
the FEM approach (such discretization ensures
practically converged results with both solvers).

5.1 In vacuo analyses

First, the free-vibration, in-vacuo analysis of the
nonrotating curved blade is considered. Figure 2
shows the comparison between the eigenfrequen-
cies of the first five modes of vibration obtained
by using the present formulation and those from
the FEM solver [7]. The quality of the compari-
son is quite good in that only very small discrep-
ancies (lower than 2%) appear in the evaluation
of the eigenfrequencies regarding the second-flap
and the first-torsion modes of vibration.
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Figure 2: Nonrotating curved blade: eigenfre-
quencies.

Then, the free-vibration analysis of rotating
blades is considered. For this analysis, the blade
angular velocity is set to Ω = 40.123rad/s. In
the presence of rotary inertia terms, the objec-
tive is twofold: first, assessment of the effects of
elastic axis curvature on the dynamic behavior
of the blade and second, validation of the pre-
dicted eigenfrequencies against those evaluated
from the FEM solver [7]. Figure 3 shows the
steady-state lead-lag displacement due to rota-
tion evaluated by the present formulation and
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through the FEM solver. They are in satisfac-
tory agreement, and define the reference con-
figurations about which the free-vibrations are
computed.
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Figure 3: In vacuo rotating curved blade: equi-
librium deflections.

Figures 4 and 5 present the results of the per-
turbation eigenanalysis in terms of eigenfrequen-
cies, respectively concerning the blade curvature
effects and the validation with respect to the
FEM solver. Note that the straight blade re-
sults in Fig. 4 have been obtained considering
blade having the same radius, mechanical and
structural properties of the curved one.
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Figure 4: In vacuo rotating blades: eigenfre-
quencies (present approach).

The analysis of Figs. 4 and 5 shows that some
small discrepancies (lower than 4%) appear
in the evaluation of the second-flap and first-
torsion eigenfrequencies of the curved blade.
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Figure 5: In vacuo rotating blades: eigenfre-
quencies (FEM approach).

However, the overall quality of the results might
be considered satisfactory, in that the trend of
eigenfrequencies variation due to elastic axis cur-
vature effects predicted by the two approaches
is similar.

5.2 Aeroelastic analyses

Finally, the aeroelastic analysis of the curved
elastic axis blade in hovering condition is pre-
sented. For this analysis, the blade has
been assumed to have angular velocity Ω =
40.123rad/s, with collective angle θ0 = 9deg.
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Figure 6: Rotating curved blade: aeroelastic
equilibrium deflections.

Figure 6 depicts the steady-state deflections
(flap-lag displacements and torsion rotation)
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along the blade radius given by the present
solver and those from the FEM one [7], while
Fig. 7 presents the results of the perturbation
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Figure 7: Rotating curved blade: aeroelastic
eigenfrequencies.

aeroelastic eigenanalyses in terms of eigenfre-
quencies, carried out about the trim configura-
tions of Fig. 6. Figures 6 and 7 show a good
agreement between present results and those
given by the FEM solver, thus validating the
proposed blade model also for aeroelastic appli-
cations.

6 Conclusions

A theoretical-numerical structural dynamics
and aeroelastic model for curved rotating blades
has been presented. The numerical implemen-
tation has been based on a non-conventional
Galerkin approach. In vacuo analysis of a
parabolic-shaped blade has demonstrated that
the proposed model is able to predict steady-
state response and natural frequencies of vibra-
tion in very good agreement with those given by
a FEM solver validated in the past against liter-
ature numerical and experimental data. Sim-
ilarly, a good correlation between present re-
sults and FEM predictions has been shown in
the case of aeroelastic application concerning
steady-state response and natural frequencies of
vibration of the rotor blade in hovering condi-
tion. For the configurations examined the pro-
posed solver can be considered validated. How-
ever, the presented numerical investigation has

to be considered as a first validation, in that
more complex blade configurations and flight
conditions need to be investigated.
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Aeroelasticity and Structural Dynamics is one of the most multidisciplinary realms in aeronautical 

engineering: 

— In aeroelasticity, the engineer should deal with the coupling of structure, mass, unsteady 

aerodynamics, flight control system laws, etc. 

— In ground dynamic loads, the engineer should deal with coupling of a complex linear 

model (complete aircraft) with a highly non-linear landing gear model. 

— In flight dynamic loads the response of the structure to complex excitations like gust and 

continuous turbulence should be assessed. 

— Environmental vibrations are one of the key elements in equipment qualification. 

— Impacts simulations (ditching, crashworthiness, bird strike, hail impacts...) requires 

intensive knowledge of materials characterisation, rupture criteria, collapse sequences 

and explicit FE modelling...  

All these aspects are –to mention few– an indication of the multidisciplinary environment in which 

the aeroelastician should dive every day. Figure 1 shows a sketch of the aeroelasticity and 

structural dynamics realm. 

The activity of aeroelasticity and structural dynamics (A&SD) is extremely intensive in the use of 

computer resources. The evolution of available computer mainframes has been one of the main 

drivers in the development of the technology itself. 

This paper will revise the effect that the evolution of High Performance Computing (HPC) has had 

in the methods, techniques, processes and tools of A&SD. First numerical simulation techniques 

will be addressed with especial focus on Finite Element Method and its transcendence for A&SD. 

Next, the solvers will be addressed. How these tools have evolved and how the results that these 

tools provide have been compared with complete aircraft ground and flight tests. 

The paper will continue with the effect of the evolution of HPC on the dynamic tests: 

— Effect of HPC evolution on Ground Vibration Tests (GVT). From the early days in which 

hardly the signal of few accelerometers could be treated to nowadays where a complete 

aircraft GVT may handle more than 700 accelerometers simultaneously. The paper will 

show examples of Airbus Military (former CASA) GVT’s: the trainer C101, the medium 

military transport CN-235, C-295, the Airbus Tanker A330-MRTT or the very recent heavy 

military transport A400M.  

— Another section will cover the effect of HPC on Flight Flutter Tests (FVT): how the 

evolution in computer technology has affected all the links of the flutter test chain: from 

the excitation, to the response. A dedicated section to telemetry will complement this 

description. Again the examples will be concentrated in CASA, Airbus Military aircraft with 

special attention to the EF-2000 fighter aircraft FVT. 

— Impact tests will be finally addressed: the evolution of HPC has allowed jumping from only 

pass-fail test to sophisticatedly instrumented tests. The example shown will be the 

ditching tests of the CN-235 deepwater program of the US Coast Guard. 

 

AIRBUS-MILITARY, John Lennon s/n, 28906 Getafe (Madrid) – Spain.  
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Figure 2 shows the evolution with time of HPC showing how the computer capacity increases 

exponentially with time, allowing to address more and more sophisticated tasks and with higher 

fidelity to reality. 

The paper will end with conclusive remarks devoted to the increasing possibility of virtual testing 

and qualification by analysis only and how this possibility is being addressed between industry 

and the Airworthiness Authorities. 

 

Figure 1. The Multidisciplinary realm of Aeroelasticity and Structural Dynamics 

 

Figure 2. The Evolution of High Performance Computing (HPC) 
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Abstract

Freeplay is one of the most important nonlinea-
rities that affect the control surfaces of the air-
craft; it can induce flutter phenomena and limit
the performances of the same airplane. To in-
vestigate the effect of control surface freeplay,
an aeroelastic wind tunnel model of a T-tail has
been developed. A variable amplitude freeplay
has been introduced in the control chain by a
specifically designed linkage. The numerical
model was designed according to the modern
aeroelastic approach, describing the dynamics
of the tail by a state space system. The nonli-
nearity has been introduced has a lumped ele-
ment in the actuator feedback loop. The pa-
per presents the experimental setup together
with the correlation obtained with the numeri-
cal model.

1 Introduction

The research on nonlinear aeroelasticity and, in
particular, on control surface freeplay, is moti-
vated by the significant number of cases known
in the literature of aircrafts that have experi-
enced Limit Cycle Oscillations (LCO) caused
by it (see [1]). In fact, freeplay in the con-
trol chains may arise as consequence of many

factors, including wear of the parts during the
aircrafts life. An interesting summary of the
occurrence of aeroelastic control surface LCOs
caused by freeplay on Airbus aircraft, may be
found in Ref. [2]. A complete survey on non-
linear aeroelasticity can be found primarily in
Ref. [3] and in the more recent work Ref. [4].

In order to perform numerical and experi-
mental investigations a wind tunnel model of a
T-Tail equipped with the rudder and the control
system has been designed and manufactured.
The following goals want to be achieved at the
same time:
• perform experiments with or without the

freeplay;
• test different freeplay amplitudes;
• investigate the effect of non-symmetric

nonlinearity;
• allow to introduce an active control for

LCO suppression.
The study of an active control for LCO sup-

pression will be, however, the final target of
this project and all the model has been designed
around this aim. The rudder has been chosen
since it can be expected to be an aerodynamic
surface that operates for a large portion of its
life with a null loading, a condition where the
effects of freeplay may become more evident.
The basic elements of the rudder control chain
are shown in the block scheme of Figure 1. Here
it is possible to see that two different angular
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Actuator
(brushless motor)

Sensor 1
(encoder)

command chain

Control surface
(rudder)

Nonlinearity

Sensor 2
(encoder)

Figure 1: Control chain.

position sensors are included, one upstream and
one downstream the freeplay, both to investigate
the actual system response and to compute the
error signals to be used by the active control for
LCO suppression. The T-tail unit considered in
this study is the one of the X-DIA, an aeroelas-
tic model representative of a non-conventional
three surfaces regional jet, intensively investi-
gated in the last few years at the Dipartimento
di Ingegneria Aerospaziale, Politecnico di Mi-
lano DIA-POLIMI (see [5, 6, 7]).

2 T-tail Experimental model

The T-tail experimental model has been scaled
in order to keep the same Froude number of the
target aircraft. The elements that compose the
wind tunnel model are shown in Figure 3: the
core is composed by dynamically scaled spars,
which are inserted in a series of sectors made
by styrofoam covered by a carbon fiber skins.
The fin structure is made by an aluminum alloy
beam that is covered by five sectors that are used
to get the right airfoil shape. Table 1 summa-
rize the geometric characteristics of the T-tail.
The tail structure was planned to be tested in
the PoliMI Small Wind Tunnel (PSWT). The
PSWT is a closed circuit low-speed wind tun-
nel, with a rectangular test section of 1.5× 1×
3 m and no heat exchangers installed. The test
chamber is made of square steel tubes and re-
placeable walls, which are sometimes substi-
tuted with glass windows for flow visualiza-
tions, or wooden panels to ease the model in-
stallation. Since the size of the test chamber is
small and the contribution of the horizontal tail
to the freeplay LCO is expected to be low, the

horizontal tail plane considered in the prelimi-
nary design Figure 2(a) has been reduced in or-
der to keep the same dynamic contribution but
neglecting the aerodynamic one. Consequently
the aluminum alloy spars were not covered by
the shape sectors and ballast were added to ob-
tain the correct inertial properties (see Figure
2(b)). This is the usual way adopted when there
is not the possibility to fit the entire model, see
[8, 9]. The span of the horizontal tail was set to
2/3 of the wind tunnel test section width.

(a) Initial T-tail design

(b) Final model rendering

Figure 2: T-tail CAD model.
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(a) Model in the wind tunnel

(b) Half rudder

Figure 3: T-tail aeroelastically scaled wind
tunnel model.

In order to have a variable amplitude
freeplay, the mechanism shown in Figure 4 has
been inserted in the control chain between the
actuator and the rudder. This is composed by a
rigid linkage connected with the rudder and that
ends with a pin that is slipped into a fork con-

nected with the gear of the electric motor that is
used to actuate the movable surface. The con-
necting fork allows to modify the behavior from
no freeplay up to±10◦ by changing the position
of the electric motor with respect to the rudder
hinge axis. The angular position of the motor-
fork assembly is controlled by a PID.

Figure 4: Kinematic chain designed to build a
variable amplitude freeplay system.

The rudder surface has been cutted in the
middle along the span, the portion near the root
has been fixed to the main fin and the tip one
has been left moveable, as shown in Figure 3(b).
This design has been chosen because increases
the unsteady participation of the rudder to the
whole model.

2.1 Measurement, Data Acquisition and
Control

The rotation of the rudder is measured by an in-
cremental encoder which connected to the rud-
der hinge axis at the fin root. A second encoder
is used to measure the rotation of the motor-
fork assembly. Three uniaxial accelerometers
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Table 1: T-Tail Specifications.

Characteristic Notation Units Fin

Airfoil NACA 0015
Span b m 0.405
Area S m2 0.212
Root Chord Cr m 0.593
Tip Chord Ce m 0.452
Mean Aerodynamic Chord cma m 0.526
Aspect Ratio λ 0.774
Sweep Angle Λ deg 36.75
Taper r 0.762
Rudder Root Chord Crt m 0.165
Rudder Tip Chord Cet m 0.125

have been placed at the center, at the leading and
trailing edge of the fin tip. A triaxial accelerom-
eter has been placed at the tip of the reduced
horizontal tail plane. All data acquisition and
system control has been implemented by using
the RealTime Application Interface, an open-
source real time operating system developed at
Politecnico di Milano.

3 Numerical model

SS2

SS1

Fork
+

Motor

T-tail

+
-

Freeplay

δM

δR
δR

δM

Kt

Cc

Cc

.i

Figure 5: Nonlinear simulator: Sub-systems
block scheme.

Rudder Displacement, 

To
rq

ue

2 

0.0

0.0

fr

Figure 6: Nonlinear simulator: Freeplay fork-
contact torque curve.

The nonlinear system has been modeled as
two connected dynamics linear sub-systems, i.e.
the T-tail and the fork-motor assembly. The
T-tail sub-system state space matrices are built
using the structural Finite Element model and
the aerodynamic Doublet Lattice Model, both
developed in MSC.NASTRAN. The frequency
domain data are transformed into a finite state
space realization by using the algorithm pre-
sented in [7].
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The aeroelastic system is described in Eq. 1:

Msq̈ + Csq̇ + Ksq = qfa + fm (1)

where Ms, Cs and Ks are respectively the mass,
damping and stiffness structural matrices and
fa is the vector of Generalized unsteady Aero-
dynamic Forces (GAFs), and fm represents the
effect of the second subsystem on the rudder
structure

fm =

{
0
Cc

}
. (2)

The vector of state variables of the structural
system is composed by

q =

{
qm
δR

}
, (3)

where qm are the modal degrees of freedom
and δSS1 the rudder rotation angle. Usually the
GAFs are computed in the reduced frequency k
domanin by using the classical DLM, i.e.

fa = Ham(k,M∞)q. (4)

The model of Eq. 4 can be fitted into a state
space system by using the classical Roger’s ex-
pansion [10]

Ham(p) ' D0 + D1p+ D2p
2 +

∑N
i=1

p
p−βiEi, (5)

where p = sc
2V

is the non dimensional Lapalce
variable. This expression can be easily trans-
formed into a classical state space time domain
system

(
c

2V
)ẋa = Aaxa + Baq

fa = Caxa + D0q + (
c

2V
)D1q̇ + (

c

2V
)2D2q̈.

(6)

The electro-mechanical part of the second
sub-system in represented by Eq. 7,

L
di

dt
= −Ri−Keω + v

(Jm + Jf )
dω

dt
+Bω = Kti− Cc

(7)

where i is the current, v is the voltage and ω
is the angular velocity of the motor axis; L and
R are the motor’s inductance and resistance and
Ke is the rotor speed constant; Jm and Jf are
respectively the inertia moments of the motor
and the connected fork; B represent the effect
of friction, and Kt is the motor torque con-
stant. The dynamics of motor electronics has
been neglected because is too fast compared to
the aeroelastic one. A PID system is used to
control the motor current in order to obtain the
required rudder position.

When the pin is on the boundary of the fork,
the two sub-systems are connected and the stiff-
ness of the movable surface is controlled by the
electric motor. Instead, when the pin is not on
limit sides of the fork, and travels freely into the
gap, the two sub-systems act as independent dy-
namical models.

The modeling of this switch system is mana-
ged by using a penalty function approach [11],
that computes a force exchanged between the
two sub-systems as described in Eq. 8:

{
Cc = 0 if |δM − δR| ≤ δfr

Cc = Kδ((δM − δfr)− δR) +Kδ̇(δ̇M − δ̇R) if |δM − δR| > δfr.
(8)

This approach causes a switch that represent
a discrete change in the connection stiffness, as
shown schematically in Figure 6.

The gains Kδ and Kδ̇ have been chosen, in
agreement with [12], to minimize both the pene-
tration as well the rebound between the two sub-
systems.1

The simulations have been performed using
Simulink with Dormand-Prince method. It is
crucial for the system to be integrated by an
algorithm that is able to compute exactly the
switching point. The importance of locating this
switching point was addressed in Ref. [13].

1See Par. 4.2 for a sensibility analysis about these gains.
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4 Preliminary Test

4.1 Finit Element Model update

A preliminary test on the flutter model has
been used to identify the natural frequencies.
A network of accelerometers has been placed
on the tail and an experimental modal analysis
has been perofrmed by using a classical impact
hammer technique. The difference between nu-
merical and experimental first and second bend-
ing mode has been minimized by tuning the
stiffness properties of the main spar. Figure 7
show the cross MAC matrix between numerical
and experimental model, while Table 2 summa-
rizes the final frequencies and mode shapes.
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model.
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Figure 8: Mode shapes.

4.2 Sensitivity of the Numeric model

To verify the strength of the numerical model,
a sensitivity analysis has been made around the
Kδ parameter, and the freeplay gap, as shown in
Figure 9.
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Figure 9: Sensitivity analysis.

5 Results

The studied configuration has a freeplay am-
plitude of ±1◦. The initial angle of attack of
the model is zero. The T-tail is placed in the
freestream such that the control surface is rest-
ing in the middle of the freeplay region. Tran-
sients are allowed to decay, and the rudder ro-
tation angle and the accelerometers signal are
recorded. Then, the freestream speed is slowly
increased to a new value and the process is re-
peated.
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Table 2: T-Tail Frequencies and Mode shapes.

Numerical model Experimental model

Mode Shape Frequency Mode Shape Frequency
[Hz] [Hz]

1 - 1st Fin Torsion Mode 9.36 1 - 1st Fin Torsion Mode 9.37
2 - 1st Fin Bending Mode 11.63 2 - 1st Fin Bending Mode 11.61
- - 3 - 1st Ballast Dummy Mode 12.42
3 - 1st Tailplane Bending Mode 13.07 4 - 1st Tailplane Bending Mode 13.08
4 - 1st Tailplane In-Plane Mode 18.18 5 - 1st Tailplane In-Plane Mode 18.17
5 - 2nd Fin Bending Mode 23.22 6 - 2nd Fin Bending Mode 19.90
- - 7 - 2nd Ballast Dummy Mode 28.64
- - 8 - 3rd Ballast Dummy Mode 30.94
- - 9 - 4rd Ballast Dummy Mode 36.39
6 - 1st Fin In-Plane Mode 36.80 - -
7 - 1st Tailplane Torsion Mode 38.45 10 - 1st Tailplane Torsion Mode 38.42

5.1 Numerical simulation

Figure 10 shows the numeric model of the T-tail
with the half rudder configuration. The numer-
ical model excitation is generated by an impul-
sive rotation of the rudder; the freestream speed
explored ranges form 10 m/s to 120 m/s, with
an increasing step of 5 m/s that is reduced to 1
m/s near the switching point. The zero position
of the fork is kept by the PID controller.
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Figure 10: Numeric model of T-Tail with half
rudder configuration.

The numerical V -g flutter diagrams, com-
puted without the nonlinearity, are shown in
Figure 11. The first (11.63 Hz) and the sec-
ond (23.22 Hz) fin bending modes cross the zero
damping line respectively at 47 m/s and 78 m/s.

The numeric model results, obtained by a di-
rect time marching integration of the nonlinear
model, show two LCO regions (see Figure 13).
The first region is the consequence of the flutter
of the first bending mode, while the second is
a combination of the first and the second mode
flutters.
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Figure 11: V-g V-f diagram for T-tail.
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Figure 12 shows the time histories for the
low and hight frequency LCOs. Note that all the
time series printed in this section are for an arbi-
trary 1s time window considered when all tran-
sient are damped out and only the LCO regimes
are evident. The main frequency that dominate
in each region is shown in Figure 15 and, as
expected, is related to the associated structural
mode. The flap motion is similar in the two
LCOs, there is only an increase in amplitude,
as shown in the phase diagrams of Figure 14.

0 0.2 0.4 0.6 0.8 1
−2

−1

0

1

2
δ rudder

Time s

δ
  d

e
g

0 0.2 0.4 0.6 0.8 1
−400

−200

0

200

400
δ̇ rudder

Time s

 δ
d
e
g s

˙

(a) low frequency LCO 50 m/s

0 0.2 0.4 0.6 0.8 1
−2

−1

0

1

2
δ rudder

Time s

δ
 

d
e

g

0 0.2 0.4 0.6 0.8 1
−400

−200

0

200

400
δ̇ rudder

Time s

δ
d
e
g

s

˙

(b) high frequency LCO 80 m/s

Figure 12: Time history of rudder rotation
angle and velocity.

The frequency analysis, see Figure 15,
shows the typical path of an odd nonlinearity
with all the odd multiple of the basic frequency
that are clearly visible in the response. The
FFT of the high frequency LCO reveals that

both bending modes are participating into the
response, even thought the dominant mode is
the second bending mode.
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Figure 13: LCO Velocity vs δ (deg).
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CEAS 2011 The International Conference of the European Aerospace Societies
8

634



Experimental and numerical investigation of freeplay on a T-tail

0 20 40 60 80 100
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

Frequency Hz

A
m

p
li
tu

d
e

(a) low frequency LCO 50 m/s

0 20 40 60 80 100
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

Frequency Hz

A
m

p
li
tu

d
e

(b) high frequency LCO 80 m/s

Figure 15: LCO signals FFT, ±1◦.

5.2 Experimental Results

A similar approach has been used experimen-
tally, however, in this case, the maximum
freestream speed has been 50 m/s in relation
to the maximum PSWT speed. Two runs have
been performed, increasing and decreasing the
wind tunnel speed by a speed step of 1 m/s, re-
spectively. The experimental model does not re-
quire any external excitation because of the in-
trinsic small imperfections are able to switch-on
the LCO. After a preliminary validation of the
motor PID controller, the fork has been fixed
at the zero position. The range of velocity ex-
plored shows only the low frequency LCO; the
compared rudder angular position between nu-
merical and experimental model are shown in
Figure 16.
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Figure 16: Rudder LCO, ±1◦ time series
comparison.

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−200

−150

−100

−50

0

50

100

150

200

δ

δ̇

 

 
experimental
numerical

Figure 17: LCO phase portraits, ±1◦, 50 m/s
comparison.

CEAS 2011 The International Conference of the European Aerospace Societies
9

635



S. Fichera, G. Quaranta and S. Ricci

0 20 40 60 80 100
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

Frequency Hz

A
m

p
li
tu

d
e

 

 
experimental
numerical

Figure 18: LCO signals FFT, ±1◦, 50 m/s
comparison.
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Figure 19: LCO Velocity vs δ deg, ±1◦ com-
parison.

In agree with the numerical results, also the
LCO signals FFT shows the characteristic path
of an odd nonlinearity (see Figure 18); the basic
frequency of the first banding mode is clearly
visible and the odd multiple too. Figure 19
shows the relation between LCO amplitude and
the freestram speed; otherwise the numerical
model, where the LCO starting and the stopping
velocity is the same, in the experimental one,
the LCO starting point occur at 45 m/s and the
stopping velocity is 43 m/s. This difference is
more evident for the second test case, shown in
Figure 22. It can be shown analytically that the
response of the nonlinear systems scale with the
size of the freepaly region. To test this assump-
tion, the±2◦ configuration has been studied too.
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Figure 20: Rudder LCO, ±2◦ time series com-
parison.
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In Figure 20 and 21 the time series and the
phase portraits at 50 m/s compared are shown.
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Figure 21: LCO phase portraits, ±2◦, 50 m/s
comparison.
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Figure 22: LCO Velocity vs δ deg, ±2◦ com-
parison.

6 Conclusions

This paper has presented an experimental-
numerical comparison for a T-tail in presence
of freeplay nonlinearities in the rudder. An ap-
propriate kinematical chain has been developed
in order to obtain a mechanism that allows for a
variable freeplay amplitude.

The comparison of responses for both ex-
periments and corresponding numerical simula-
tions has been shown and the numerical model
has been validated by an experimental one.

It should be noted that the works presented
here serve as verification and foundation for the
next stage of this project, which is focused on
the effects of structural nonlinearities on a flut-
ter control system. This is why a control system
has been added to the model to allow for pre-
scribed movement of the rudder.
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Abstract

Aircraft-Pilot Couplings, namely the adverse in-

teraction of the pilot with the aeromechanics of

aircraft, represent a dangerous problem. The de-

tection of an aircraft’s proneness to this type of

phenomenon is usually difficult prior to flight

testing. Their occurrence in rotorcraft, called

Rotorcraft-Pilot Couplings, has received less at-

tention until recent years. This work applies ro-

bust stability analysis techniques, mutuated from

robust control theory, to develop a simple and

versatile technique that allows to investigate the

boundaries of the pilot’s transfer function that

guarantee the stability of the coupled system re-

gardless of the complexity of the vehicle model.

The proposed method is applied to the analysis of

a detailed model of a medium weight helicopter,

and the results are discussed.

1 Introduction

Adverse interactions between pilot and aircraft
include a wide class of phenomena identified
since the very early days of aeronautics [1]. A
recent review of the literature on the subject has
been proposed in [2].

The investigation of Rotorcraft-Pilot Cou-
plings (RPC) requires the capability to model
aeroservoelastic phenomena as well as the dy-
namic behavior of the pilot. In detail, aeroser-

voelastic RPCs, often indicated as Pilot Assisted
Oscillations (PAO), may occur in the frequency
band between 2 and 8 Hz [3], and thus require
to model the biodynamics of the pilot [4]. In
the frequency range above 2 Hz the pilot may
be modeled as a set of mechanical impedances
between the motion of the seat and the result-
ing actuation of the control inceptors, since no
voluntary action can be envisaged. Experimen-
tal results obtained so far have shown how pi-
lot arms’ response to vibrations is characterized
by an high level of variability [4, 5]. As a con-
sequence, it should be considered as an highly
uncertain element in the dynamic modeling of
this kind of problems.

The objective of this work is to exploit the
robust control framework for the analysis of ro-
torcraft aeroservoelastic stability in presence of
uncertain elements [6], where the biodynamic
response of the pilot is considered uncertain.
It is worth noticing that the 2–8 Hz frequency
range contains characterizes the most signifi-
cant rotorcraft dynamics, from flight mechan-
ics to rigid-blade modes (see Figure 1). As a
consequence, detailed aeroservoelastic models of
the rotorcraft are necessary, and they need to
cover all aspects of aeromechanics, like main and
tail rotor aeroelasticity, structural dynamics, hy-
draulic control system, drive train and flight
control system dynamics.

The paper presents results of RPC proneness
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Figure 1: Typical rotorcraft frequencies.

analysis obtained using the robust stability anal-
ysis paradigm. The capability and the effective-
ness of the proposed approach for the design of
rotorcraft is considered, highlighting pros and
cons of the different criteria used to compute
the stability margins.

2 Robust Stability Margin Computation

Robust analysis allows to consider the effect of
uncertainties on stability and performances of
the system under investigation. More generally,
using the definition given by Friedland [7], the
degree of robustness can be defined as the level
of immunity to uncertainty or changes of the
plant. In the last thirty years, under the gen-
eral framework of robust analysis, a plethora
of methods have been investigated, especially
in the automatic control community, that con-
verged into the most renowned theories of H

∞

and µ [8]. Many authors applied these tech-
niques to the aeroelastic stability of fixed wing
aircraft in presence of uncertainty, for exam-
ple [9, 10].

Parametric uncertainty description is usually
considered. All system characteristics are as-
sumed to depend on a set D of unknown but
bounded parameters collected in a vector p, of-
ten normalized for convenience, so that

D = {p : p = p0 + δp, |δp|
∞

≤ 1}, (1)

where p0 corresponds to the nominal aircraft
model without uncertainty. Physical insight and
engineering judgment usually allow to estimate
adequate boundaries of the parameters [9]. Con-
solidated numerical approaches for robust anal-
ysis, like µ-analysis, allow to compute worst case
scenarios based on the given set D.

Analyses of this kind are of utmost impor-
tance for control system design. In fact, to avoid
expensive and time-consuming redesign at late
stages of the development process it is always a
good idea to consider from the beginning the un-
avoidable parameter variation of the controlled
plant, and to design a control system capable
of operating correctly by delivering the required
performances in all the admissible aircraft con-
figurations.

CEAS 2011 The International Conference of the European Aerospace Societies

640



Robust aeroservoelastic analysis for the investigation of rotorcraft pilot couplings

G(s)

∆(s)

u
y

ηζ

−

Figure 2: Negative feedback loop between nom-
inal plant and uncertainty operator

However, when attempting to exploit the
same type of tools for the design of the air-
craft, a slightly different point of view could be
more productive. Rather than looking for the
worst case stability boundaries given the set D,
it would be preferable to have a tool capable of
estimating the broadest set D of possible system
parameter changes that can be accepted without
compromising the stability of the system, or pre-
serving a prescribed stability margin. This point
of view will be exploited in the present work.

Classical robust analysis stems from the possi-
bility to recast any uncertain dynamical, finite-
dimensional, linear and time-invariant system

ẋ = Ax+Bu (2a)

y = Cx+Du (2b)

as a feedback loop between the nominal plant
G(s) and the uncertainty, formulated as a com-
plex matrix function ∆(s), as shown in Figure
2. Different approaches can be followed, de-
pending on whether only global H

∞
bounds of

the ∆(s) are known (these are usually termed
unstructured uncertainty cases), or a more de-
tailed knowledge on the structure of ∆(s) and
on scalar or block coefficients bounds is used
(these are usually termed structured uncertainty
cases).

This format can be recovered by using the
Linear Fractional Transformation (LFT) matrix
operations [8, 11], as soon as the uncertainties
appear in rational polynomial form. After par-
titioning the nominal plant G(s) with respect to
the two subsets of input (u, ζ) and output (y,

η) signals (Fig. 2),

{

y

η

}

=

[

G11 G12

G21 G22

]{

u

ζ

}

(3)

the input-output relationship between the sig-
nals y and u can be written as

y(s) =
(

G11 −G12∆ (I+G22∆)−1
G21

)

u(s)

(4)
considering ζ = −∆η. If the nominal system G

is stable, the only potential source of instabil-
ity in Eq. (4) is the term (I+G22∆)−1, so the
stability problem simply requires to evaluate the
stability of the G22-∆ loop, noticing that both
transfer matrices are square, since η, ζ ∈ R

n. In
the following the subscript (·)22 is dropped for
clarity.
As for the classical Single Input Single Output

(SISO), the stability analysis for a generic Mul-
tiple Input Multiple Output (MIMO) feedback
system can be accomplished using the General-
ized Nyquist Criterion (GNC) [12]. The uncer-
tainty operator ∆ can be written as the com-
bination of a nominal value, ∆0 and an uncer-
tainty part δ∆, namely

∆ = ∆0 + δ∆, (5)

such that the loopback plant is

H = G∆. (6)

Considering the multivariable feedback system,
under the assumption that

(i) the open loop transfer matrix G(s) is sta-
ble,

(ii) the nominal system H0 is stable under unit
feedback,

(iii) the number of poles of the perturbed system
in the right half of the complex plane does
not change,

the GNC states that the stability limit of the
system is

det (I+H(s)) = 0, for s = jω. (7)

In other words, to avoid instability the eigenval-
ues of the uncertain system must not intersect
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Figure 3: Nyquist eigenloci: identification of dis-
tance vectors from point (−1 + j0)

the critical point (−1+j0) on the complex plane,
i.e.

λi (H(jω)) 6= −1, ∀ω and i = 1, . . . , n (8)

The meaning of this condition is clearly illus-
trated in a Nyquist plot, as shown in Figure 3.
The uncertainty perturbs the nominal eigenloci
curves λi(jω), that show the evolution of the
eigenvalues of the open loop transfer function as
functions of the frequency ω, by adding a distur-
bance µejθ. The stability margin of the generic
eigenvalue λi(jω) at each specific frequency ω is
described by its distance µie

jθi from the critical
point (−1 + j0).

Conversely, considering a stable plant, the
maximum level of uncertainty that can be ac-
cepted without driving the system to instability
can be evaluated.

The determinant of Eq. (7) is zero if any of the
eigenvalues of the perturbed system is equal to
−1. By parametrizing the uncertain eigenvalues
with

zi = λi(H0(jω)) + µej θ, (9)

the values of µ ∈ ℜ and θ ∈ ℜ that drive the
i-th eigenvalue to instability, µi and θi, can be
computed by setting zi = −1 in Eq. (9),

µi(ω)e
j θi(ω) = − (λi(H0(jω)) + 1) . (10)

So the stability of the system is ensured when-
ever for

θ ≡ θi(ω) = − tan−1

(

ℑ (λi(H0(jω)))

ℜ (λi(H0(jω))) + 1

)

(11)

the condition

µ(ω) < µi(ω) = ‖λi(H0(jω)) + 1‖ (12)

is met. Of course, of all eigenvalues only the one
closest to the point (−1 + j0) in the complex
plane at each frequency, i.e. the one with the
smallest µi, determines the stability margins at
that frequency:

µs(ω) = min
i
µi(ω). (13)

The quantity µs(ω) represents a stability mar-
gin index, because when it goes to zero the per-
turbed system hits the stability boundary.
Other stability margin indexes can be ob-

tained if the following parametrization is used
for the uncertain eigenvalues

zi = λi(H0(jω)) ρe
j φ. (14)

In this way the values of ρ ∈ ℜ and ψ ∈ ℜ that
drive the i-th eigenvalue to instability, ρi and ψi,
can be computed by setting zi = −1 in Eq. (14),

ρi(ω)e
j φi(ω) = −

1

λi(H0(jω))
. (15)

Also in this case the stability of the system is
ensured whenever for

φ ≡ φi(ω) = − arg

(

1

λi(H0(jω))

)

(16)

the condition

ρ(ω) < ρi(ω) =

∥

∥

∥

∥

1

λi(H0(jω))

∥

∥

∥

∥

(17)

is met. Of course, of all eigenvalues only the
one closest to the point (−1 + j0) in the com-
plex plane at each frequency, i.e. the one with ρi
closest to 1, determines the stability margins at
that frequency:

ρs(ω) = min
i

|ρi(ω)− 1|. (18)

In this case ρs is closely related to the the clas-
sical gain margin defined for SISO systems [7].
However, this margin is frequency dependent
since the role of the loop gain is taken by a quan-
tity that is frequency dependent, i.e. the uncer-
tainty ∆(s). However, at the frequency ω where
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φρs(ω) = −180 deg, the quantity |ρs(ω) − 1|
is exactly the gain margin. Similarly, φρs(ω)
is related to the phase margin [7], since it ex-
presses the phase lag required to drive the sys-
tem unstable. In detail, for the value of ω where
|ρs(ω)−1| = 0, 180+φρs(ω) is exactly the phase
margin.

This information is very useful as it quantifies
how the perturbation is prone to driving the sys-
tem unstable, thus intrinsically accounting for
the sensitivity of the stability margin of the sys-
tem on the uncertain parameters. It should be
more useful to designers than the bare knowl-
edge of the entire eigenspectrum of the time re-
alization of the plant model of Eq. (3), since the
latter may contain modes with small damping
but whose dependence on the uncertain param-
eters is negligible, and thus are not critical with
respect to stability, while the damping of other
modes, nominally higher than that of the previ-
ous ones, could show a significant sensitivity on
the uncertain parameters. To obtain a similar
amount of information from the eigenspectrum
of the problem, for the generic i-th eigensolution
of the original problem of Eq. (2), augmented by
an eigenvector normalization equation,

(λiI−A)Xi = 0 (19a)

1

2
X∗

iXi = 1, (19b)

where (·)∗ indicates the complex conjugate
transpose, one should evaluate the sensitivity
with respect to the uncertain parameter pj,

(λiI−A)Xi/pj +Xiλi/pj = A/pjXi (20a)

X∗

iXi/pj = 0 (20b)

and then, using a continuation algorithm, deter-
mine what value of the parameter perturbation
results in a null or purely imaginary value of λi.

In order to maximize the information gained,
the Generalized Stability Margins (GSM) µs and
θµs , or the corresponding ρs and ψµs , can be
translated into bounds of the physical quantities
that are included in the structured uncertainty
operator ∆(s). This can be easily obtained by
considering that imposing that the eigenvalues
of the perturbed system be zi = −1 for all i

corresponds to the condition

H0(jω) + δH(jω) = −I. (21)

Remembering the definitions of right (v) and
left (u) eigenvalues, λivi = H0vi, u

T
i λi = uTi H0

with uTi vj = δij , δij = 1 when i = j, 0 other-
wise, Eq. (21) can be multiplied by uTi on the
left and vi on the right, obtaining

λi(ω) + uTi (ω)δH(jω)vi(ω) = −1. (22)

Eqs. (11) and (10) yield

µi(ω)e
jθi(ω) = uTi (ω)δH(jω)vi(ω). (23)

Consequently, the stability of the system is guar-
anteed when the inequality

uTi (ω)G(jω)δ∆(jω)vi(ω) < −1 (24)

holds.
Equation (24) is a complex coefficient inequal-

ity, that results in two constraints between the
parameters p that must be satisfied to have in-
stability at frequency ω. These two inequalities
define, at each frequency ω, a region of the pa-
rameter space of acceptable parameters. The
knowledge of this region can be very helpful for
the designer, especially when dealing with ele-
ments that present a wide range of character-
istics that depend on several factors like envi-
ronmental or operating conditions, wear and so
on.
A significant advantage of this type of analy-

sis is the fact that it is performed in the tra-
ditional, often familiar frequency-domain. In
fact only frequency response data are necessary,
opening the door to complementing numerical
models with experimental data.
During the design process this type of analysis

can be proficiently performed considering only
the uncertainty on the parameters that are the
main focus of that specific design phase. How-
ever, other parameters of the system are usually
uncertain as well; moreover, the actual behavior
of the system may differ from the linear model
used in the analysis by higher-order terms ne-
glected in the analysis. As a consequence, it is
not a good idea to design the system too close to
the stability margin. On the contrary, it may be
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desirable to maintain a minimal distance from
zero for the GSM. In this case it is useful to
draw the lines representing all points in the pa-
rameter space that have an assigned amplitude
of the stability margin µ̃. This can be obtained
by computing the critical direction unit vector
d

d(jω) =
λi(H0(jω)) + 1

|λi(H0(jω)) + 1|
(25)

first, and then imposing that the eigenvalue zi
of the uncertain system discussed in (9) is equal
to zi = −µ̃d. As a consequence a new stability
margin can be defined

µ̂i(ω)e
jθ̂i(ω) = − (λi(H0(jω)) + µ̃d) (26)

yielding new constraints

uTi (ω)G(jω)δ∆(jω)vi(ω) < −µ̃d (27)

for the physical parameters.

3 Multidisciplinary Helicopter Models

for Aeroservoelastic Analysis

The type of analyses described in the previ-
ous paragraph require reliable numerical models.
They must allow to investigate the interaction
among different subsystems like deformable me-
chanical components, servo-hydraulic elements,
unsteady aerodynamic forces, pilot models, con-
trol logic and so on. Instead of developing
yet an entirely new rotorcraft aeroservoelastic
simulation software, a simulation tool called
MASST (Modern Aeroservoelastic State-Space
Tools) [13, 14] has been built on top of a popu-
lar general-purpose mathematical environment.
The tool can perform massive analyses of rel-
atively simple, yet complete modular models
of complex linearized aeroservoelastic systems.
Each separate component of the model consists
of submodels collected from well-known, reliable
and possibly state-of-art sources, rather than de-
rived from first principles equations; they are
blended together in a mathematical analysis en-
vironment. Heterogeneous sub-components can
be imported from different sources, to model:
(1) deformable airframe structural dynamics;

(2) airframe unsteady aerodynamics; (3) ro-
tor aeroelasticity; (4) drive train; (5) servo-
actuators; (6) sensors and filters; (7) Flight Con-
trol System; (8) pilot biomechanics. Items 1–
4 provide the core of basic aeroelastic analysis
capabilities. Items 1–5 provide aeroservoelastic
analysis capabilities. All items provide closed-
loop aeroservoelastic capabilities.

3.1 Model Description

As a test bed for RPC analysis, an aeroservoelas-
tic model of the SA330 Puma has been built in
MASST, using Refs. 15 and 16 as data sources.
The hover condition at sea level has been con-
sidered.
The airframe structural model is character-

ized by 6 rigid body modes (Fore/Aft, Lateral,
Plunge, Roll, Pitch and Yaw). The model is
composed only by the mass, damping and stiff-
ness modal matrices plus the displacements at
few noteworthy points like the center of the main
and tail rotor hubs and the sensors at the pilot
and co-pilot seats.
The main rotor aeroelastic model is derived

using a comprehensive rotorcraft solver, able to
generate the rotor linear matrices considering
different equilibrium configurations. The rotor
aeroelastic models are represented as

A2q̈r +A1q̇r +A0qr = Bgvg + f c. (28)

where qr are global rotor degrees of freedom cho-
sen using the Ritz decomposition, matrices A0,
A1, A2, Bg are Linear Time Invariant (LTI),
computed using coefficient averaging to elimi-
nate any periodicity whenever the rotor is not
in axial flow conditions, and vector f c repre-
sents the forces applied by the servo-actuators
on the rotor to control the blade collective and
cyclic pitch angles. The state vector qr contains
the bending and torsion rotor modes, expressed
in the non-rotating reference frame using the
multiblade transform, plus six rigid body motion
modes used as constraint modes, to connect the
rotor to the corresponding airframe model with
the Craig-Bampton Component Mode Synthesis
(CMS) approach [17].
Collective, cyclic and scissor modes have been

considered for the 4 bladed soft-in-plane main
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rotor. In detail, the rotor has been modeled
considering 3 bending modes, 2 torsion modes,
and the 6 hub/pylon rigid modes. The complete
model is characterized by 26 degrees of freedom.

The main rotor aeroelastic model has been
verified by comparing the blade frequencies
in vacuum and the rotor performances in
hover with analogous results obtained using
the general-purpose multibody solver MBDyn
http://www.mbdyn.org/. Figure 4 shows the
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blade natural collective frequencies compared
with the blade frequencies obtained in MBDyn
(dashed lines). These results correlate well also
with those reported in [15], obtained by various
comprehensive rotorcraft codes. Figure 5 shows
the main rotor polar in hover.

The rotor trim to find the collective pitch
needed to match the rotorcraft weight is ob-
tained using the multibody MBDyn model.

The tail rotor is modeled by a dummy feed-
back loop characterized by a static gain sched-
uled with the flight speed, that represents the
control derivative of the side force generated by
the tail rotor as a function of the tail rotor collec-
tive pitch control. The tail rotor lateral control
derivative Yθ0T (see [16]) is shown in Figure 6,
dimensionalized with the rotorcraft mass, as a
function of the flight speed. In hover, only the
control derivative at V

∞
= 0 is used.

Typical linear servo actuator transfer func-
tions are defined for the three actuators of the
main rotor swashplate and for the single actua-
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tor of the tail rotor. The transfer functions of a
servo actuator describe the displacement of the
servo actuator piston x, as a function of the re-
quested displacement xc, and of the generalized
reaction force applied by the dynamics of the
rotor controls, fc, namely

x = Hx (s)xc +Hf (s) fc. (29)

In general, both the servo-valve and compliance
dynamics are fully represented by transfer func-
tions Hx (s) and Hf (s). In this work, the servo-
valve transfer functions of main and tail rotor
actuators are modeled as second order low-pass
filters

Hx (s) =
1

(1 + sτ1) (1 + sτ2)
(30)

with τ1 = 0.1 [sec] and τ2 = 0.016 [sec], while
only the static contribution of the dynamic com-
pliance, written as a function of the static stiff-
ness, has been taken into account

Hf (s) =
1

Kact

(31)

with Kact = 3 · 107 [N/m] for the main rotor
servo actuators and Kact = 6.6 · 106 [N/m] for
the single actuator of the tail rotor. A gear ra-
tios matrix, called “Servo To Blade”, is used to
convert the actuator displacements into collec-
tive and cyclic commands.

The model includes six sensors for the accel-
erations at the pilot and co-pilot seats in longi-
tudinal, lateral and vertical direction. An addi-
tional dummy sensor is defined to measure the
tail rotor collective pitch generated by the servo
actuator. Its output is used as the input of the
tail rotor controller. An external force is used to
model the lateral force applied at the tail rotor
hub and driven by the tail rotor dummy con-
troller.

4 Robust Stability for Rotorcraft-Pilot

Coupling

The robust stability of the SA300 Puma model
has been analyzed considering the aircraft in
hover and investigating the feedback loop be-
tween the vertical acceleration at the pilot seat

and the collective pitch introduced by the pi-
lot. As a consequence the uncertain operator is
a scalar, and represents the transfer function of
the pilot biodynamics.

The baseline helicopter model contains two
slightly unstable modes, the phugoid mode
around 0.05 Hz and the Dutch roll mode around
0.07 Hz. Since these modes are in a frequency
range where the passive biodynamic response of
the pilot is not effective, they have been elim-
inated from the numerical model during a pre-
liminary model reduction phase. As a result,
only stable modes are present in the model; this
allows to comply with the stable open loop plant
hypothesis.

Additionally, a nominal pilot model has been
considered, consisting of a simple constant gain
∆0 = 0.0077 chosen to ensure the satisfaction
of the stability of the nominal plant for unit
feedback loop. The Nyquist plot of the nomi-
nal plant for the frequency range between 0.0
and 40 Hz is shown in Figure 7.
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Figure 7: Nyquist plot of the SA330 Puma
transfer function between the collective pitch
and the vertical acceleration at pilot’s seat.

This diagram allows to compute the stability
margin index defined in Eq. (12), which is shown
in Figure 8. The limit values of δ∆ at each fre-
quency can be computed using Eq. (24).

Finally the limit values for the pilot biody-
namic frequency response at each ω can be com-
puted as Hpb(jω) = ∆0 + δ∆. The Nyquist
plot of this frequency response is shown in Fig-
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ure 9. This meaningful frequency response func-
tion can be better described by looking at the
amplitude and phase diagrams shown in Fig-
ure 10 as functions of the frequency. It is in-
teresting to note that in the frequency range
that characterizes the pilot’s biodynamics, from
1 Hz on, the limit amplitude is quite flat. This
indicates that in this entire range of frequency
a problem may be encountered. The points of
the limit pilot transfer function that are at zero
phase represent a sort of gain margins. Look-
ing at Figure 10 one can see that there are three
points of this kind. The one with minimal mar-
gin is close to 7.3 Hz, with a limit pilot ampli-
tude of 0.0144. As a consequence, if we consider
a pilot model composed by a simple scalar gain,
i.e. Hp(s) = Gp, any pilot that shows a gain
higher than Gp = 0.0144 will drive the system
towards a PAO instability. This effect is visi-
ble in the Nyquist diagram of Figure 11, where
the Nyquist plots for scalar gain pilot model at
gain values slightly below and slightly above the
limit value. The figure shows how the latter is
unstable.

It is interesting to see that this gain is not
equal to the minimum amplitude of the limit pi-
lot transfer function. In fact, the minimum point
is at 2.53 Hz with an amplitude of 0.0077 (i.e.
half the margin at 7.3 Hz). However, the sys-
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Figure 9: Nyquist plot of the limit frequency
response for the pilot model; the red line rep-
resents the limit frequency response obtained
by imposing a distance of 0.15 from the point
(−1 + j0).
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Figure 10: Amplitude and phase for the limits of
pilot biodynamic models; the red line represents
the limit frequency response obtained by impos-
ing a distance of 0.15 from the point (−1 + j0).
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Figure 11: Nyquist plots of rotorcraft-pilot sys-
tem for scalar gain pilot models. Blue line: pilot
gain Gp = 0.014; Green line: Gp = 0.015.

tem in this case will be unstable only if the pilot
model also introduces a phase delay of about
121 deg. Figure 12 shows how a scalar gain pi-
lot with a gain equal to Gp = 0.0077, leads to a
robustly stable system. However if a delay term
is added, which means that the pilot model be-
comes Hp = Gpe

jψ with ψ corresponding to -121
deg, the Nyquist plot crosses the point (−1+j0).

The results shown in Figure 10 can be even
more useful if a more complex pilot model with
a behavior that changes at each frequency is
considered. Looking only at the amplitude, it
is possible to obtain a sufficient stability con-
dition by stating that if the pilot frequency re-
sponse is at all frequencies below the limit pilot
amplitude, the pilot will not cause an instabil-
ity. On the contrary, if the pilot frequency re-
sponse crosses the limit pilot amplitude curve,
the system may become unstable if the appro-
priate phase lead/lag is introduced.

In order to understand how to use this de-
sign criterion let us consider the pilot transfer
function proposed by Mayo [18]. The so-called
‘Ectomorphic’ (smaller size) model gives the ab-
solute acceleration of the hand that holds the
collective lever with respect to the acceleration
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Figure 12: Nyquist plots of rotorcraft-pilot sys-
tem for simple pilot models. Blue line: pilot
gain Hp = 0.0077; Green line: Hp = 0.0077ejψ ,
ψ corresponding to -121 deg.

of the pilot’s seat:

Hecto(s) =
z̈coll

z̈seat
=

5.19s + 452.3

s2 + 13.70s + 452.3
. (32)

To obtain the relative rotation of the collective
bar this transfer function must be integrated
twice, after subtracting the acceleration of the
seat, and divided by the collective bar length L,
and by the angle θL (in radians) spanned by the
lever to go from η = 0% to η =100%, and multi-
plied by the gain Gc that represent the gear ratio
between the collective lever percentage and the
variation of the blade collective pitch,

Hecto
ηz̈seat =

Gc

s2θLL

(

z̈coll

z̈seat
− 1

)

=
Gc

s2θLL

−s(s+ 8.51)

(s2 + 13.70s + 452.3)
. (33)

However, the presence of a double pure integra-
tor yields a drifting behavior when s→ 0. Con-
sidering that the low frequency behavior would
be characterized by the already presented active
pilot model, which by the way is needed to con-
trol the unstable phugoid and Dutch roll modes,
the function is high-pass filtered by changing the
integrator poles into real ones at a typical value
of pilot crossover frequency ωc = 3.10 radian/s
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for the control task on the vertical axis [19]:

Hθcz̈seat =
−Gc(s

2 + 8.51s)

θLL(s+ ωc)2(s2 + 13.70s + 452.3)
.

(34)
Let us consider a collective bar L = 350 mm
long, that travels for 35 deg, such that θL =
(35/180)π, and a blade collective pitch range of
18 deg, yielding Gc = π/10. Figure 13 shows the
plot of Mayo’s Ectomorphic pilot transfer func-
tions, modified according to Eq. (34) and multi-
plied respectively by 1.6 and by 0.2, compared to
the limit pilot diagram. This represent a range
of uncertain pilot models, where the uncertainty
is related to the gain. In the case of large pilot
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Figure 13: Amplitude and phase for the limits
of pilot biodynamic models with Mayo’s transfer
functions overlapped. Green line: Mayo’s model
with Gc = .2π/10; Magenta line: Gc = 1.6π/10

gain, the pilot transfer function crosses the limit
pilot curve. A conservative design must consider
the possibility to reduce the gain, for instance by
increasing the length of the collective bar, or its
angular range, compatibly with ergonomic con-
siderations.

The Nyquist plot for the rotorcraft model in
series with Mayo’s pilot model at gain Gc =
1.6π/10 is shown in Figure 14. In this case the
system is not unstable but very small stability
margins are shown. A gain increase of 5% desta-
bilizes the system, because a point of Mayo’s pi-
lot frequency response function is coincident in
terms of amplitude and phase with one of the
limit pilot curve. In this case the instability is

at a very low frequency (about 0.6 Hz, close to
the crossover frequency ωc).

Nyquist Diagram

Real Axis
Im

ag
in

ar
y 

A
xi

s
−1.5 −1 −0.5 0 0.5 1 1.5

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Figure 14: Nyquist plots of rotorcraft-pilot sys-
tem for Mayo’s pilot models. Blue line: pilot
gain Gc = 1.6π/10; Green line: Gc = 1.05 ×
1.6π/10.

5 Concluding Remarks

This work presents a novel approach for rotor-
craft design that makes extensive use of robust
control theory to determine parameter bounds
that may help the designer when highly uncer-
tain elements, like pilots’ biodynamic response,
must be taken into account. The work discusses
how limits on pilot models can be inferred from
a rotorcraft model, and how this information
can be useful for design. Further design crite-
ria with different levels of conservativeness can
be considered. Up to now, the information re-
lated to the phase angle of the limit pilot model
have not been significantly exploited. Future re-
search will consider how this additional piece of
information can be exploited to further reduce
the conservativeness of the approach.
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Abstract  

To test different types of noise abating approach 
procedures the Institute of Flight Guidance 
performed flight tests on the 6th September 
2010 with a Boeing 737-700. In total 13 
approaches to the Research Airport in 
Brunswick were flown while the approach area 
of the airport was equipped with six noise 
measurement microphones. Brunswick airport is 
equipped with an experimental ground based 
augmentation system (GBAS) which allows the 
implementation of 48 ILS lookalike precision 
approach procedures with different approach 
angles simultaneously. 

1 Introduction 

One of the major concerns regarding the 
expected growth in air traffic is the increase of 
air pollution and the related climate change as 
well as the increase of noise especially in the 
vicinity of airports. 

Actually there are two large research 
programmes in Europe which address this 
development. On the one hand it is the Joint 
Technology Initiative “Clean Sky” which will 
develop breakthrough technologies related to 
the aircraft itself to reduce environmental 

impact.  On the other hand it is the SESAR 
(Single European Sky ATM Research) 
programme which is the technological and 
operational dimension of the Single European 
Sky (SES). SESAR is trying to make flying 
more environmentally friendly from the air 
traffic management point of view. Both 
programmes look for steep changes in air 
transport with major improvements but also 
with a relatively large time horizon. 

Minor improvements can be reached already 
nowadays by implementing new approach 
procedures that can be flown by many of 
today’s aircraft. 

This paper describes the design of new 
approach procedures for Frankfurt airport which 
were implemented at the research airport 
Brunswick and flight tested with a Boeing 737-
700. The approach procedures consisted of steep 
approaches [6] with approach angles from 4.5° 
over 5° to 5.5° as well as of marginal steeper 
approaches with 3.2° approach angle instead of 
the widely use 3.0° as well as area navigation 
(RNAV) procedures and required navigation 
performance (RNP) procedures. 

In order to fly the different approach angles 
under precision approach conditions the 
experimental ground based augmentation 
system (GBAS), which is in operation at the 
research airport Brunswick since 2009, 
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approaches 

 
 

Dr. Helmut H. Toebben, Vilmar Mollwitz, Dr. Bernd Korn, Prof. Dr. Dirk Kügler 
DLR German Aerospace Center, Institute of Flight Guidance, Lilienthalplatz 7, 38108 

Braunschweig, Germany 

 
Keywords: steep approach, curved approach, noise 

652



Flight testing of noise abating RNP procedures and steep approaches 
 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

delivered the necessary navigation performance. 
 

To guarantee the highest precision all the 
approaches where flown in 0.10-nmi RNP 
mode.  

2 Procedure Design 

The RNAV procedures that have been 
validated in the flight trials have originally been 
developed by the “forum flughafen und region” 
in cooperation with the German Air Navigation 
Service Provider Deutsche Flugsicherung 
GmbH (DFS) for the use at Frankfurt airport 
[8]. The procedures, which can be seen in Fig. 1 
(green lines), are designed to avoid the densely 
populated area of Offenbach, which lies under 
the extended centrelines (blue line) of the two 
main runways of Frankfurt (25L and 25R) at a 
distance of about 14km or 8NM from the 
thresholds. The newly designed procedures will 
lead the aircraft around Offenbach in the south 
and onto the extended centreline at the waypoint 
OBERA. Here, the aircraft intercept the ILS-
Approach at an altitude of 2000ft, about 1650ft 
above the thresholds. As these procedures 
should be evaluated at Braunschweig airport, 
they were transferred to Braunschweig as can be 
seen in Fig. 2 [1][2][3][4][5]. The distance and 
bearing from the threshold of Braunschweig’s 
runway 26 to the different waypoints are exactly 
the same as to the waypoints from Frankfurt’s 
runway 25L. Hence the transferred procedure 
looks exactly the same as the original one, only 
tilted to fit the different runway orientation at 
Braunschweig airport. 

 
Fig. 2 also shows a third procedure in the 

south leading from waypoint VE907 via VE906 
and ENTSD to the runway. This procedure has 
not been designed by DFS but was added by 
DLR to investigate the feasibility of RNP-
approaches, where the aircraft is lead onto the 
extended centerline in a fixed-radius turn. When 
the aircraft intercepts the extended centerline, it 
has a height of just 1000ft above the threshold, 
while already descending on a constant flight 
path angle of 3°. 

 

 
Fig. 1 Straight in (blue line) and RNAV (green lines) 

procedure for runway 25 in Frankfurt (EDDF) 

 
Fig. 2 Straight in (blue line), RNAV (green lines) and 

RNP (red line) procedure for runway 26 in Brunswick 
(EDVE) 

The three procedures can also be seen in 
detail in Fig. 3 and 4. The abovementioned third 
procedure leads from VE906 to the waypoint 
ENTSD, which is the Final Approach Fix 
(FAF), but does not lie on the extended 
centerline. At ENTSD the aircraft will intercept 
at an altitude of 2000ft a glide slope of 3° 
leading constantly to the threshold of runway 
26. Behind ENTSD, the aircraft - now in a 
constant descent of 3° - enters at VE905 a turn 
with a fixed radius of 2.0NM which ends at 
VE904 exactly on the extended centerline. At 
VE904 the height above threshold on the 3° 
glide slope is precisely 1000ft. From there, the 
aircraft continues on the centerline and on the 
constant glide path to the runway, as on any 
ordinary ILS-approach. 
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Fig. 3 RNAV and RNP procedures for Brunswick 
(EDVE) in detail 

 
Fig. 4 Fixed radius turn of RNP procedure for 

Brunswick (EDVE) in detail 

Besides the RNAV and RNP procedures also 
slightly steeper approaches with 3.2 degree 
approach angle on a 15 nm long straight final 
were tested that were also developed by the 
forum flughafen und region in cooperation with 
the German Air Navigation Service Provider 
Deutsche Flugsicherung GmbH (DFS) for the 
use at Frankfurt airport [7]. On top DLR tested 
steppt approaches at 4.5, 5.0 and 5.5 degree on 
straight 15 nm long final 

3 Test 

For the flight test and the noise 
measurements a Boeing 737-700 from Air 
Berlin was chartered performing 13 different 
approaches to the research airport in Brunswick. 
The aircraft was flown by Captain Marc 
Altenscheidt (chief pilot of the 737 fleet) and 
Captain Tim Techt (training captain of the 737 
fleet). The flight trials were conducted in a 
series of two legs.  

Table 1 Test matrix 1st leg 

 Approach 
Transition 

Final Approach Remarks 

BWE – 
BWE 

RNAV 
Approach 

GLS 4.0° GPA Low 
Approach 

BSRVL 
BWE – 
BWE 

RNP 
Approach 
BSHRY 

ILS 3.5° GPA Low 
Approach 

BWE – 
BWE 

RNAV 
Approach 
BSHRY 

GLS 4.0° GPA Low 
Approach 

BWE – 
BWE 

Traffic 
Pattern 26, 
15NM Final 

GLS 3.0° GPA Low 
Approach 

BWE – 
BWE 

Traffic 
Pattern 26, 
15NM Final 

GLS 3.2° GPA Low 
Approach 

BWE – 
BWE 

Traffic 
Pattern 26, 
15NM Final 

GLS 4.5° GPA Low 
Approach 

BWE – 
BWE 

Traffic 
Pattern 26, 
15NM Final 

GLS 5.0° GPA Low 
Approach 

BWE – 
BWE 

Traffic 
Pattern 26, 
15NM Final 

GLS 5.5° GPA Low 
Approach 

Table 2 Test matrix 2nd leg 

 Approach 
Transition 

Final Approach Remarks 

BWE – 
BWE 

Traffic 
Pattern 26, 
15NM Final 

GLS 3.0° GPA Low 
Approach 

BWE – 
BWE 

Traffic 
Pattern 26, 
15NM Final 

GLS 3.2° GPA Low 
Approach 

BWE – 
BWE 

RNAV 
Approach 
BSRVL 

GLS 3.0° GPA Low 
Approach 

BWE – 
BWE 

RNAV 
Approach 
BSHRY 

GLS 3.0° GPA Low 
Approach 

BWE – 
BWE 

RNP 
Approach 
BSHRY 

ILS 3.5° GPA Low 
Approach 

 
The approach area was equipped with a set of 6 
noise measurement microphones. The position 
of the microphones can be seen in Fig. 2. The 
two positions called “13034 straight in” and 
“13034 segmented” are located in a distance of 
13034 meters to the runway threshold and 
correspond to a noise measurement point which 
also exists at Frankfurt airport and is located in 
the city center of Offenbach. The two points 
called “Fahrwerk I” and “Fahrwerk II” are 
located in an area where the gear should be 
down. The measurement point “BSOBR” is 
located at a point where the flaps setting should 
be finalized. At the measurement point 
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“1000 ft” the aircraft should be established on 
final approach especially after following the 
RNP route. 

4 Results 

4.1 Precision 

The precision with which the aircraft follows 
the predefined flight track is a crucial item in 
the Required Navigation Performance concept 
(RNP). As the name implies, RNP requires the 
aircraft to show navigational performance, i.e. 
precision, within a certain value, e.g. 0.3 
nautical miles (NM), which is then called 
RNP0.3. Accordant to the RNP concept, an 
ANP of for instance 0.05 NM means it is 
assured the aircraft is within a radius of 0.05 
NM around the indicated position 95% of flight 
time. The on-board navigation systems of the 
aircraft constantly monitor the Actual 
Navigation Performance (ANP). Whenever the 
ANP is above the RNP, in this example worse 
than 0.3 NM, the procedure for which the 
certain RNP is required has to be aborted. The 
ANP itself is continually calculated on-board by 
the navigational systems depending on data 
availability and general assumptions about drift 
rates as well as data integrity under different 
circumstances. The mentioned assumptions are 
based on experience obtained during the 
certification process of a certain system used for 
navigation in the aircraft or general rules and 
formulae outlined in the certification guidelines. 
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Fig. 5 Actual Navigation Performance (ANP) and 

altitude during 1st leg 
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Fig. 6 Actual Navigation Performance (ANP) and 

altitude during 2nd leg 
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Fig. 7 Actual Navigation Performance (ANP) and 
altitude during approach phase and cruise flight 

 
Fig.s 6 to 8 show the ANP during the flight 

evaluations in Braunschweig. Fig. 6 shows ANP 
during the first leg, containing several approach 
procedures. Fig. 7 shows the ANP during the 
second leg, also containing several approach 
procedures. The simple result derived from 
these Fig.s is that the ANP always remained at 
the value of 0.02 NM. GPS and an inertial 
navigation system were used to achieve this 
value. It has been stated by the flight crew 
involved in the flight evaluations that from their 
experience, the ANP is almost always 0.02 NM 
near the ground and increases only during cruise 
flight at higher altitudes. As evidence for this, 
Fig. 3 shows ANP and altitude during a flight 
that first contained several short approaches, i.e. 
stayed near the ground, thereafter one cruise 
flight at a typical cruise altitude of 27000 ft. 
Here, ANP is only higher than 0.02 NM when 
the aircraft is above 10000 ft and during taxiing 
after completion of the flight. Nevertheless, 
ANP never exceeded 0.031 NM during this 
flight and thus always remained below the RNP 
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of 0.1 NM required for approaches by a fair 
margin.  

 

 
Fig. 8 Position of the microphones (red pinboard 

needles) and GPS Track of the test flights 

4.2 Noise 

The outcome of the noise measurements has to 
be viewed with respect to the fact that the 
measurements were single events. As the 
conditions always vary slightly during such 
trials, especially the wind, one would need a 
much higher number of flights to get a good 
statistic. At least the values can show a 
tendency. 
 
Table 3 and 4 show all measured values. As 
indicator for the noise the A-frequency and S-
time weighted maximum sound level LASmax 

was measured. 
 
The RNAV and RNP procedure reduce the 
noise in the sensitive area of Offenbach by 6 to 
8 decibel (A) compared to a straight in approach 
which is a reduction of 50%. The turn on final 
approach at the end of the RNAV and RNP 
procedure did not show any increase in noise 
compared to a straight in approach. There are 
minor variations between the different 
approaches due to different approach speeds.  
 
The slightly steeper approaches at an angle of 
3.2 degree are a little bit less noisy than the 3.0 
degree approaches. A reduction of 0.4 decibel 
(A) was measured during the first leg. During 
the second lag an increase in noise was 
measured on the 3.2 degree approach. This 

increase results from a higher approach speed 
(50 km/h) due to a slightly stronger tailwind. 
 
Much better reductions of the noise level of 
course were achieved with the much steeper 
approaches at angles of 4.5, 5.0 and 5.5 degree. 
At an angle of 4.5 degree a reduction of 2.1 
decibel (A) was measured compared to a 3.0 
degree approach. At an angle of 5.0 degree the 
reduction was 3.6 decibel (A) and at 5.5 degree 
angle it was as high as 4.6 decibel (A). 

5 Conclusion 

The noise measurement results for the 
segmented RNAV and RNP approaches 
obviously showed a high reduction of the noise 
level for the areas lying in the east of Frankfurt 
airport like Offenbach and Mainz. Therefore 
these routes are in operation by Frankfurt airport 
since 10th February 2011 in the time between 
11.00 pm and 5.00 am. 
 
At approach angles of 3.2 degree the tailwind 
might become a problem sometimes. To reduce 
the speed the aircraft has to put the flaps earlier 
which might lead to a higher noise level than 
sticking to the 3.0 degree approach.  
 
Much steeper approaches of course show a 
much higher reduction in noise level but 
actually can be flown down to landing only by a 
small number of aircraft, primarily turboprops. 
Therefore DLR is going to investigate 
segmented steep approaches in the near future. 
This means the approach will start at high 
approach angles and during the approach the 
approach angle will be reduced to 3.0 degree. 
This would reduce the noise level at least in the 
region with the steep approach angle. 
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Table 3 Noise measurements 1st leg 

 LASmax 
[dB(A)] 

Altitude 
[m] SL 

Speed 
[km/h] 

Flaps [°] Gear 

RNAV RVL GBAS 
4°           

13034 "segmented" 65,8 798 333 5 up 
Fahrwerk I no data     
Fahrwerk II 59,1 733 327 5 up 

BSOBR 71,4 637 310 15 down 
1000 ft 71,3 479 269 15 down 

RNP HRY ILS 3.5°           
BSOBR 58,8 632 302 15 down 
1000 ft 72,5 443 279 15 down 

RNAV HRY GBAS 
4°           

13034 "segmented" 67,1 805 317 10 up 
Fahrwerk I 57 783 315 10 up 
Fahrwerk II 63,3 741 312 10 up 

BSOBR 69,8 678 299 15 down 
1000 ft 73,7 482 253 15 down 

3.0° Fraport            
13034 "straight in" 63 789 327 5 up 
LMP Fahrwerk I 65,4 744 330 5 up 
LMP Fahrwerk II 68,1 689 326 15 down 

BSOBR 72,1 583 307 15 down 
1000 ft 73,3 387 260 15 down 

3.2° Fraport            
13034 "straight in" 62,5 846 331 5 up 

Fahrwerk I 64,1 794 334 5 up 
Fahrwerk II 68 733 337 5 up 

BSOBR 71,6 626 312 15 down 
1000 ft 73,8 417 266 15 down 

GBAS 4.5°           
13034 "straight in" 64,8 1124 264 40 down 

Fahrwerk I 65,4 1049 263 40 down 
Fahrwerk II 64,8 972 260 40 down 

BSOBR 65,5 839 259 40 down 
1000 ft 70,7 536 250 40 down 

GBAS 5.0°           
13034 "straight in" 63,1 1225 276 30 down 

Fahrwerk I 62,2 1194 268 40 down 
Fahrwerk II 65,3 1118 264 40 down 

BSOBR 65,1 923 273 40 down 
1000 ft 68,3 580 261 40 down 

GBAS 5.5°           
13034 "straight in" 62,3 1234 283 30 down 

Fahrwerk I 62 1232 268 40 down 
Fahrwerk II 63,4 1180 259 40 down 

BSOBR 64 1012 254 40 down 
1000 ft 67,4 638 267 40 down 
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Table 4 Noise measurements 2nd leg 

 LASmax 
[dB(A)] 

Altitude 
[m] SL 

Speed 
[km/h] 

Flaps [°] Gear 

3.0° Fraport           
13034 "straight in" 62,5 805 336 5 up 

Fahrwerk I 64,5 758 338 5 up 
Fahrwerk II 68,9 670 332 15 down 

BSOBR 70,9 599 314 15 down 
1000 ft 74,2 400 276 15 down 

3.2° Fraport           
13034 "straight in" 66,9 852 388 5 up 

Fahrwerk I 68,3 804 388 5 up 
Fahrwerk II 69,6 736 389 5 up 

BSOBR 73,8 633 369 15 down 
1000 ft 75,2 420 316 15 down 

RNAV RVL GBAS 
3°           

13034 "segmented" 67,1 791 326 5 up 
Fahrwerk I 57,6 767 324 5 up 
Fahrwerk II 61,2 729 315 5 up 

BSOBR 70,3 660 292 15 down 
1000 ft 74,1 385 286 15 down 

RNAV HRY GBAS 
3°           

13034 "segmented" 69,4 747 336 15 down 
Fahrwerk I 58,3 715 326 15 down 
Fahrwerk II 60,7 648 318 15 down 

BSOBR 70,1 565 302 30 down 
1000 ft 73,6 391 277 30 down 

RNP HRY ILS 3.5°           
BSOBR 57,6 638 327 30 down 
1000 ft 72,2 432 294 30 down 
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Abstract  
The expected future growth in aviation requires 
more efficient and environmentally sustained 
operations. The present paper presents the 
results of a concept evaluation to increase the 
rate of Continuous Descent Approaches. This 
work was carried out within the frame of the EU 
sponsored 6FW project ERAT (Environmentally 
Responsible Air Transport). The project 
facilitates in enhanced climb and descent 
services as defined by SESAR and aims for 
operational improvements for implementation in 
2015. The concept of operation attempts to 
achieve medium to high density CDA operations 
applying time based operations. It is based on 
an advanced arrival management (AMAN) 
system that supports Controlled Time of Arrival 
(CTA) operations. 

1 Introduction 
Continuous efforts are made worldwide to 

achieve a sustainable growth of the air transport 
industry with an acceptable burden to society. 
As such, it is necessary that improvements are 
made, both by introducing more economic and 
silent aircraft, but also by a more efficient and 

environmentally friendly operation of the entire 
air traffic system.  

To reduce the environmental burden to 
communities around airports and to improve the 
economic and environmental efficiency during 
the initial and final phases of flight, many 
countries have already invested in researching 
and introducing improved departure and arrivals 
operations.  

At present, the frequent use of CDAs, flown 
from top-of-descent to final approach, is not yet 
feasible during daytime operations at major 
airports. Such Continuous Descent Approaches 
are currently too unpredictable for existing air 
traffic management systems, which means it is 
difficult for air traffic controllers to merge them 
within the tightly orchestrated arrival flow 
around busy airports. On the other hand, with 
respect to departing traffic, there is also the goal 
to provide for continuous climbing departure 
profiles, as any restriction made to departing 
traffic due to the facilitation of continuous 
descents may easily offset any benefit gained on 
the arrival side. 

Within the EU sponsored FP6 project ERAT 
(Environmentally Responsible Air Transport), 
the project partners teamed up to prepare and 
validate the operational context for enhanced 
climb and descent services as defined in SESAR 
for two major airports. As part of this project, 
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Sweden’s Air Navigation Service provider LFV, 
with the aid of DLR, NLR and the other project 
partners, have developed and validated an 
operational concept, controller tools and 
procedures for the implementation of 
Continuous Descent Approach operations under 
higher traffic conditions.  

Based on previous experiences for operating 
timed (CDA) approaches in other projects, such 
as CASSIS [1], TMA2010+ [2,3,4], SARA, 
OPTIMAL [5], and Sourdine II [6], work was 
continued to further develop and validate a 
suitable operational concept for time based 
continuous descent approaches under medium-
high traffic conditions at Stockholm Arlanda 
airport. The main elements of the concept are 
described in the following section.  

Furthermore, prototypes of essential concept 
elements, such as a suitable integrated controller 
working environment and air traffic 
management tools capable for time based 
arrivals needed to be developed.  

The concept, system support and associated 
operational procedures were evaluated under 
realistic simulated air traffic conditions during 
real-time ATC simulations of Stockholm 
Arlanda airport, as described in section 3. These 
simulations and results are described in the final 
sections. 

2 ERAT Operational Concept for Arlanda 
The concept of time based CDA operations, 

applied to the Stockholm Arlanda airport and 
airspace environment, applies the assignment of 
Controlled Times of Arrival (CTA) to arriving 
aircraft in order to achieve accurate sequencing 
for the final approach. The CTA control point is 
a dedicated waypoint on the arrival route for the 
inbound arriving aircraft.  

Earlier projects already gained considerable 
experience with the application of different 
CTA waypoint locations, e.g. TMA entry, 
around 20-40 NM or on the runway. Based on 
the obtained feedback, it was regarded most 
optimal to use a CTA distance to the runway of 
30NM with the present state of technology.   

An overview of the operational concept for a 
typical flight is indicated in fig. 1. The CTA 
time constraint to be achieved by the inbound 
aircraft is determined by the ground based 
arrival management system (AMAN), which 
determines the landing sequence. For such a 
nominal arrival the sequence of events is the 
following. 

Once within planning range, arriving aircraft 
for Arlanda airport are taken into account in the 
AMAN landing sequence planning. The aircraft 
are issued a standard arrival route (STAR) to the 
landing runway in use. Approximately 30-35 
minutes prior to estimated runway touchdown, 
the AMAN system finalises the planned landing 
sequence. The scope of this concept applied to 
Stockholm Arlanda has been visualised on the 
map in fig. 2.  

Based on the frozen runway arrival time in 
the landing sequence planning, the estimated 
time over the 30NM control waypoint on the 
assigned arrival route can be provided as a 4D 
time constraint for the arriving aircraft.  

The en-route (ACC) ATC controller is 
notified and may then issue this time constraint 
as a CTA clearance to the aircraft. The flight 
crew verifies and reprograms the active flight 
plan in the onboard Flight Management System 
(FMS) with the assigned CTA time.  

Once confirmed by the flight crew, the 
aircraft now will try to achieve passing the CTA 
waypoint with ±30 sec accuracy using guidance 
provided by the 4D capable FMS. In addition, 
the ACC controller will mark the CTA 
controlled flight in the system, indicated by a 
special  symbol with the aircraft flight label 
on the radar screen.  

Taking into account other en-route traffic, the 
ACC controller provides progressive descent 
clearances to allow the continued execution of 
the timed based idle descent. Once approaching 
the TMA boundary, the descending aircraft is 
then transferred to the next approach (APP) 
controller. Further on, once passing the 30NM 
control waypoint with sufficient accuracy, the 
aircraft will continue on the idle optimum 
descent with further time constraints monitored 
by the approach controller and/or final director.  
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coordinate a target take-off time before 
departure.  

3 Concept evaluation 
To evaluate the feasibility and performance 

of the concept on the various operational aspects 
a series of real time simulations were prepared. 
Following extensive preparations and testing, 
ATC simulator evaluations were carried out 
during two weeks in Malmö and Amsterdam in 
2010 with the participation of active controllers 
from Stockholm ATC. For the ATC evaluations, 
the NARSIM ATC simulation platform was 
used configured with en-route and terminal 
airspace around Stockholm Arlanda airport. The 
DLR developed TrafficSim was used to 
generate air traffic able to accurately fly time-
based CDA approaches.  

3.1 Airspace and routes 
The scope of the arrival management process 

was already indicated in fig. 2. In reality this 
scope surpasses multiple ATC en-route sectors, 
in particular to the East with the neighboring 
Finnish airspace. For the assignment of arrival 
time constraints this will normally require 
coordination. However for evaluation of the 
concept this was not regarded essential and not 
taken into account. The simulated en-route 
control sectors were therefore enlarged to 
encompass the entire CTA allocation process.  

A single landing runway configuration was 
simulated at Stockholm Arlanda, resulting in 
using runway 19L for arriving traffic and 19R 
for departures. In addition, for traffic in and out 
of nearby Bromma airport, the runway in use for 
both take-off and landing was runway 12. The 
standard instrument departure (SID) routes were 
used as officially published, although with a 
modification to the initial SID altitude. 

Draft P-RNAV and RNP based standard 
arrival routes to runway 19L were designed for 
the present concept evaluation, since at present 
no published RNAV arrival routes exist for this 
runway. In addition, the special CTA control 
waypoints at 30NM were added to the 
procedure. Fig. 3 provides an overview of the 

final version of the arrival routes. Note that 
either the P-RNAV or RNP based arrival routes 
were used, not simultaneously. 

   

 
Fig. 3 Overview of P-RNAV and RNP arrival 

procedures in the Stockholm Arlanda terminal area  

No alternations were made to the route structure 
outside the Stockholm terminal area for 
accommodating the RNAV STARs. 

3.2 ATC working positions 
The Controller Working Positions for area 

and approach control resembled those currently 
used at Arlanda, however with specific 
adaptations for the concept evaluations. Six 
controller working positions were prepared for 
the following roles: 

• APP West executive controller 
• APP East executive controller 
• APP final director 
• Approach coordinator 
• ACC executive controller sector 3 (W) 
• ACC executive controller sector 1 (E)  
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A number of actual en-route airspace sectors 
were combined to reduce the number of 
controllers required for the simulation. While 
this could result in a higher workload than usual 
for these positions, this was compensated by 
using appropriate traffic samples for these 
sectors. 

Rotation of the participating controllers was 
applied, when applicable, to collect opinions of 
the concept from different participants’ view 
points. It was expected that familiarisation with 
the traffic samples would also be minimised as 
controllers were rotated. 

 

 
Fig. 4 Integrated Controller Working Position 

 
In addition to the “normal” radar screens 

showing traffic for the relevant control sectors, 
an Arrival Sequence window was also available 
to the controllers. This presented the planned 
arrival sequence by means of a “time-line” with 
aircraft labels. In addition, this sequence and 
time information was also available on the radar 
screens in the aircraft label or on mouse-over as 
shown in fig. 4. 

3.3 Experimental factors  
To make a validated comparison between 

conventional and time based operations, the 
following conditions were compared: 

• A baseline, reference condition 
reflecting present day operations 

• Time based CDA concept with P-RNAV 
based arrival routes 

• Time based CDA concept with shorter 
RNP based arrival routes  

The time based CDA operations with CTA 
point at 30NM were supported by enhanced 
AMAN, and conventional speed control and 
vectoring as necessary. 

The following factors were randomised over 
the different validation runs  

• Traffic sample 
• Wind condition 
• Controller seating  

The simulated traffic scenarios consisted of 
both inbound and outbound traffic for Arlanda 
including short flights, flights to/from nearby 
Bromma airport as well as overflying en-route 
traffic. The amount of traffic into Arlanda was 
set for a medium-high landing rate. 

4 Results 
During the two weeks of real time ATC 

simulations in total 27 measured evaluation runs 
were made. The first week of evaluation run 
(RTS1) was carried out at LFV Malmö in June 
2010. A second week of extensive simulations 
(RTS2) was completed in September 2010 at 
NLR in Amsterdam. Feedback and comments 
received during the RTS1 sessions were 
incorporated in the overall simulation setup, 
support tools and traffic samples. In addition, 
the second series also included the evaluation of 
RNP arrival routes, which provided a further 
reduction in track miles compared to the P-
RNAV based STARs which are more 
comparable to present day vectored tracks.  

During and after each run subjective 
assessments, data logging and observations 
were recorded. Following each run direct 
feedback and comments were given by the 
participating controllers and pilots.  

4.1 CDA arrival profiles flown 
A direct indication of the feasibility of the 

developed concept is the number of successfully 
completed CDA approaches during the different 
experimental conditions. 
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Fig. 5 comparing CDA success rate between baseline 

and time based concept 

Fig. 5 provides an overview of successfully 
completed CDA’s from top-of-descent to 
landing observed during the first week of 
evaluation sessions (RTS1). Clearly visible is 
the fact that the time based CDA concept 
(green) shows a marked improvement compared 
to the baseline situation, where already good 
score is achieved by the controllers using 
conventional operations (yellow).  
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Fig. 6 comparing CDA success rate between baseline 

and ERAT time based concept (comparable runs) 

 
Continuous climbs
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Fig. 7 Amount of continuous climb departures  

Focusing within the overall results on true 
comparable runs with identical initial conditions 
in traffic and weather, the figures 6 and 7 show 
a clear increase in the amount of CDA’s without 
significantly impacting the efficiency of aircraft 
departures. 

4.2 Workload and Situation Awareness 
While the definite increase in the amount of 

completed CDA profiles could be noted, the 
delegation of 4D trajectory control to arriving 
aircraft to achieve the target time did not appear 
to negatively affect the workload of the 
controllers. During the simulations, through a 
pop-up menu on a separate touch screen, 
controllers were asked every few minutes to 
give a self assessment of their current workload. 
Averaged results are indicated in figure 8 for the 
approach controllers. The comparison does not 
show significant differences with the baseline 
situation. Similar results were also obtained 
from the en-route controllers.  
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Fig. 8 Instantaneous Self Assessment of Workload 

experienced by APP Controllers 

During the post-run questionnaires the ATC 
controllers were requested to provide feedback 
on the perceived situation awareness (SA), ref. 
[9]. The resulting SA scores are shown in figure 
9, which do not show significant differences 
compared to the baseline situation (yellow). 
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Fig. 9 Average SASHA score for each run (RTS1) 

 
Nevertheless, the en-route controllers 

sometimes noted difficulty to maintain situation 
awareness of flights that received a CTA time 
clearance. It was sometimes difficult to estimate 
the applied FMS speed strategy, in particular in 
relation to surrounding other traffic.   

4.3 Handling of short flights 
Apart from evaluating the feasibility of the 

time based CDA concept, special interest went 
to developing procedures for better handling of 
short flights, with flight times of 25-40 minutes, 
which occur on a regular basis at Arlanda. The 
short flights are often operated by turboprop 
aircraft, which also adds an additional challenge 
in handling within the more homogeneous 
arrival flow of jet traffic. 

Since take-offs will not be performed with 
the same accuracy as is achieved for CTA time 
constraints when already in flight, planning the 
final landing sequence around such a short flight 
required special coordination. The flights were 
sequenced in advance using preliminary arrival 
slots and target take-off times.  

Although sequencing uncertainty remained 
until initial climb, the flexibility of the operation 
proved to be sufficient to deal with short flights 
and turboprop behaviour. 

4.4 RNP based arrivals 
Given the promising results obtained during 

RTS1 when operating on P-RNAV STARs that 
proved to be well compatible with vectoring, a 
step ahead was made to evaluate shorter RNP 
based STARs during the second evaluation in 

RTS2. While the P-RNAV STARs mixed very 
well with vectoring when necessary, these also 
required relatively long 10NM final approach. 
Use of RNP based STARs with a shorter 5NM 
final approach should bring additional 
efficiency due to reduced overall track miles to 
fly. 

Results with the (limited) amount of runs 
with RNP approaches showed that the number 
of successful CDAs was lower compared to the 
more standard P-RNAV based CDA routes 
using the ERAT concept. Analysis showed that 
aircraft were vectored more often, in particular 
at lower altitudes. In hindsight, the amount of 
dedicated training of the RNP runs should have 
been more and a definite learning curve was 
visible during the trials. It is expected that better 
results are possible with further RNP STAR and 
SID route refinements as well as more 
operational experience of both pilots and 
controllers. Nevertheless, based on simulation 
results it was expected that a landing throughput 
of up to 30 per hour should be feasible when 
using RNP STARS, slightly lower compared to 
the regular P-RNAV STARs. 

5 Concluding remarks 
Results clearly indicated that the developed 

time based CDA concept with the CTA point at 
30NM is well feasible with the offered medium 
traffic density of around 32 landings per hour 
with higher temporary peaks. About 20% more 
CDA’s were flown using the P-RNAV arrivals 
with the time based concept compared to 
conventional operating procedures during the 
experiment baseline conditions.  

In addition, the operation with RNP arrivals 
appears to yield additional efficiency in terms of 
fuel consumption. Given the limited amount of 
familiarisation, results are promising and the 
concept with shorter RNP routes is considered 
feasible in medium traffic density 

The experiences gained with the real-time 
ATC simulations have considerably supported 
the validation of the time based CDA concept at 
Stockholm Arlanda and improved the concept 
as well as supporting technology. The 
knowledge and experience obtained will be 
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applicable to other airports to profit from time-
based CDAs in daily practice. 
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Abstract  

The optimization of airport operations is 

recognized as a challenge that aims at finding 

the best trade-off solution in order to maximize 

the airport capacity and minimize both pollution 

and noise. 

In a previous study we presented the processing, 

by Dijkstra algorithm, of airport data in order 

to find the shortest path between two assigned 

waypoints. 

However this approach did not provide the best 

solution in terms of computational time, that 

become of major importance in a decision 

making process such as airport operation 

optimization. 

In this paper a new approach to the optimum 

path search is undertaken through the meta-

heuristic Particle Swarm Optimization (PSO). 

PSO simulates the behaviors of bird flocking. 

Each single solution is a "bird" in the search 

space and it is called "particle". The best 

solution is reached by following the bird which 

is nearest to the objective.  

 

 

1 General introduction 

Along the whole mission of aircraft, airport 

operations strongly affect the pollution and 

noise produced, impacting on the environment 

and people living near airports. Airport area, 

and more generally the Terminal Aerodrome 

Zone, is the bottleneck of Air Traffic System.  

In the last few years Air Traffic Management 

(ATM) system aim to manage congestion and 

capacity constraints at major European airports 

relating to sustainable development: this will 

lead to a greater emphasis on the environmental 

performance of the European ATM system. The 

overall capacity of the European ATM system is 

to a significant extent determined by the 

capacity of its airports and en-route sectors.  

An increasingly significant constraint on 

European airport development and operation is 

the environmental issue, leading to the 

emergence of the concept of environmental 

capacity.  

In this context a trade off solution that aims 

to maximize airport capacity and to minimize 

pollution and noise is a big issue. ATM is 

considered to organize data on airport surface 

operations, the management of all airport 

vehicle activities on or near runways, including 

the movement of aircraft, baggage vans, fuel 

trucks, catering vehicles, security personnel, and 
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any other ground traffic. Furthermore, the 

effectiveness of the airport surface traffic 

control is mainly reflected on the runway, 

taxiway and gate levels.  

The complexity of the Air Traffic 

Management decision making processes could 

be mitigated by the adoption of optimal system-

wide control strategies to manage airport 

congestion. In this paper we propose an 

approach to the optimization of the taxi process 

in the context of airport operation.  

The taxi process can be defined as the 

surface movements of the aircraft between the 

runways and the parking positions and the 

optimization we propose aims to find the best 

possible way to go from a waypoint to another. 

Essentially the question is to find the shortest 

way to go from an initial waypoint, that 

corresponds to two spatial coordinates on a 2D 

map, to a final one, respecting some constraints 

and by choosing the best way in order to 

optimize an assigned cost function.  

This is commonly known as the Shortest Path 

(SP) problem.  

In a previous work we proposed the same 

issue and we offer the solution by means of the 

Dijkstra algorithm [1]. 

The airport operations model we proposed is 

mainly composed of: 

1) data collection; 

2) processing; 

3) visual module.  

In this paper we mainly focused on the 

processing module. 

SP problem involves finding the shortest path 

between two pairs of vertices in a graph. A 

graph G=(V,E) comprises a set V of N vertices 

and a set E of edges connecting vertices in V.  

A graph can be represented as an adjacency 

matrix A in which each element (x,y) represents 

the edge between element x and y.  There is a 

cost Cx,y associated to each couple of elements 

(x,y). The total cost to go from a starting vertex 

to a final one, by visiting a certain number of 

vertices in the graph, has to be minimized while 

choosing the best sequence of visited vertices.  

 

 
Fig. 1 An example of graph: 6 connected vertex and 

assigned cost functions, in brackets. 

 

To solve this optimization problem modeling 

and simulation are the most powerful tools: 

different approaches have been proposed for the 

SP routing problem based on classical 

combinatorial optimization problem [2, 3]. 

SP problem has widespread applications in 

the field of communication networks, routing 

transportation systems and path planning and 

they usually find solutions by means of the 

Bellman’s dynamic programming algorithm, the 

Bellman–Ford algorithm for networks [4] and 

the Dijkstra algorithm.  

According to Dijkstra approach, as proposed 

in [1], all the main ground waypoints are 

collected in a list Wp = (1,2,..,N) . To each 

waypoint i∈Wp is associated its position, in 

terms of Latitude and Longitude. In a square 

matrix A relationships between the couple of 

way points that are connected and those that are 

not linked each other are displayed. In order to 

assign a weight to the path between the couple 

of waypoints i, j, distances between them are 

calculated and a square symmetric matrix C is 

created. The two matrices A and C, the starting 

point s∈Wp and the end point e∈Wp are the 

inputs for Dijkstra algorithm. It gives as outputs 

the shortest path SP = (s,....,e) and its cost 

E(SP). 

As major shortcoming this algorithm search 

only for the shortest route, but it cannot 

determine any other similar/non-similar short 

routes and it exhibits high computational 

complexity for real-time communications. 
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To overcome the problem of computational 

efficiency many different approaches have been 

proposed, among them the most prominent 

seems to be neural networks (NNs) [5–7] and 

evolutionary algorithms, such as Genetic 

Algorithms (GA) and Tabu Search (TS) meta-

heuristics [8–12]. 

However, these approaches involve a large 

number of iterations: in this paper we proposed 

a different approach to solve the SP problem by 

means of Particle Swarm Optimization (PSO).  

2 PSO Approach 

Particle Swarm Optimization is a stochastic 

optimization method based on the simulation of 

the social behavior of bird flocks or fish 

schools. It was originally developed by 

Kennedy and Eberhart [13] to efficiently find 

optimal or near-optimal solutions in large search 

spaces. 

The PSO is a Swarm Intelligence method in 

which the population is not manipulated through 

operators inspired by evolutionary procedures as 

in the GA: in PSO, each individual, named 

particle, of the population, called swarm, adjusts 

its trajectory toward its own previous best 

position, and toward the previous best position 

attained by any member of its topological 

neighborhood. In the global variant of PSO, the 

whole swarm is considered as the neighborhood.  

However, PSO shares many similarities with 

evolutionary computation techniques: the 

system is initialized with a population of 

random solutions and searches for optima by 

updating generations. In PSO, the potential 

solutions fly through the problem space by 

following the current optimum particles. 

The PSO algorithm utilizes Swarm 

Intelligence in order to find the best place in the 

search space. The actual position of a particle is 

associated with a particular design vector x. The 

trajectory of the i-th particle at iteration n can be 

described with the position update equations. 

The single generic particle i at time t hold a 

position Xit and a velocity Vit . 

 

  
X i

t+1 = X i
t +Vi

t+1
 (1) 
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2
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b
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i
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where: 

w = inertia weight 

c1, c2  = constant weight factors 

ϕ1, ϕ2 = random factors in the [0,1] interval 

Usually both c1 and c2 are taken to be 2.0, 

yielding good results [13]. 

The values p-best , pib, and g-best, gb, are the 

ones each particle can record and it refers to the 

best position so far reached by the particle and 

to the best position that neighbors reached, 

respectively: pib is a local value whereas gb is a 

global one. At every iteration, each particle is 

updated by following the described two best 

values.  

Basic criteria to reach the objective during 

the optimum search are: the separation, that 

aims to avoid collision with neighbors; the 

cohesion, that aims to head the mean neighbors’ 

position; the alignment, that aims to head the 

bird flock’s position.  

All of particles are characterized by fitness 

values, that are evaluated by the fitness function 

to be optimized, and by velocities which direct 

the flying of the particles. 

A typical procedure for general algorithmic 

flow of PSO can be summarized as shown in 

Fig.2. 

 

 
Fig. 2 Procedure of a standard PSO algorithm. 
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2.1 SPSO (Shortest-path PSO) algorithm 

As previously noticed, algorithms usually 

adopted to solve the SP problem are those used 

for the classical combinatorial optimization 

problem. In this section we describe the new 

approach based on the meta-heuristic PSO by 

means of some adjustment to be applied to the 

SP problem. 

The thorniest problem in applying PSO (and 

GA) to the SP problem is due to the encoding of 

a path in a network graph into a particle in PSO. 

This encoding affects the effectiveness of a 

solution/search process. 

2.1.1 The path encoding 

The procedure we followed is inspired to 

path encoding techniques for solving the SP 

problem using GA.  

The encoding technique follows the indirect 

scheme for chromosome representation 

proposed in [11].  

As first, a priority vector has to be generated 

that guides the choice of the nodes of the graph 

that have to be visited while defining the path. 

 The priority in this vector has to be assigned 

randomly at the first iteration. 

The path is generated by choosing the highest 

priority for each available node connected to the 

source node and leading to the destination node.  

Starting from the graph structure of the 

assigned network, the priority vector assumes 

the form shown in Fig. 3 where the cell position 

correspond to the node in the graph: into the cell 

is assigned the priority related to each node. 

 

1 10 28 8 26 24 

 

1 10 -N 8 26 24 

 

1 10 -N 8 -N 24 

 

Fig. 3 The priority vector for a 6-nodes graph. 

 

This choice of the next-to-be node according 

to the priority in the x vector is repeated until 

the destination node is reached.  

Referring to the graph illustrated in Fig.1, 

let’s suppose to search for the optimal path to go 

from the node 1 to the node 6. 

Once the node 1 is assigned as starting node, 

the choice of the second node is guided by the 

priority in the vector of Fig. 3. The highest 

priority is the value 28, so the node 3 is chosen 

to be the next-to-be in the path. The highest 

priority, no more considering 28, is 26, so the 

node 5 is chosen to be the next-to-be in the path. 

Finally the highest priority in the vector is 24 

and the final node 6 is so reached. 

Thus the complete path {1, 3, 5, 6} is 

obtained. Two warinesses are suggested in order 

to overcome situations when the path does not 

terminate at the destination node, thus leading to 

an invalid path [14]. 

The first consists into assigning a large 

negative priority value, -N as displayed in Fig. 

3, to a node already included in the path so that 

the node is highly unlikely to be selected again.  

The second consists in reducing the 

possibility of building a backward path (hence, 

possible loop formation) by means of the 

introduction of a heuristic operator incorporated 

as follows.  

A node is selected as to be next node in the 

path if its ID is larger than the present node ID 

by a certain specified value: 

 

IDnext node - IDpresent node > -M 
(3) 

 

where M is a positive integer. 

Once the particle has been created by means 

of the encoding strategy, the PSO starts to run 

and it follows the procedure described in the 

scheme of Fig. 2. 

A typical fitness function for a SP problem 

can be the one expressed in Eq. 4 as follows: 

 

  

fi = Cyz

j=1
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−1

 
(4) 
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The fitness function will return a cost value 

for each particle of the swarm, the maximum 

value the fitness will find is relative to the 

shortest path in the research space. 

3 Case Study 

To test the methodology proposed, we 

referred to the real case study of Rome 

Fiumicino airport, here referred as LIRF.  

The airport is described through its gates, 

taxiways and runways.  

This airport can hold all a/c categories, it has 

4 runways, 3 parallel each other and 1 

perpendicular to the others, as shown in Fig.4. 

The traffic in this airport reaches the 

maximum of 1157 ground movements a day. On 

the average, it is about 340.000 ground 

movements a year, 45% due to national air 

traffic and 55% to the international one.  

 

 
 
Fig. 4 The Rome Fiumicino airport: runways are 

highlighted. 

 

In the airport space taxiways, that have to run 

from a starting point to a destination, are 

optimized.  

The network of all the accessible points of the 

airport manoeuvring space is described by 

means of 45 waypoints, as listed in Table 1.  

Each waypoint is characterized by two values 

on a Cartesian plane that correspond to the 

latitude and longitude of the point on a digital 

map, as shown in Fig. 5. 

 

  
Table 1: the list of the significant waypoint on LIRF 
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Fig. 5 The LIRF waypoints on a Cartesian plane 

 

The first step is to generate the priority vector 

that will guide the choice of points at the first 

iteration of the encoding phase. This is a 45 

cells’ vector and it will be updated at each time 

a node will be chosen as next-to-be node. 

In the application here proposed the priority 

vector has been defined taking into account the 

real accessibility between two nodes of the 

graph. 

 A high priority of the node depends on two 

factors: the first is the evaluation of the node 

connection to a large number of other nodes, the 

second is the evaluation that the node could be 

closer or not to a straight line joining the 

starting point to the destination.  

The square matrix A previously described has 

been generated in order to distinguish between 

the couple of way points that are connected and 

those that are not linked each other.  

The generic element A(x,y) represents the 

condition of the segment between the couple of 

way points x,y. 

If the path between x and y is connected by a 

taxiway that can be covered in the direction 

from x to y then the value assigned to A(x,y) is 

1. Otherwise, if the path between x and y is not 

connected by a taxiway or the taxiway cannot 

be covered in the direction from x and y, then 

the value assigned to A(x,y) is 0.  

Fig. 6 shows an extrapolation of the total 

matrix A. 

 

 
Fig. 6 A part of the connection’s matrix A. 

 

The sequential procedure for the path encoding 

described in paragraph 2.1.1 has been applied 

and the priority vector has been created: the 45 

cells priority vector is shown in Fig. 7 as 

follows. It will be automatically updated at each 

iteration. 

 

 

 
Fig. 7 The priority vector, displayed in two lines. 

 

For this application, 45 considered waypoints, 

the heuristic operator M has been set to the 

value 10. 

Once the priority vector is implemented into 

the PSO algorithm, the fitness function calculate 

the cost relative to a first attempt particle: this 

fitness function has been slightly modified to 

best fit the proposed application. 

The matrix A has been synthesize the 

constraints of the real case study of the Rome 

Fiumicino airport. A similar matrix A’ has been 

created in which the 0 values are inverted to a 

large positive value. Then product between the 

matrix A’ and the matrix C of the real costs of 

each node’s connection becomes the argument 

of the fitness function to be maximized. 

The large positive number inserted in the 

matrix A’ means that two nodes are not 

connected, this means that the fitness resulting 

from a path that considers not feasible 

connections assumes a value close to 0.  
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4 Conclusion 

A new meta-heuristic approach is proposed in 

this paper in order to overcome the problems of 

computational efficiency proper of the classical 

combinatorial optimization problem.  

A path encoding has been formulated in order 

to make the path optimization evaluable by 

means of Particle Swarm Optimization.  

A real case study is proposed to test the SP 

problem with a new approach. As first attempt, 

only a comparison between the SPSO solution 

and the solution given by Dijkstra Algorithm 

presented in [1] is covered in this paper. We 

compared two best routes found between a stand 

waypoint, considered as starting point, and the 

waypoint on a joint of the runway, considered as 

arrival point. In particular the considered 

waypoints are the 45
th 

and the 4
th. 

The 

comparison highlights that the sequence of 

visited nodes is the same and that the 

computational times are comparable in the two 

cases. 

Further tests will be undertaken to enhance 

the methodology proposed and to confirm the 

validity of the Shortest-path Particle Swarm 

Optimization (SPSO) solutions. 
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Abstract 

The aviation industry has identified the develop-

ment of bio-derived hydrocarbon fuels as one of 

the major ways it can supply its needs whilst re-

ducing its greenhouse gas emissions significant-

ly. Due to recent advances in research and tech-

nology, aviation biofuels are likely to be availa-

ble for commercial use within the next few 

years. A sufficient biomass resource base and a 

well-performing biomass market are basic pre-

conditions to realize such an ambition. 

A wide range of studies have been conducted in 

the field of biomass potentials. The assessments 

draw completely different conclusions about the 

role of biomass in the global energy supply. For 

this reason, Bauhaus Luftfahrt has developed a 

novel approach to estimate the technical poten-

tial for bioenergy on the basis of spatially expli-

cit data and considering a comprehensive set of 

sustainability criteria. 

This conference paper goes into detail about as-

sumptions and methodologies and presents pre-

liminary results of the analysis. 

1 Introduction 

One cannot disregard the fact that fossil fuels 

are being depleted and the major cause of global 

warming. Especially the transport sector is chal-

lenged and shaped by a high dependency on fos-

sil fuels as high density, liquid energy carriers. 

The advances the aviation industry has made 

in reducing its per passenger energy consump-

tion and its relative CO2 emissions are signifi-

cant: The aerodynamics of aircraft, the perfor-

mance and efficiency of aero engines and the 

operational improvements by airlines, airports 

and the air traffic system, all combined, have 

made air transport more than 70 percent more 

fuel efficient over the past 40 years [1]. 

Nevertheless, the aviation industry is willing 

to achieve further improvements in the way air-

craft are constructed and how they are flown. In 

June 2009, IATA airlines took a landmark deci-

sion to adopt a set of ambitious targets: 1) a cap 

on aviation CO2 emissions from 2020 (“carbon-

neutral growth”); 2) a reduction in aviation CO2 

emissions of 50 percent by 2050 as compared to 

2005 levels [2]. 
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Figure 1. The IATA CO2 emission reduction targets 

(schematic; based on [3]). 

Bioenergy in Aviation: The Question of Land Availability, 

Yields and True Sustainability 

 
 

Florian Riegel and Jutta Steinsdörfer 

Bauhaus Luftfahrt e.V., Lyonel-Feininger-Strasse 28, 80807 Munich, Germany 

 

Keywords: aviation, bioenergy, biofuel yields, land availability, sustainability 

675



Riegel and Steinsdörfer 

 

However, emission mitigation measures such 

as new aircraft designs, new engine advances or 

the development of more efficient aircraft oper-

ations will be insufficient to compensate for the 

forecast growth in air travel (Fig. 1). To fill this 

gap, the aviation industry has recognized the de-

velopment of sustainable “drop-in” fuels as one 

of the major ways it can supply its needs whilst 

reducing its carbon footprint significantly. 

Bio-derived hydrocarbon fuels provide an at-

tractive renewable energy option: spatially well-

distributed, easy to access and carbon neutral at 

first sight. On the other hand, biofuels can cause 

more damage than they prevent when, for exam-

ple, tropical rainforests are cleared for new ener-

gy crop plantations. 

As a result of recent advances in research and 

technology, aviation biofuels are likely to be 

available for commercial use within the next 

few years. A sufficient biomass resource base 

and a well-performing biomass market that can 

guarantee a reliable, sustainable and long-last-

ing biomass supply are essential preconditions 

to realize such an ambition. 

2 State of the Art 

In recent years, a considerable number of stu-

dies have been conducted in the field of biomass 

potentials. The assessments provide detailed and 

well-founded insight into the most important as-

pects and parameters for estimating the bioener-

gy potential. 

In principle, recent studies 

 feature global or, at most, regional cover-

age. Thus, none of the assessments focus-

es on a national scale. 

 solely estimate the geographical potential 

for primary bioenergy; that is the theoret-

ical potential at land available for the pro-

duction of primary biomass, expressed in 

Exajoules (10
18

 Joules) per year (EJ yr
-1

). 

Thus, none of the assessments focuses on 

the technical potential for bioenergy; that 

is the geographical potential minus losses 

due to the conversion of biomass to trans-

portation fuels. 

 derive scenarios for the situation in 2050. 

Thus, none of the assessments focuses on 

the current bioenergy potential. 

Despite these similarities, recent studies draw 

completely different conclusions about the poss-

ible contribution of biomass to the future global 

energy supply: The highest estimate of 1,442 EJ 

yr
-1

 is almost 44 times higher than the lowest es-

timate of 33 EJ yr
-1

 (Fig. 2). 
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Figure 2. Global potentials for primary bioenergy 

in 2050 and the projected world energy demand, 

expressed in EJ yr
-1

. 

 

The main reason for the difference among the 

assessments is that their scope, in respect of bio-

mass categories included, varies as much as me-

thodological and scenario assumptions, primari-

ly about land availability and biomass yields. 

3 Approach 

Bauhaus Luftfahrt – a Munich-based research 

institution dealing with the longer-term future of 

aviation – has developed a novel approach to es-

timate the technical potential for bioenergy on 

the basis of spatially explicit data and consider-

ing a comprehensive set of sustainability criteria 

(Table 1). 

 

Table 1. Sustainability criteria. 

Criterion 

1 Biofuels shall contribute to climate change mitigation by reducing 

greenhouse gas emissions as compared to fossil fuels. 

2 Biomass production shall not violate human rights or labor rights. 

3 Biomass production shall not impair food security. 

4 Biomass production shall avoid negative impacts on biodiversity. 

5 Biomass production shall not result in deforestation. 

6 Biomass production shall not result in soil nutrient depletion. 

7 Biomass production shall not result in fresh water depletion. 
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The bottom-up analysis is conducted on a na-

tional scale and addresses the potential for land-

based biomass. Hence, no aquatic biomass is in-

cluded in the study. Beyond that, the assessment 

restricts itself to dedicated crops on surplus agri-

cultural land; that is land not needed for the pro-

duction of food and feed. 

One could think of further categories of land-

based biomass, for example: 

 dedicated energy crops on degraded, mar-

ginal land; that is land not suitable for the 

production of food and feed. 

 surplus forestry; that is forest growth (na-

tural increment) not required for industri-

al roundwood and fuelwood production. 

 agricultural residues; that is residues (e.g. 

straw and oilcakes) released together with 

crop harvesting and processing. 

 forestry residues; that is residues released 

together with wood harvesting (e.g. bran-

ches) and processing (e.g. sawdust). 

However, none of the categories given above 

shall be considered in the analysis, since 

1) biomass production on degraded, margin-

al land jeopardizes the important function 

of disturbed, degraded soils as a substrate 

for natural vegetation (cf. criterion 6). 

2) surplus forestry piles the pressure on bio-

diversity and involves the risk of extensi-

ve deforestation (cf. criteria 4 and 5). 

3) no less than half of the released crop and 

wood harvest residues have to be left in 

place to maintain soil fertility [6]. The re-

mainder should be withheld to ensure the 

supply of traditional biomass for cooking 

and heating, primarily in least developed 

countries (cf. criteria 6 and 2). 

At this stage, the study focuses on the current 

(i.e. 2007) bioenergy potential. Later on, sensiti-

vity analyses will provide a closer look at global 

bioenergy potentials for the year 2050. 

4 Methods and Preliminary Results 

The assessment applies a three-step methodo-

logy: In the first step, starting from the total area 

of each individual country in the world, surfaces 

not suitable and/or not accessible for agriculture 

(Table 2) are removed to calculate the “net area” 

suitable and accessible for agriculture (4.1). 

In the second step, referring to three different 

food consumption patterns (Table 5), the respec-

tive land requirements for a calorie- and protein-

sufficient diet are taken into account to estimate 

the surplus of agricultural land potentially avail-

able for energy crop cultivation (4.2). 

In the third step, based on an in-depth review 

of international scientific literature, an inventory 

of most relevant first generation and next gener-

ation feedstocks is established to derive technic-

ally feasible yields in biofuel production (4.3). 

Table 2. Relevant geographic information. 

Spatial Phenomenon Category Data Source 

Inland Water Bodies Surfaces occupied by rivers, lakes and reservoirs not suitable Global Land Cover 

Characteristics Database 

Forest Areas Surfaces spanning more than half a hectare with 
trees higher than five meters and a canopy cover 

of more than ten percent 

not accessible 
(cf. criterion 5) 

Global Forest Resources 
Assessment 

Constrained Habitats Surfaces with a LGPt=5 of less than 120 days1 not suitable Average climate data for the 
period from 1961 to 1990 

 Surfaces with a LGP of less than 60 days2 not suitable Average climate data for the 

period from 1961 to 1990 

 Surfaces with slopes greater than 30 percent not suitable Global Digital Elevation Model 

Conservation Zones Surfaces which receive protection because of their 

environmental or similar value 

not accessible 

(cf. criterion 4) 

World Database on 

Protected Areas 

Settlement Areas Surfaces dominated by all non-vegetative, human- 
constructed elements 

not accessible Combination of satellite imagery, 
census information and nighttime 

lights data 

1 LGPt=5 is used to indicate the number of days with daily mean temperature above five degrees Celsius. 
2 LGP is used to indicate the number of days when moisture conditions are conducive to crop growth. 
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4.1 Calculation of Net Areas 

Several ways exist to calculate the “net area” 

suitable and accessible for agriculture: Most stu-

dies rely on methods such as land use allocation 

and land-claim exclusion, ignoring that there are 

many uncertainties related to various factors. By 

contrast, the interpretation of remote sensing da-

ta and the usage of Geographic Information Sys-

tems is often considered too complex, in spite of 

the fact that today, Earth observation and weath-

er satellites provide the highest spatial accuracy. 

A Geographic Information System (GIS) is a 

computer-based tool capable of assembling, sto-

ring, analyzing and displaying georeferenced in-

formation; that is data identified according to its 

location on the globe. GIS datasets contain mul-

tiple themes for a common geographic area. Ev-

ery theme can be managed as an information set 

Table 3. Actual extent of relevant phenomena in km
2
 (upper value) and percent area (lower value), 

measured to calculate the EU-15 net area suitable and accessible for agricultural activity. 
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N
et

 A
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AUT 83,870 1,420 
1.69 

38,720 
46.17 

44,584 
53.16 

24,469 
29.17 

822 
0.98 

216 
0.26 

2,005 
2.39 

307 
0.37 

21,311 
25.41 

BEL 30,530 250 

0.82 

6,747 

22.10 

– 

– 

– 

– 

64 

0.21 

1 

0.00 

3,234 

10.59 

4 

0.01 

20,240 

66.30 

DEU 357,100 8,430 
2.36 

110,760 
31.02 

4,291 
1.20 

3,367 
0.94 

13,553 
3.80 

5,792 
1.62 

24,504 
6.86 

441 
0.12 

205,162 
57.45 

DNK 43,090 660 

1.53 

5,380 

12.49 

– 

– 

– 

– 

2,301 

5.34 

675 

1.57 

791 

1.84 

6 

0.01 

34,639 

80.39 

ESP 505,370 6,260 
1.24 

176,452 
34.92 

75,797 
15.00 

43,369 
8.58 

3,280 
0.65 

1,220 
0.24 

4,424 
0.88 

654 
0.13 

284,400 
56.28 

FIN 338,420 34,330 

10.14 

221,570 

65.47 

30,912 

9.13 

11,051 

3.27 

11,750 

3.47 

10,407 

3.08 

460 

0.14 

– 

– 

60,856 

17.98 

FRA 549,190 1,530 

0.28 

158,100 

28.79 

48,475 

8.83 

31,656 

5.76 

11,531 

2.10 

5,203 

0.95 

12,124 

2.21 

402 

0.07 

354,691 

64.58 

GBR 243,610 1,680 

0.69 

28,594 

11.74 

395 

0.16 

133 

0.05 

– 

– 

– 

– 

8,546 

3.51 

1 

0.00 

204,529 

83.96 

GRC 131,960 3,060 

2.32 

38,124 

28.89 

47,196 

35.77 

19,771 

14.98 

3,023 

2.29 

1,578 

1.20 

1,893 

1.43 

162 

0.12 

60,175 

45.60 

IRL 70,280 1,390 

1.98 

7,126 

10.14 

53 

0.08 

– 

– 

897 

1.28 

236 

0.34 

282 

0.40 

3 

0.00 

60,771 

86.47 

ITA 301,340 7,200 

2.39 

89,150 

29.58 

82,260 

27.30 

54,223 

17.99 

8,091 

2.69 

6,260 

2.08 

13,416 

4.45 

1,102 

0.37 

162,808 

54.03 

LUX 2,590 – 

– 

868 

33.51 

– 

– 

– 

– 

– 

– 

– 

– 

139 

5.37 

– 

– 

1,583 

61.11 

NLD 41,540 7,780 

18.73 

3,650 

8.79 

– 

– 

– 

– 

2,008 

4.83 

775 

1.87 

4,474 

10.77 

32 

0.08 

24,435 

58.82 

PRT 92,090 620 

0.67 

34,446 

37.40 

4,193 

4.55 

3,091 

3.36 

1,405 

1.53 

856 

0.93 

778 

0.84 

8 

0.01 

54,603 

59.29 

SWE 450,300 39,960 

8.87 

282,030 

62.63 

82,002 

18.21 

29,499 

6.55 

41,015 

9.11 

36,963 

8.21 

1,226 

0.27 

6 

0.00 

70,535 

15.66 

EU-15 3,241,280 114,570 

3.53 

1,201,717 

37.08 

420,158 

12.96 

220,629 

6.81 

99,740 

3.08 

70,182 

2.17 

78,296 

2.42 

3,128 

0.10 

1,620,738 

50.00 

3 obtained from http://faostat.fao.org/ (Effective 2007) 
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independent of other themes. Each has its repre-

sentation as a collection of points, lines or poly-

gons (features) or grid cells (rasters). 

Geoprocessing forms an important part of the 

work with a GIS. There is a broad range of pow-

erful spatial modeling tools for 

 splitting global GIS datasets into multiple 

subsets of countries (Extract by Mask). 

 distinguishing relevant from non-relevant 

geographic information (Reclassify). 

 cross-checking spatial properties of a spe-

cific geographic location (Combine). 

 measuring areas accurately on the Earth’s 

surface. 

In view of these apparent advantages, the au-

thors have adopted a GIS-based approach to cal-

culate agricultural land availability on a national 

scale. The goal is to identify and model surfaces 

not suitable and/or not accessible for agriculture 

(Table 2) at the highest available level of detail. 

Hence, the spatial resolution of the selected GIS 

datasets ranges between 15 arcseconds (the area 

a grid cell represents is 0.22 km
2
 at the Equator) 

and five arcminutes (the area a cell represents is 

about 86 km
2
 at the Equator). 

As a matter of course, spatial phenomena are 

rarely discrete, but have the tendency to overlap 

one another. To give an example, a forested area 

may well be part of a conservation zone, etc. To 

ensure that all such surfaces are considered only 

once, the actual extent of each individual pheno-

menon is measured taking account of the imme-

diately afore measured area/s (Table 3). 

 

Table 4. Verification of spatially explicit data 

using the example of Germany. 

  Spatially 

Explicit Data 

Statistical 

Data4 

Inland Water 

Bodies 

in km2 

in percent 

8,430 

2.36 

8,482 

2.38 

Forest Areas in km2 
in percent 

110,760 
31.02 

107,349 
30.06 

Constrained 

Habitats 

in km2 

in percent 

4,291 

1.20 

n/a 

n/a 

Conservation 

Zones 

in km2 

in percent 

13,553 

3.80 

12,716 

3.56 

Settlement 

Areas 

in km2 

in percent 

24,504 

6.86 

24,416 

6.84 

4 obtained from http://www.destatis.de/jetspeed/portal/cms/ 
  (Effective 2007) 

 

Table 3 shows preliminary results on the EU-

15 net area suitable and accessible for agricultu-

ral activity. As can be seen using the example of 

Germany, the high resolution and close-to-reali-

ty strategy of the analysis leads up to results that 

assort well with solid statistical data (Table 4). 

4.2 Estimation of Food Areas 

As may be imagined, not all surfaces suitable 

and accessible for agricultural activity are avail-

able for biomass production as well. In fact, sig-

nificant areas serve as cropland and grassland to 

supply food demand (cf. criterion 3). 

First and foremost, food demand is subject to 

population and the per capita food consumption. 

This is why the study at hand distinguishes three 

different food consumption patterns (Table 5): a 

vegetarian diet with little or no animal protein, a 

moderate diet and finally, an affluent diet with a 

large share of dairy and meat products [12]. 

 

Table 5. Per capita food consumption for three 

different diets, expressed in kcal day
-1

 and 

in grain equivalents in kg day
-1

 [12]. 

  Vegetarian 

Diet 

Moderate 

Diet 

Affluent 

Diet 

Caloric 

Intake 

in kcal day-1 2,412 2,412 2,747 

Plant 

Products 

in kggr eq day-1 1.05 0.90 1.13 

Dairy 
Products 

in kggr eq day-1 0.28 1.23 1.16 

Meat 

Products 

in kggr eq day-1 – 0.22 1.91 

Total in kggr eq day-1 1.33 2.35 4.20 

 

The diets are all sufficient with regard to dai-

ly caloric intake and daily protein requirements, 

but differ strongly with respect to their composi-

tion. To make the diets comparable, they are ex-

pressed in grain equivalents (gr eq); that is mea-

sures for the amount of dry weight in grains util-

ized, directly or indirectly, in food consumption. 

Crops which are not cereals (e.g. fruit and vege-

tables) are translated to grains. Moreover, losses 

when converting grains and grasses to dairy and 

meat products are taken into account [12]. 

To estimate food demand on a national scale, 

the existing nutrition behavior of a country’s po-
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pulation is compared with the food consumption 

patterns described above, and the best fitting di-

et is selected. This allows to reproduce the ac-

tual shares of plant, dairy and meat products in a 

country whilst averting the risk of malnutrition. 

The ratio between food demand (the per capi-

ta food consumption multiplied with the popula-

tion size) and the country-weighted mean of irri-

gated/non-irrigated grain yields gives some indi-

cation of the country-specific land requirements 

for a calorie- and protein-sufficient diet. It is be-

lieved that any surplus of agricultural land could 

be used for energy crop cultivation. 

For a variety of reasons, a country may reach 

a self-sufficiency below 100 percent. In this par-

ticular case, the remaining demand for food pro-

ducts is allocated to a country (or a region) with 

a remaining production potential. 

4.3 Derivation of Yields 

Dedicated energy crops, as defined by recent 

studies, are restricted to woody biomass (i.e. eu-

calyptus, poplar, willow) grown in short rotation 

coppice (SRC). For the study at hand, 26 addi-

tional first generation and next generation feeds-

tocks are taken into account. With this in mind, 

more than 200 journal articles, conference pa-

pers and field reports have been reviewed. 

Generally, first generation feedstocks include 

sugar (e.g. sorghum and sugar cane), starch (e.g. 

cassava and maize) and oilseed crops (e.g. jatro-

pha and oil palm) that can be converted to bioal-

cohols, biodiesel or hydrotreated esters and fatty 

acids (HEFA). In contrast, next generation feed-

stocks comprise perennial herbaceous plant spe-

cies (e.g. miscanthus and switchgrass) and short 

rotation woody crops which can be converted to 

cellulosic ethanol or biomass-to-liquids (BTL). 

The in-depth literature review led to a consis-

tent knowledge database on 

 plant anatomy and plant chemistry. 

 cultivation targets and specific habitat re-

quirements. 

 crop rotation and cultivar selection. 

 fertilization and pest management. 

 energy output and energy efficiency. 

 water consumption and climate impact. 

This Bauhaus Luftfahrt inventory [13] allows 

an exact matching of physiologically well-suited 

energy crops to a given cultivation area. Beyond 

that, it provides adequate information to exclude 

1) feedstocks with a negative (deficit) water 

balance (cf. criterion 7). 

2) feedstocks with life cycle greenhouse gas 

emission savings [14] of less than 35 per-

cent as compared to fossil jet fuel (cf. cri-

terion 1). 
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Figure 3. Average productivities of first and next 

generation feedstocks, expressed in kerosene 

equivalents in l ha
-1

 yr
-1

 (based on [13]). 
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Figure 4. Average greenhouse gas emissions of first 

and next generation feedstocks as compared to fossil 

jet fuel. Life cycle assessments are all consistent with 

respect to system boundaries (based on [13]). 

 

In the end, the expectable biofuel productivi-

ties of the remaining energy crops are decisive 

for the final allocation of one of these feeds-

tocks to the available cultivation area. For this 

purpose, biofuel yields are translated to kero-

sene equivalents (ke eq); that is measures for the 

amount of fossil jet fuel it would take to equal 

the energy content of a certain biofuel. 
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As can be seen from preliminary results (Fig. 

3 and 4), high-yielding energy crops like poplar, 

sudan grass or sugar cane might be able to cont-

ribute significantly to climate change mitigation 

as well, at least on global average. Lower yield-

ing crops (e.g. rapeseed and soybean), however, 

are mostly accompanied by less valuable green-

house gas emission savings. 

The combination of land availability and bio-

fuel yields clearly indicates the technically feas-

ible potential for bioenergy on a national (by ag-

gregation of cultivation areas), a regional/conti-

nental (through aggregation of country profiles) 

and finally, on a global scale (by aggregation of 

continent profiles). 

At the close of the assessment, to ensure that 

biomass production is not only environmentally 

sound, but also socially fair, particular attention 

is payed to the traditions by which authority in a 

country is exercised. The Worldwide Governan-

ce Indicators (WGI) project provides individual 

governance indicators for six dimensions of go-

vernance (e.g. control of corruption and political 

stability). These indicators combine the views of 

a considerable number of enterprise, citizen and 

expert survey respondents [15]. Economies that 

violate applicable law and international conven-

tions (cf. criterion 2) are removed from the ana-

lysis. 

5 Conclusions 

The study at hand estimates the current tech-

nical potential for bioenergy in an unprecedent-

ed depth and quality. Hence, the authors make a 

substantial contribution to the lively discussion 

about the amount of fossil jet fuel that could be 

substituted sustainably by bio-derived fuels. 

Even though other industry sectors have feas-

ible alternative energy solutions currently avail-

able – for example, the power generation indus-

try may look to wind, hydro and solar technolo-

gies; cars and buses may run on hybrid, flexible 

fuel engines or electricity – the aviation industry 

will have to compete for bioenergy and the bio-

mass resource base. This competition will be ta-

ken into account when interpreting and discuss-

ing the final results of the assessment (expected 

mid-year 2012). 
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Abstract  

One aim of research projects for civil aircraft is 

the improvement of sustainability. Major con-

cerns are the reduction of CO2/NOx emissions 

and noise pollution. The introduction of fuel 

cells as an independent energy source can help 

to reduce the environmental impact.   

In order to develop fuel cell systems the model 

library FuelCellCooling in Dymola/Modelica is 

created. The library is especially used to study 

cooling systems for fuel cells. To cool fuel cells 

complex architectures with numerous compo-

nents and different fluids are necessary. The 

library provides quasi-static and dynamic mod-

els to be able to meet different simulation objec-

tives. 

Object-orientated elements of Modelica are 

used to structure the model library. The essen-

tial elements are composition, inheritance and 

polymorphism. The library is extended by free 

available and commercial libraries, for exam-

ple, to model fluid properties or to use general 

defined interfaces. The use of the library is 

demonstrated in this paper by an industry-

related aircraft example.   

1 General Introduction 

The environmental impact of aircraft should 

be reduced as much as possible. Beside the 

influence on global warming, exhaust emissions 

and noise pollution are main topics discussed 

for future developments. A second driver for 

new aircraft generations are improvements of 

efficiency, weight and reliability. Especially on 

the overall aircraft level electrical systems 

pretend to meet these goals.  

At the interface between these two major 

streams the integration of fuel cells is well-

founded. A fuel cell delivers electrical power 

with a high efficiency, almost noiseless and 

without any pollutant emissions. System devel-

opment focuses on polymer electrolyte mem-

brane (PEM) fuel cells. In the fuel cell chemical 

energy from hydrogen and atmospheric oxygen 

is converted into electrical energy. The fuel cell 

electrical output power supplies the electrical 

network on ground and in flight and is therefore 

suitable to replace the gas turbine auxiliary 

power unit [1]. 

As in case of other electrical technologies the 

cooling system for a fuel cell is an additional 

complex attachment with a significant impact 

on weight. For designing, analyzing and assess-

ing cooling technologies a model library in 
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Dymola/Modelica was created and is presented 

in this article. 

2 Polymer Electrolyte Membrane Fuel Cell 

PEM fuel cells are used for many mobile ap-

plications because of their high power density 

and a manageable working temperature of about 

80 °C (High temperature PEM fuel cells up to 

180°C). As Figure 1 shows, the hydrogen is 

added on the anode and transported to the cata-

lyst layer via the gas-diffusion layer (GDL). The 

hydrogen reacts to protons and electrons. The 

protons pass the membrane, the electrons flow 

through an external circuit to the anode and can 

be used as electrical energy. On the cathode side 

the electrons and the protons react with the 

atmospheric oxygen. The reaction product is 

water [2]. 

One cell is only able to generate a maximum 

voltage of about 1.23 V which is not sufficient 

for many applications. To reach a higher output 

voltage several cells are combined to a so called 

fuel cell stack.  
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Fig. 1 Diagram of a PEM fuel cell [3]  

3 Multifunctional Fuel Cell System 

For the application of a fuel cell on-board of 

future aircraft as an independent energy source, 

a multifunctional approach is examined [4]. 

This system enables an optimal integration and 

prevents from weight disadvantages compared 

to conventional auxiliary power system. An 

essential aspect of this system is to use the 

actual exhaust gas. This gas has got a reduced 

oxygen concentration and contains the produced 

water. Thus it is a gas with firefighting proper-

ties.  

The so called multifunctional fuel cell system 

(MFFCS) is able to fulfill the following func-

tions:  

 

• Independent energy supply on ground 

and in flight (especially for air condition-

ing, taxiing, commercial loads) 

• Inert gas supply for fuel tanks  

• Cargo bay fire suppression  

• Emergency power supply 

• Water generation for onboard-use  

 

This system design is able to unify several 

functions, but it also leads to complex architec-

tures with interfaces to several other systems. 

Figure 2 shows a schematic diagram with possi-

ble interfaces to relevant systems concerning 

thermal aspects. 

 

Hydrogen 

Tank

Environmental 

control system

PGW

Inert gas 

system

Bleed air

H2

Fuel cell

DC/DC –

converter

Cargo

 

Fig. 2 Schematic MFFCS cooling system diagram 

The system has to cool one or more fuel 

cells, connected power electronics and the inert 

gas system. Furthermore, a high interaction 

between the MFFCS and the environmental 

control system (ECS) needs to be taken into 

account. Possible heat sinks are ambient air and, 

if available, a liquid hydrogen tank.  
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The system consists of a variety of compo-

nents, fluids and technical solutions, whereas 

some of them have not been used on commer-

cial aircraft yet. For system design and assess-

ment a model-based approach is necessary.  

4 FuelCellCooling Library 

To make the model-based approach possible 

a model library in Dymola/Modelica was cre-

ated. The so called FuelCellCooling library 

should help to meet the following objectives: 

 

• Verifying the design of cooling systems 

for the MFFCS and determining the key 

performance indicators mass, power con-

sumption and aerodynamic drag,  

• simulating and evaluating the thermal be-

havior for the MFFCS for whole flight 

missions and the interaction with 

neighboring systems, 

• determine the dynamic system behavior, 

• support in specific system engineering ac-

tivities like control unit design and inves-

tigations of system behavior under failure 

condition. 

 

As this list shows, the FuelCellCooling li-

brary must contain various models of compo-

nents, fluids and subsystems with different 

modeling approaches. This section presents the 

used modeling language and the library struc-

ture. 

4.1 Dymola/Modelica 

The free available modeling language Mode-

lica is an object-orientated language created for 

simulation of large and complex systems. The 

used Modelica version is Version 3.2 [5], Dy-

mola 7.4 FD01 is the simulation environment .  

A significant advantage of Modelica is the 

possibility of acausal modeling. This allows to 

use component models in flexible ways. The 

differences to a causal model (for example in 

MATLAB/Simulink) can be demonstrated with 

a pipe model for one-dimensional, incompressi-

ble fluid flow. The pipe is discretized with one 

volume. It is assumed that the fluid properties 

(like the fluid density fluidρ ), the loss factor ζ  

and the pipe parameters are constant. Addition-

ally, the momentum balance is reduced to the 

following pressure drop correlation: 

2

2

fluidin

inout

m
pp

ρ

ς

⋅

⋅=−

&

,
 

(1) 

with the input pressure inp , the output pressure 

outp  and the mass flow rate inm&  at the input 

port. Due to the constant fluid properties the 

mass flow rate outm& at the output port can be 

calculated with the mass balance: 

inout mm && +=0 ,
 (2) 

and the dynamic energy balance can be written 

as: 

outoutinin hmhm
dt

dU
&& += .

 (3) 

Here U is the internal energy, inh  and outh  

are the enthalpies at the input and output inter-

faces. With Modelica these equations can sim-

ply be implemented in the original mathematical 

form. In Dymola a system of differential-

algebraic equations (DAE) is created and 

solved. The interfaces with other models are 

realized with connectors.  

The corresponding Simulink block diagram 

is shown in Figure 3. For a uniform flow direc-

tion this does not lead to problems, but a chang-

ing flow direction cannot be simulated with this 

model. It is also not possible to use this model 

with changed inputs and outputs. To determine 

the mass flow rate depending on the input and 

output pressure the model has to be recreated.  
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Fig. 3 Simple pipe model in Simulink 
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Connecting two models in Modelica is 

reached by the use of connectors. They contain 

all physical quantities with transfer across the 

component boundary. Normally, the same con-

nector class is used for the same kind of inter-

face, like mechanical, electrical or fluid flow 

interfaces. This leads to a system modeling 

which is close to the physical system and can be 

presented in a clear way in the Dymola diagram 

layer as shown in Figure 6. 

4.2 Modelica libraries 

A strength of Modelica is the availability of 

free libraries that deliver basic model structures, 

a variety of general used models and correla-

tions for heat transfer and pressure drop. The 

following free available libraries supplement the 

FuelCellCooling library: 

 

• Modelica Standard Library 3.2  

• ExternalMedia Library  

• FluidDissipation  

 

The Modelica Standard Library is developed 

by the Modelica Association and delivers a huge 

number of models and interfaces from various 

engineering domains. Especially the Mode-

lica.Fluid and Modelica.Media [8] packages are 

used by the FuelCellCooling library. The inter-

faces for one dimensional fluid flow in the 

FuelCellCooling library are taken from Mode-

lica.Fluid. This ensures that models from differ-

ent libraries are widely compatible. Addition-

ally, conservation laws and general used models 

like fluid sinks and sources are taken from this 

package. The Modelica.Media package is used 

for fluid modelling. It contains basic fluid mod-

els and elements for defining fluid models by 

the user. 

Due to a limitation of ready-to-use fluid 

models, especially models which are used to 

simulate fluid properties in the two-phase re-

gion, the ExternalMedia [6] library is used.  

More details about fluid modeling are described 

later. FluidDissipation [7] is a library which 

contains correlations for heat transfer and pres-

sure drop. The library is able to interoperate 

with other libraries and the functions are nu-

merically optimized. 

To extend the FuelCellCooling library two 

additional commercial/scientific libraries are 

used: 

 

• TILMedia 

• DENECS  

 

TILMedia is an additional media library, 

which delivers a wide range of fluid models and 

is compatible to the ExternalMedia library. The 

DENECS [9] library is an Airbus/DLR devel-

opment to evaluate ECS architectures at aircraft 

level.  

4.3 Library content 

The FuelCellCooling library is developed to 

evaluate cooling systems for fuel cells. That is 

the reason why the library has to provide mod-

els of proposed components and media. Addi-

tionally, the library contains elements to sim-

plify complex simulations. The library structure 

was designed to meet the users needs and to 

benefit from the object-orientated elements of 

Modelica. This starts with the top-level package 

arrangement. The FuelCellCooling library 

contains the following top-level packages:  

 

 

Fig. 4 FuelCellCooling top-level packages 

The Components package contains all 

relevant models for the cooling system, for 

example fuel cells, pipes and pumps. In the 

Media package fluids and solid properties are 

modeled which aren’t part of the Mode-

lica.Media package, for example special propyl-

ene-glycol water mixtures or aluminum. The 

PressureDrop and HeatTransfer pack-

ages include friction and heat transfer character-

istics for diverse application. They are summa-

rized in extra packages, because they can be 
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used by different  models. For describing air-

craft typical boundary conditions the Mis-

sionControl package contains for example 

electrical load analysis and typical flight mis-

sions. The Utilities package aids the user 

to build up system models, in the Source 

package generic start and endpoints are depos-

ited.  

4.4 Library Structure and Object-

Orientated Elements 

In order to create and to handle the multitude 

of different components, mediums and physical 

correlations a clearly arranged library structure 

has to be established. Modelica enables the uses 

of object-orientated elements. An appropriate 

use of these elements allows the reusability of 

developed programming code and a simplifica-

tion of models. Whereas a too extensive use of 

object-orientated design leads to problems of 

understanding and utilization. [10] proposes 

basic structures for Modelica libraries which are 

adapted to the FuelCellCooling library. The 

essentially used object-orientated elements are: 

 

• Composition: This element is usually 

used to build a system model out of the 

individual component models. The com-

ponent models are part-of the system 

model. This method leads to system 

model structure that is near to the real 

physical system. 

• Inheritance: To get more specialized 

models from a base class inheritance can 

be used. For example, different fuel cell 

models (e.g. liquid and evaporative 

cooled) can reuse programming code they 

have got in common.  

• Polymorphism: With this element it is 

possible to make a class exchangeable. 

For example a given characteristic dia-

gram of a fan can be replaced by other 

ones. This technique is also used for de-

claring medium models in components. 

So a component is not restricted to one 

medium model.  

• Aggregation: In Modelica aggregation is 

realized with the inner/outer concept. 

This allows to reference an element (de-

clared with the prefix outer) to another 

element with the same name (declared 

with the prefix inner) in an enclosing in-

stance hierarchy. Aggregation is not di-

rectly used in the FuelCellCooling li-

brary, but in the Modelica.Fluid package.  

• Multiple inheritance: Also multiple in-

heritance can be realized in Modelica. 

This enables to inherit from more than 

one base class. In the FuelCellCooling li-

brary it is tried to avoid structures with 

multiple inheritance because this can lead 

easily to complex structures. However, 

since it is used in Modelica.Fluid it is also 

part of the FuelCellCooling library. 

4.5 Re-used Elements  

As mentioned above, using object-orientated 

elements makes it possible to set up large librar-

ies, but at the same time it can also easily lead 

to confusing library structures. Therefore, it is 

essential to define which elements are suitable 

to be reused in a library. The following sections 

describe selected models and interfaces which 

are mainly used by different component models.  

4.5.1 Interfaces 

In Modelica the interfaces between models 

are realized with connectors. For one-

dimensional fluid flow the Modelica.Fluid 

package provides the FluidPort connec-

tor. FluidPort defines the passing medium, 

the transferred mass flow rate and the absolute 

pressure. Additionally, the specific enthalpy, the 

fluid mass fraction and an extra property are 

defined. These dimension are defined with the 

prefix stream and so depend on the flow direc-

tion (see [11]).  

Additional used interfaces are the connec-

tor flange_a interface from the Mode-

lica.Mechanics package (defining the torque 

and the rotational angle),  the connector 

Pin from Modelica.Electrical (defining current 

and voltage), heatPort from Mode-

lica.Thermal (defining heat flow and tempera-

ture) and the connectors RealIn-

put/RealOutput. 

686



E. Vredenborg, H. Lüdders, J. Grymlas, F. Thielecke 

Using the connectors from the Modelica 

Standard library facilitates a combination of 

models from different libraries.  

4.5.2 Conservation laws 

An appropriate simulation of thermodynamic 

fluid flow needs a definition of the mass bal-

ance, the energy balance and the momentum 

balance. The Modelica.Fluid package 

defines the balance equation for dynamic and 

steady-state simulation. Additionally, the model 

initialization is treated in these classes.  

It should be noted, that the conservation laws 

are not applied for all models. For incompressi-

ble fluid flow the momentum and the energy 

balance are decoupled from each other and an 

easier modeling structure can be chosen [12].  

4.5.3 Media models 

In almost every component model a media 

model is instantiated. By using polymorphism 

the media models are exchangeable. As it is not 

intended to use every medium in a component, 

the selection of medium models is restricted by 

the constrainedby command. For example, a 

pump model can only chose incompressible and 

table based medium models, a pipe model is 

adaptable to liquid, gaseous and two-phase 

fluids and has therefore no restrictions. 

For more information about the media mod-

els themselves see section 4.7. 

4.5.4 Correlations for pressure drop 

The pressure drop calculation is similar for 

various components. For example, the pressure 

drop in a straight pipe and inside heat exchanger 

tubes can be determined using the same correla-

tion. In addition, there are different calculation 

methods. You can calculate a pressure drop for 

laminar or turbulent flow, with different correla-

tions or simplified with a constant loss factor. 

These aspects aim a use of polymorphism. In 

the PressureDrop package only pressure drop 

correlations are deposit (e. g. a friction factor), 

because a more general use is achieved. The 

pressure drop is calculated in the component 

models. 

The FuelCellCooling library contains pres-

sure drop correlations for pipes, corrugated 

louver fins and tube fins. Other correlations are 

taken from the FluidDissipation library. 

4.5.5 Correlations for heat transfer  

As well as correlations for pressure drop the 

same correlations for heat transfer can be used 

by different models. The library package con-

tains heat transfer correlations for straight pipes, 

corrugated louver fins and tube fins. Here again, 

only dimensionless quantities are provided (e.g. 

the Nusselt number), because a more general 

use is possible. The heat transfer for a specific 

component is calculated in the related model. 

The FluidDissipation library provides additional 

correlations for a wide range of applications. 

4.6 Modeling Components 

To meet the required library objectives dif-

ferent modeling approaches are implemented. 

The library consist of quasi-static models 

(named simple) for a rapid evaluation of cooling 

architectures, dynamic models to determine the 

transient behavior and physical models which 

are able to simulate not nominal behavior. The 

different modeling approaches are presented in 

the following subsections for different exam-

ples. 

4.6.1 SimplePump model 

This model design is used to determine the 

cooling system performance. The models can 

predict the thermodynamic behavior, but do not 

include own dynamic behavior. 

A typical fluid network component is a 

pump. To characterize the pump, the pressure 

increase inout pp − , the mass flow rate m& and 

the power consumption pumpP  are of major 

interest. The SimplePump model is designed to 

determine these parameters. A mass flow rate  

and an output pressure are directly set. The 

necessary pump input power is then determined 

with: 

( )inout

fluidpump

pump pp
m

P −⋅⋅=

ρη

&1
,
 (4) 

whereby pumpη  is the pump efficiency, fluidρ  the 

fluid density and inp  the pump input pressure 

which depends on the pressure losses in the 

cooling network. The model consists of a mini-

mum numbers of equations. One simplification 
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is the assumption of an incompressible fluid 

flow. This decouples the momentum and the 

energy balance. 

4.6.2 DynamicFan model 

To characterize the transient system behavior 

an implementation of conservation laws with a 

time dependency is necessary. For example, the 

mass balance from equation (2) is extended by 

the mass m  variation over time: 

inout mm
dt

dm
&& += .

 (5) 

Also the momentum and energy balance are 

time dependent and coupled. So, compressible 

fluid flows can be simulated correctly. 

 A simplification that remains is the setting 

of the mass flow rate. The fan efficiency is 

determined by the volume flow rate and the 

pressure ratio. Knowledge of the fan speed is 

not necessary.  

4.6.3 PhysicalCompressor model 

A third level of model is implemented in the 

FuelCellCooling library to enable advanced 

simulation capabilities. This includes inter alia 

system behavior under failure conditions or the 

handling of reverse flow. Furthermore care is 

taken that the model structure and interfaces are 

similar to the real component. Instead of a 

prescribed mass flow rate the connector 

flange_a is used as the mechanical interface. 

This connector transfers the flange angle ϕ  and 

torque τ . The use of this mechanical connector 

implies the availability of adequate characteris-

tic diagrams, which have a dependency on the 

rotational speed. 

4.7 Modeling Fluids 

As with the component models different 

modeling approaches are chosen for fluid mod-

els. Modelica.Media delivers models for defin-

ing media computational code and data for 

essential medium models as moist air or water.  

Gaseous fluids are modeled as an ideal gas, 

for moist-air the contained water is added as 

steam. These fluid models are sufficient, since 

no higher pressures (> 10 bar) are reached. They 

are used for the fuel cell hydrogen and air sup-

ply, for example. 

Liquid fluids are implemented as incom-

pressible fluids with a temperature dependency. 

The temperature influence of the density, the 

viscosity and other fluid characteristics are 

stored in tables. Fluid properties for specific 

applications can easily be created. 

For simulating systems with two-phase fluids 

the available models are insufficient and the 

creation of own fluid models is a complex proc-

ess. For this an external media library is expend-

ing the FuelCellCooling library. The Exter-

nalMedia library is providing an interface to the 

software FluidProp [13]. This enables a use of 

existing fluid property code like it is available in 

the software REFPROP [14]. The ExternalMe-

dia is compatible to the Modelica.Media library 

and so to the models of the FuelCellCooling 

library. 

4.8 Component Mass Estimation 

For system assessment the mass is an essen-

tial parameter. Therefore the mass of each com-

ponent has to be determined. The following 

approaches are applied: 

• For components already used in commer-

cial aircraft a regression analysis can be 

applied. In [15] the determination of a 

pump mass pumpm  is based on the maxi-

mum required pump volume rate Q. The  

pump mass is determined with: 

cQam
b

pump +⋅= .
 (6) 

The parameters a, b and c are identified 

with built aircraft components. 

• The mass of geometrically modeled com-

ponents can be directly determined in the 

model. For this, the component volume 

(the material and the contained fluids) are 

multiplied with the corresponding den-

sity. Typical examples are pipe models or 

ε - NTU based heat-exchanger models 

(see [12]). 

• If it is not possible to specify the compo-

nent mass on the model parameters, the 

estimation will be based on technical pre-

dictions. For example, for fuel cell stacks 
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a power density of 2000 W/kg is the U.S. 

Department of Energy technical target for 

automotive applications [16]. 

4.9 Example  

The application of a fuel cell as an independ-

ent energy source is demonstrated by the fol-

lowing example. A fuel cell system is consid-

ered, which consist of two fuel cell stacks. They 

deliver a required output power of 180 kW. 

Figure 6 shows the corresponding Modelica 

model in Dymola. The model includes the fuel 

cell stacks, a DC/DC converter and the cooling 

circuit. To cool the fuel cells and the DC/DC 

converter a propylene-glycol water (PGW) 

mixture is used. The cooling circuit consists of a 

coolant pump, a plate-fin heat exchanger, a fan 

and the piping.  

 

 

Fig. 5 Fuel cell system model in Dymola 

For system assessment a typical short range 

flight mission is investigated. Figure 7 shows 

the flight altitude and the demanded electrical 

output power over mission time. On ground the 

fuel cells are responsible for energy supply and 

so the highest output power is requested. In 

flight the engine-driven generators are active 

and the fuel cells just have to provide inert gas. 

During descent a higher inert gas flow is neces-

sary which leads to higher fuel cell activity.  
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Fig. 6 Flight altitude and requested output power 

The basic cooling requirements for the con-

sidered fuel cells are a limitation of maximum 

temperature to 80max, =FCT °C. The coolant 

temperature difference over one fuel cell should 

not exceed 10max =∆T °C. For determining the 

necessary coolant and cooling air mass flow rate 

a set of PI-controllers are used. They are in-

cluded in the model to adjust the appropriate 

values, but not to represent a control system.  

The cooling system demands are one simula-

tion result (see Figure 7). For a hot day on 

ground (ambient temperature 38=ambT °C) a 

cooling air mass flow rate of 8.5=airm&  kg/s is 

required. The associated fan power and the 

cooling pumps power sums up to 7.5 kW which 

has to be provided by the fuel cells additionally 

to the required output power. Whereas in flight, 

the cooling air flow demand is reduced signifi-

cantly due to lower waste heat and higher tem-

peratures differences to ambient air.  
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Fig. 7 Cooling system performance 
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Beside the cooling system demands the simula-

tion also demonstrates fuel cell system advan-

tages. The fuel cell efficiency and the used 

hydrogen are plotted in Figure 8. The consumed 

hydrogen for the whole flight mission is less 

than 8kg. This can be reached because of a fuel 

cell efficiency higher than 50%.  
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Fig. 8 Hydrogen consumption and fuel cell efficiency 

5 Conclusion  

Fuel cells are a promising technology to re-

duce the environmental impact of civil aircraft. 

The investigated PEM fuel cell converts chemi-

cal energy from hydrogen and atmospheric 

oxygen into electrical energy. To achieve an 

optimized integration a multifunctional ap-

proach is examined and presented in this article. 

This concept is based on the use of the reaction 

product water for onboard use and the oxygen 

reduced exhaust gas as an inert gas with fire-

fighting properties. This leads to an additional 

complex system with interfaces to neighboring 

systems like the environmental control system.  

The presented FuelCellCooling library is 

created for cooling architecture investigations 

and to examine the interdependencies with 

adjacent systems. The library is created in Mod-

elica. Modelica provides free available libraries 

which enhance the FuelCellCooling library. The 

ExternalMedia library enables the simulation of 

various two-phase fluids.  

Due to the numerous models object-

orientated elements of Modelica are used. This 

allows the reuse of programming code, like 

pressure drop correlations or conservation laws.  

This article concludes with a presentation of 

a fuel cell application in a civil aircraft. 
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Abstract  

In this work, an emergency electrical system has 
been designed and analyzed by using low 
temperature fuel cells, Proton Exchange 
Membrane Fuel Cells (PEMFC), batteries and 
ultracapacitors as emergency power system. In 
the complete design of the power plant, the 
power electronics converters for conditioning 
the electrical power are designed in order to 
increase the efficiency and the performance of 
the system. The technical requirement has been 
specified by Bombardier Aerospace (Montreal,) 
where the required power in each phase of 
flight is fixed during an emergency situation.  
This work presents the design of the power 
emergency plant on board. The components and 
the technical requirements of the new system 
and the electronic control designed to assure 
the good performance of the management power 
system are analyzed. 

1 Introduction  

Nowadays, new trends in supply power 
architectures for on-board aircraft applications 
are focused on the integration of various energy 
sources. Indeed, the performance range for 
aerospace applications is pretty wide, going 
from several W up to tens of KW [1][2].  Fuel 
Cells (FC) energy sources have the potential to 
meet these supply power requirements. At this 
point, aeronautic industry is one driver of 
industrialization and early application of FC-
based systems. [3][4][5]  

Considerable efforts have been spent in order 
to optimize battery cells as well as to reduce 
maintenance and increment their lifetime. 
Commercial and military aircraft use a variety 
of techniques for providing backup electrical 
power to critical subsystems during emergency 
situations. Depending on the aircraft, these may 
include dedicated battery power, in-flight 
operation of the Auxiliary Power Unit (APU) 
[6], a Ram Air Turbine (RAT), Air Driven 
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Generators (ADG) or other technologies. 
However, hybrid FC-battery-ultracapacitor 
(UC) energy storage systems are promising 
candidates for stand-alone systems. This kind of 
systems combines the advantages of batteries, 
ultracapacitors (UC) and fuel cells (FC) 
systems. The main idea is to use a fuel cell for 
providing the required nominal power during an 
emergency system and include complementary 
energy storage system involving batteries and 
UC for supplying the needed power in case of 
transient power peaks. Batteries have higher 
specific energy than UC. As a result, they can 
provide extra power for a longer period of time. 
On the other hand, UC generally have higher 
specific power than batteries during a short 
period of time. Moreover, UC are more efficient 
and have a longer lifetime in terms of number of 
charge/discharge cycles. The using of UC 
extend the battery lifetime thanks to their longer 
lifetime in terms of charge and discharge cycles. 
Hence, it is clear that UC can be used more 
often to provide fast and large power transients. 
This UC skill has been largely employed in the 
automotive field. 

This research is focus on the use of PEMFC 
and hydrogen for assuring a safety landing of 
the aircraft when the Ram Air Turbine of a 
generic aircraft of Bombardier is replaced by a 
hybrid system which involves fuel cell, batteries 
and ultracapacitors. The scenario is evaluated 
for studying the viability of replacing the 
current system by a new emergency power 
system based on fuel cells. 

2. Study and description of the power 
requirements 

This work considers an electrical emergency 
condition without main generation system; i.e. 
one engine failure plus an opposite generator 
failure plus no APU. In this scenario, ADG 
supplies power for all AC and DC (through 
Transformer Rectifier Unit, TRU) essential 
loads in order to continue a safe flight and to 
perform a safe emergency landing. This power 
system evaluates the viability of replacing ADG 

and RAT by a new hybrid FC-based system 
considering future demands of More Electrical 
and All Electrical Aircraft.  

2.1. Definition of requirements 

In order to obtain the complete design of the 
emergency power plant, the following 
considerations must be analysed: 
 

• Definition of the power requirements.  
General power demand profile for the 
different phases of flight during an 
emergency situation when all normal 
electrical power has been lost. 
 

• Weight, size, volume and cost of a new 
ADG (Air Driven Generator) system to 
comply with the requirements. 

 
• PEMFC as the power source shall be 

evaluated: 
o Electrical demand for different 

emergency conditions (30, 60, 
90, 180 minutes). 

o Quantity of fuel and oxidant, 
weight of different storage and 
supply system.  

o Improve the system performance 
at altitude.  

o Size and weight of PEMFC. 
o Design of the power electronics 

converters and electronics 
control. 

o Lithium-Ions battery and/or 
ultracapacitors for high electrical 
transient demands.  

o Weight. 
 

• Proposal for complete stand-alone 
system integrating. Weight, volume and 
cost estimated of the proposed system. 

 
 

Military and commercial aircrafts use 
different kind of techniques for providing 
backup electrical power to critical subsystems 
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during emergency situations. Depending on the 
aircraft, these may include dedicated battery 
power, in-flight operation of the auxiliary power 
unit, a ram air turbine (RAT), air driven 
generators (ADG) or other technologies. 
 

Aeronautic industry is one driver of 
industrialization and early application of fuel 
cell systems. Although the performance range 
for aerospace applications is very wide (from 
several W up to tens of KW), fuel cells have the 
potential to meet these requirements [4][5]. For 
this reason, fuel cell technology is used in 
aeronautics fuel cell Projects in the field of 
energy conversion systems on board aircrafts. In 
addition, the use of fuel cells in this kind of 
applications is justified since they are a very 
important alternative power source due to their 
well-known specific advantages such as very 
low toxic emissions, low noise and vibrations, 
modular design, high efficiency (especially with 
partial load), easy installation, compatibility 
with a lot of types of fuels and low maintenance 
cost. 
On the other hand, the fuel cell power converter 
must fulfil the requirements of the fuel cell to 
obtaining high efficiency and a robust 
performance [7][8]. Although power converters 
have been studied for many years, however, fuel 
cells power converters must be designed for 
each application. Fuel cells have a particular 
operation, due mainly to their low output 
voltage with high output current and restrictive 
specification in current ripple [8]. These are the 
reasons why a fuel cell power converter must be 
designed fulfilling each specific technical 
characteristics. 

Hydrogen-powered aircraft are being sought 
to help reduce greenhouse gases from aviation. 
Fuel sources are compressed hydrogen gas and 
cryogenic liquid hydrogen [9]. Both of these 
fuel sources provide pure, contaminant-free 
hydrogen for the PEM cells.  
 

 
Fig. 1 System concept based on fuel cell  

for aeronautical application 
 

For the next aircraft generation the 
pneumatic and hydraulic systems will be 
replaced step-by-step by electrical systems. The 
goal for the future is to find a highly efficient 
primary electric power source. Fuel cell systems 
have the potential to be a highly efficient system 
with a significantly reduction of fuel 
consumption and noise and gaseous emissions. 
In this work, the possibility of the application of 
fuel cell as emergency power supply is 
investigated.  

Fuel cells also have a great advantage over 
battery because they eliminate charging time, 
allow a wide range of speeds, and operate as 
long as fuel is supplied.  

2.2. Electric requirements 

The electric system of the aircraft consists on 
generate, conditioning and distributing the 
power energy [10]. Nowadays is the area with 
higher potential of technology development due 
to mainly the increasing electric power, the 
decreasing of the fuel and of the weight of the 
on-board systems, power electronics with new 
solid state semiconductors, new magnetic 
materials and new technologies. The aircraft 
electric system is composed of generators, 
converters, transformers, DC-links, system 
control units, tests and ground systems, 
protections of the system, illuminating systems, 
heaters... 
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The electric system has specific requirements 
(operative, aero navigation, certification, 
ambient, vibrations, weight, volume, 
maintenance,…). It depends on the kind of the 
platform (military or civil aircraft, UAV, test 
bench). 

The electric generation depends of: 

• The voltage: AC (115/400Hz), AC 
(230/400 Hz), AC (115/WF), DC (28 
VDC), DC (270 VDC),… 

• Electric machine: IDG (CSD), VSCF, 
VFVV, VFCV, RAT, HVDC, S/G, … 

• The function: primary generator, 
essential, emergency, auxiliary, of 
ground,… 

• Platform: number of generators, power, 
refrigeration, reliability, etc,… 

The kind of the electric conversion depends 
of the arquitecture: transformer (115 VAC to 26 
VAC), TRU (115 VAC to 28 VDC), inverters 
(28VDC to 115 VAC), DC/DC converters for 
voltage regulation, new DC/DC converters for 
new technologies, batteries chargers. 

The solid state technology is applied to the 
protection and control loads (SSPCs). It permits 
the controlled switching, the current limitation, 
remote control, reduction of weight and volume, 
the increase of reliability and modular and 
programmable systems. 

The design of a electric device has into 
account the volume of the system, the 
dissipation capacity and the reliability that is 
required. 

In general, the sources are designed 
considering the continuous consume and the 
maximum peak of consume for each phase of 
flight of the aircraft. The loads are defined 
taking criticality and operability into account. 

The future trends are focus on the More 
Electric Aircraft (MEA) to All Electric Aircraft 
(AEA). This mainly consists on: 

• The replacement of traditional 
mechanical and hydraulic systems by 
electrical, electromechanical or electro 
hydraulics systems.  

• High voltage generation (270 VDC, 350 
VAC, 600 VDC) and consequently, the 
reduction of weight and volume with 
fuel saving. 

• New magnetic materials integrated into 
the exe of the motor. 

• Solid state technology for conditioning 
and distributing the power energy. 

2.3. Technical specifications of the 

PEMFC, batteries and ultracapacitors for 

electrical demand profile for different 

emergency conditions  

Once the load profile specifications of the 
aircraft are known, the design of the complete 
power system can be carry out. 
 

The main idea is to use a fuel cell for 
providing the nominal power (12-14 kW aprox.) 
of the emergency system and include 
complementary energy storage system like as 
batteries and ultra capacitors of several kW for 
supplying the needed power in case of transient 
power peaks. In this case, the specifications fix 
20-25 kW power peak. 
It is necessary to develop a precise electronic 
control to ensure the good performance of the 
power management system. 
 
The selected model of fuel cell for this 
application could be: Mark9 SSL of Ballard, 
due to the technical specifications which fulfil 
the power requirements. 
PEMFC provides the nominal power needed by 
the critical system when the total aircraft power 
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is loss. The PEMFC electrical specifications are 
the following: 
 

• Rated power is 14 kW  
• DC voltage (at 300 A): 48 V 
• Maximum current: 300 A 
• Mass (with no coolant): 13 Kg 
• Volume stack core: 228 mm lengh x 760 

mm width x 60 mm height  
 

The rated power of the selected batteries 
depends on the load profile of the aircraft. 
Batteries are used for providing power in 
transient peaks superior than a specified 
quantity. They operate when the critical loads 
need a continuous power, while the 
ultracapacitors only are used in the case of 
noticeable peaks of power in a reduced time 
period. The rating of the batteries of Global 
Express in Amperes hours (Ah) is: one avionics 
battery at 25 Ah to support the avionics load, 
including equipment that requires power direct 
from the battery, during APU starts, and another 
one, APU battery. This is rated at 42 Ah to start 
APU. The current rated power of the battery of 
a A330 aircraft is of 3 kW using a RAT of 25 
kW and a APU of 550 kW (ground).  
 

In this research work, we can select the Li-
Ion 24 V CA244X Series battery which 
provides 44 Ah with a nominal voltage of 26 V. 
This battery uses patented nanophosphate 
technology. It is designed for minimal 
maintenance and presents half the weight of 
NiCd batteries. 
 

For this application, for example: MC 
BMOD Energy Series 16v BOOSTCAP® 
Ultracapacitor Modules can be used. 
 

The cells used in the modules operate at 2.7 
volts, enabling them to store more energy and 
deliver more power per unit volume than any 
other commercially available ultracapacitor. In 
addition, to meeting or exceeding demanding 
industrial application requirements for both 
watt-hours of energy storage and watts of power 

delivery per kilogram, all of these products will 
perform reliably for more than one million 
discharge-recharge cycles. 

 
2.4 Design of the control system 

 
Each component of the system needs to be 

controlled for assuring its suitable performance 
when it is integrated into the complete 
emergency power system. In addition, once 
each individual control is designed and 
implemented, a management control of the 
system, which involves all the components, is 
designed in order to maintain the operation 
conditions in the range of the technical 
requirements and applicable normative.  
 
The power converters will need a system for 
controlling the energy flow that they must 
provide to the receptor system according to its 
needs. 
The data acquisition system will measure the 
main control variables used in the design and 
the study of the system (temperature, voltage, 
current,). 
The control and acquisition system is based on a 
Digital Signal Processor (DSP) [Carrasco, 
1994][Todorovic, 2004]. This device is 
programmed according to the established 
control in the circuit of the converter and to the 
study of its variables. 
The control system is in charge of controlling 
the switching of the state solid power 
semiconductors. This system also protects the 
circuit. DSP is programmed for the protections 
of under/over voltage, short circuit, over 
current, over temperature and other critical 
situations that can damage to the system. 
 
For controlling the system we will have into 
account that there are variables which must be 
always constantly controlled.   
 

In the proposal system, the main electrical 
variables to be controlled are the following:  
 

• The output current of the fuel cell, due to 
the current ripple must be into a 
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established range for avoiding an 
irreversible damage to the fuel cell. 

• The output voltage of the fuel cell. 
• The input/output current and 

input/output voltage of the battery 
charger. 

• The output current and output voltage of 
the ultracapacitors. 

• The output current and output voltage of 
the ultracapacitor DC/DC converter. 

• The voltage and the current in the DC-
link. 

• The input/output voltage and the 
input/output current of the 270 VDC 
DC/DC converter, if the converter was 
necessary. 

• The input/output voltage and the 
input/output current of the 230/400 3 
phase Vac DC/AC converter. 

 
The fuel cell DC/DC converter has as the main 
objective to increase/decrease the output voltage 
of the fuel cell for connecting it to the DC-link 
voltage. If we consider the selected 14 kW 
PEMFC with 48 output voltage (300 A), we will 
decrease this voltage for permitting the 
connection to a 28 VDC bus. However, if we 
increase the DC-link voltage to 42 VDC, we 
will regulate the output voltage with an very 
efficient DC/DC converter. It will be possible to 
design a DC/DC converter for the fuel cell 
which adapts its performance to the output 

voltage of the fuel cell and to the DC-link 
voltage. 
The PWM modulation technique permits the 
on/off state of the switches controlling the 
current flow thought the system increasing the 
voltage of the capacitors. We regulate the 
voltage of the system controlling the current. 
 
The current measurements of the loads and of 
each component permit to carry out the 
management of energy of the complete system, 
deciding when and for how long each sub-
system is providing energy to the emergency 
system.  

3. Proposal for complete stand-alone system 

In case of total loss of primary and auxiliary 
AC power, non-time limited emergency AC 
power shall be provided by a conventional Ram 
Air Turbine. The main objective of the proposed 
topology is replacing the Ram Air Turbine 
(RAT) for a fuel cell power plant which could 
be used as an emergency power source for a 
general aircraft application. The proposal stand-
alone system must fulfil the technical 
requirements explained in section 2.  

 
The simplified scheme of the fuel cell power 
unit is showed in Figure 2: 
 

 

 
 

Fig. 2 Scheme of the fuel cell power unit 
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Where the sub-system into the dashed line is 
showed into detail in the following block 
diagram: 
 

 
Fig. 3 General scheme of the proposed power topology 

Due to the significant number of transient 
power peaks, the charge and the discharge and 
the efficiency of the batteries must be studied. 

The ultracapacitors are used as secondary 
power sources of very fast response to transient 
situations, where the primary power sources 
(like batteries or fuel cells) are too slow. 

3.1. System Integration 

The activities relating to the system 
integration involve to: 
 

• Motor and Drive 
• Fuel Cell Systems: 
 

• Heat exchanger 
• Pumps 

• Compressor 
• Controller 

 
• Li-Ion Battery 
• Ultracapacitors 
• OBIGGS (OBOGSS) 
• Controllers and Electronics 

Power Converters.  
• Power management and 

distribution. 
• Storage, delivery and regulation 

system of hydrogen. 
 

The general scheme of the components 
integration of this work is shown in figure 4: 
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Fig. 4 System integration 
 

A general management control system must 
be implemented in order to control the power 
balance in the complete emergency power 
system. We will consider the power demand 
profile of the critical loads for the different 
phases of flight, during an emergency situation 
when all normal electrical power has been lost. 
Also, motor, controllers, and power electronics 
are considered. The power generation system, 
composed by PEMFC, Li-Ion battery and/or 
ultracapacitors, will be regulated for providing 
satisfactorily the power demand in each 
moment. 
 

Fuel cells provide high efficiency to produce 
electrical power compared to APU operation 
ground (75% fuel saving) and compared to 
main engine generators in cruise (40% fuel 
saving). 

4. Conclusion 

In this work, the design of a complete hybrid 
emergency electrical power system is analysed 
in order to replace conventional emergency 
power system in aircrafts. The current research 
working go towards development of fuel cell, 
high efficiency power converters, new Li-Ion 
batteries, new ultracapacitors, fuel processing, 
desulphurization, OBIGGS system for 

improving the performance at altitude and 
hydrogen generation solutions in order to 
provide more environmentally friendly power 
sources. 

The advanced technology is oriented to 
reach the development of mature, safe and 
reliable fuel cell systems for future aircraft 
application. Fuel cells may dramatically cut 
emissions, noise and fuel use for aircraft. 
However, the weight and volume of hydrogen 
storage systems are presently too high, 
resulting in inadequate aircraft range. Materials 
and components are needed that allow compact, 
lightweight, hydrogen storage systems. Due to 
the current state of the technology, the use of 
fuel cells is only justified as emergency 
electrical power system, auxiliary power unit or 
for propulsion of light aircraft and small 
commuter aircraft.  

The research work carried out is the starting 
point to join the efforts of companies and 
Universities interested for researching and 
developing a PEMFC emergency electrical 
power system as alternative to the conventional 
auxiliary power sources of the aircraft. This 
permits to improve the performance and the 
efficiency of the current emergency power 
system. 

The new trends in More Electric Aircraft or 
All Electric Aircraft give special relevance to 
the design of the electronics power converters 
for assuring the good performance and high 
efficiency of the total system. An efficient 
power management will contribute to the 
increase of the system efficient and the 
increasing of the time of life of the involved 
components in the emergency system, 
including the fuel cell. The future MEA 
airplanes will be ideally suited for fuel cells. 
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Abstract  
The present paper deals with the description of 
a software called ADAS (Aircraft Design and 
Analysis Software) that has been developed at 
DIAS (Dep. of Aerospace Eng.) by the authors 
during the last 5 years.  

The paper gives an overview of all main 
modules and used procedures and approaches 
that have been built and implemented in the 
software. ADAS code has been originally 
intended as an educational tool, but after many 
improvements carried out during the past years, 
can be used as a research tool and it can be of 
some relevance also for some industrial 
applications.  

All the aerodynamic characteristics used for 
stability, control and aircraft performances 
calculations are estimated mainly through semi-
empirical laws integrated with more 
sophisticated approaches like the use of 
aerodynamic tools like Multhopp or Weissinger 
to estimate wing lift spanwise distribution. The 
software is extremely user-friendly and can 
represent a valid teaching tool for aircraft 
design courses. 

1 Introduction 
In the last years many attempt have been 

made in order to develop and deliver to the 
aerospace research and teaching community 
some software or tool that can be used with the 
aim to perform preliminary design of airplanes. 
One of the most known software, developed by 
J. Roskam(one of the main scientist and 
researcher in this field) and his collaborators, is 
the Advanced Aircraft Analysis (AAA) software 
(see http://www.darcorp.com/Software/AAA/), 
that is the industry standard aircraft design, 
stability, and control analysis software. AAA is 
installed in over 55 countries and is used by 
major aeronautical engineering universities, 
aircraft manufacturers, and military 
organizations worldwide. The AAA software is 
based on the well known aircraft design book 
written by Roskam, i.e. [1],[2], [3], that presents 
several semi-empirical methodologies and fast 
approaches for aircraft preliminary sizing and 
aerodynamics analysis, mainly derived and 
copied by USAF Datcom [4]. During the last ten 
years many other software have been written 
and also some very well known books have 
been introduced in the attempt to allow to many 
people, often without the deep and solid 
experience of an old aircraft designer, the 
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possibility to carry out the preliminary design of 
an aircraft, mainly at teaching level, but 
sometimes also with some features typical of 
industrial tools. Among them it is worth to point 
out the book proposed by D. Raymer [5], 
famous aircraft designer, and the software[6] 
“RDS, Integrated Aircraft Design and 
Analysis”(http://www.aircraftdesign.com/rds.sht
ml) that is also widely used in the aerospace 
academics for aircraft design teaching. Another 
interesting effort in this direction has been made 
by Prof. I. Kroo from Stanford University. The 
digital textbook and the associated examples of 
calculations made by several java applets (see 
http://adg.stanford.edu/aa241/AircraftDesign.ht
ml) represents a good example of a very 
effective teaching tool that allow students the 
comprehension of aircraft design theory and the 
possibility to “play” and see the results of 
parametric analysis. The ADW software (see 
http://www.desktop.aero/adw.php) distributed 
by Desktop Aeronautics is an example of 
extremely user-friendly application for aircraft 
design activities, performed at teaching level. 
The ADW program was developed as an 
interactive museum exhibit that allows the user 
to investigate the trade-offs involved in the 
design of a commercial transport aircraft.  
Another software, also developed by I. Kroo 
and Desktop aeronautics is PASS(see 
http://www.desktop.aero/pass.php). The 
software PASS is a conceptual design tool that 
is capable of evaluating all aspects of mission 
performance. Rapid analyses are coupled with 
optimization tools to quickly achieve realistic 
aircraft designs. Configuration design is not 
limited to meeting a singular performance goal. 
PASS ensures that designs satisfy a wide range 
of appropriate, real-world constraints such as 
FAA field length, climb gradient, and 
community noise requirements. PASS was 
developed for general applicability to 
conventional aircraft, but has been customized 
to do analysis of non-conventional aircraft such 
as supersonic business jets, oblique flying wings 
and blended wing bodies. The software is an 
advanced tool and maybe represents a complex 
tool to be used as teaching application in aircraft 
design courses. Other examples of aircraft 

design software often used at industrial level are 
ACSYNT software (http://www.phoenix-
int.com), PIANO software 
(http://www.piano.aero/) developed in UK by 
Lissys Limited, the ADS software 
(http://www.pca2000.com) developed by OAD 
SPrl in Belgium and used by several general 
aviation companies. All the last examples 
represents some complex software that becomes 
extremely hard to use for non-expert students, 
especially if the aircraft design course does not 
allow (due to short period of lectures, i.e. 80 
lecture hours in 2-3 months) the students to go 
deeply in some specific aerodynamic problems 
and to have a deep comprehension of the 
problems.   
The development of the software by the authors 
at the Department of Aerospace Engineering of 
University of Naples started in 2005 as an effort 
to give some support to the students in the 
development of aircraft design exercises carried 
out by students in the aircraft design course. 
Other authors like Martinez-Val [7] and T. 
Young [8] have recently emphasized the 
importance of aircraft design course as a 
fundamental milestone in an aerospace student 
curriculum (to develop synthesis attitude and to 
build multidisciplinary links). It is evident that 
such a course can be of relevant effectiveness 
only with some practical exercises or better with 
the development by the students of the complete 
preliminary design of an aircraft. 

2 ADAS Software structure 
ADAS software has been originally 

intended as an educational tool, but after many 
improvements carried out during the past years, 
can be absolutely used as a research tool and it 
can be of some relevance also for some 
industrial applications. The approach to estimate 
all aircraft characteristics has been the use of 
classical semi-empirical laws (like those one 
proposed by Roskam [1-3] or ESDU or USAF 
Datcom[4]) integrated with more sophisticated 
approaches like the use of aerodynamic tools 
like Multhopp or Weissinger to estimate wing 
lift distribution along span and wing stall path. 
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One of the main goal that was fixed in the 
development of ADAS software was to obtain a 
very user friendly platform that should be easily 
used also by students, with many graphical 
helps and with many output graphs and figures, 
including 2D and 3D drawing of aircraft parts 
under development. 

The software is split in modules. In fig. 1 
the main software dialog window (main menu) 
is shown. The classical approach and first part 
of the software starts with the preliminary 
estimation of aircraft weight (both empty and 
maximum take-off) and required wing area and 
engine thrust/power under specified design 
requirements [1]. In this phase all FAR/CS 
23/25 performance requirements have been 
automatically implemented based on aircraft 
weight. After the preliminary phase the user 
starts designing all aircraft parts. The main 
dialog window allow the user to enter and carry 
out the design of each airplane part (fuselage, , 
nacelle, wing, aileron and flap, taiplanes). Each 
module (fig. 1) can be used as independent 
module, but is linked with the other modules if 
an airplane design activity is developed. Figure 
2 shows the classical flowchart of 
design/analysis steps that the designer can carry 
out in sequence. The drag polar and main 
flight/ground performance estimation can be 
accomplished also with a first preliminary 
sizing of tailplanes (fig. 2). The tailplane design 
and analysis modules allow a detailed and 
accurate design and analysis of horizontal and 
vertical taiplanes, performing also the aircraft 
stability and control analysis up to non-linear 
conditions. The wing module allows to design 
the wing and to obtain all wing aerodynamics 
characteristics, including lift, moment and drag. 
The estimation of spanwise lift coefficient 
distribution and wing stall path are also included 
and gives to the user the possibility to check the 
assumed wing twist and to make a preliminary 
estimation of wing bending moment. The wing 
module is linked with the fuselage module to 
estimate the body longitudinal instability 
contribution which depends on wing induced 
upwash and downwash. The wing analysis is 
also coupled with the modules for high-lift and 
aileron analysis. The aileron analysis and design 

module allow also the estimation of aircraft roll 
performances with the prescribed propulsive 
system. The software has one module dedicate 
to the accurate estimation of aircraft drag polar 
and a module for aircraft flight and ground 
performances. Other very important modules 
deal with aircraft tail sizing and aircraft 
longitudinal and lateral-directional 
characteristics. The modules are really user-
friendly and allow a fast calculation of all 
required information. Finally the user can have 
the drawing of the designed aircraft. The 
software allow the preliminary design and 
analysis of a transport aircraft in less than 1 
hour. The software has been recently also 
presented in previous conferences[9]. Other 
similar software are under development in other 
European Universities, like that one developed 
by D. Scholz [10] and this demonstrate the 
relevance and the importance of such 
applications, both for teaching and for some 
applied industrial case. Jenkinson has written an 
educational book [11] that put in evidence the 
importance for students of performing aircraft 
design activities and examples. 

3 Description of software modules 
As already outlined the software is organized 

in separate modules. Each module can be run 
separately, but the necessary link between 
modules are built to allow the user to perform 
the preliminary design of an aircraft. In this 
paragraph the paper present a general 
description of each module and each part of the 
software, trying to put in evidence the main 
characteristics and capabilities of the software. 

3.1 Weight estimation 
The first part of the software deals with the 

preliminary estimation of aircraft weight (both 
empty and maximum take-off). The classical 
approach suggested by Roskam[1] and Nicolai 
[12] is used. The design requirements must be 
fixed by the user. In particular the aircraft 
weight is estimated on the base of some 
assumed parameters (cruise aerodynamic 
efficiency, fuel consumption, propeller 
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efficiency) and especially on the base of the 
imposed and expected mission fundamental to 
calculate the required fuel fraction. The mission 
includes all the flight phases like take-off, 
climb, cruise and descent. In fig. 3a is shown 
the table that reminds to the user the assumed 
value for the imposed mission and the result of 
the two-equation system for weight calculations. 
Figure 3b shows the output graph of the 
software with all the aircraft weights (empty 
weight, gross weight, fuel weight, etc.) reported 
in different unit (kg and lb). 

3.2 Aircraft preliminary sizing 
One of the first modules is the general 

aircraft sizing, or the estimation of required 
wing area and engine thrust/power under 
specified design requirements [1]. In this phase 
all FAR/CS 23/25 performance requirements 
have been automatically implemented based on 
aircraft weight. This module allow the 
preliminary sizing of jet and propeller driven 
aircraft. The preliminary choice of wing loading 
and engine thrust to weight ratio (for a jet) is 
made on the base of design and regulation 
requirements and in particular take-off distance, 
landing distance, climb requirements and cruise 
requirements. The module is very fast and with 
user-friendly interface. An example of the final 
graph for preliminary sizing of a 150 seats jet 
transport aircraft is shown in fig. 4. The graph 
reports all the limitations imposed both by the 
design specifications and by the regulation 
requirements. The user can also add some point 
representative of existing aircraft (i.e. the 
Airbus A320) and can make its choice. 

3.3 Fuselage design 
After the preliminary phase the user starts 

designing all aircraft parts. 
One of the first component that need to be 

defined is the aircraft fuselage. The fuselage is 
designed with the classical approach from the 
inside to outside. The fuselage module allows 
the design of the fuselage, starting with cabin 
interior required space up to the final shape in 
which the sections can be modified to account 

for classical squared-like sections. The section 
shape can be modified directly by the user with 
the mouse and using classical curves like nurbs 
or splines as weel described in [5]. The internal 
dimensions are calculated on the base of the 
assumed seat pitch and seat width. Some 
important guidelines for this module have been 
taken from some representative aircraft design 
books [2, 3, 13, 14]. The user can play with this 
dimensions (that defines the internal comfort) 
and look at the effect on fuselage dimensions 
(length, width, fuselage wetted area) and 
fuselage aerodynamic characteristics(fuselage 
drag, body aerodynamic longitudinal 
instability). The fuselage module allows 
calculation of all fuselage geometrical 
characteristics (i.e. wetted area) and all  
aerodynamic characteristics, like fuselage 
moments and fuselage drag. The aerodynamic 
fuselage moments (both longitudinal and 
directional) are estimated with classical strip 
method proposed by Munk and with the 
implementation suggested by Multhopp[15]. 
This last approach and other semi-empirical 
alternative analysis [3, 16] have been also 
implemented. The software allows an easy and 
fast link between components, with very fast 
choice of wing-fuselage relative position with 
the real-time calculations of the effect of this 
parameter on fuselage negative stability and on 
aircraft cg position in percentage of mean 
aerodynamic chord. An example of some output 
and interface windows from fuselage design 
module are shown in fig. 5. 

3.4 Wing Analysis and Design 
The wing module allows to design the wing 

and to obtain all wing aerodynamics 
characteristics, including lift, moment and drag. 
The semi-empirical approach is based on 
formula and suggestions reported in [3,4,17,18]. 
The effect of fuselage on wing lift [17] and 
wing induced drag (see 
http://adg.stanford.edu/aa241/AircraftDesign.ht
ml) has been also taken into account. The 
aerodynamic calculations have been extended in 
non-linear condition and the wing maximum lift 
coefficient is estimated through both semi-
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empirical and wing stall path approaches. In  the 
wing module Multhopp (non swept wing) and 
Weissinger (swept wing) methods have been 
both implemented to estimate wing span load, 
wing stall path and to estimate also wing shear 
and bending moment due to aerodynamic loads. 
Many comparisons with available results and 
literature have been done and the code seems to 
give reasonable and reliable results. Figure 6 
shows the wing design dialog window. All main 
geometrical characteristics (mean aerodynamic 
chord, aerodynamic centre) and aerodynamic 
parameters are estimated. Figure 7 shows some 
results concerning the aerodynamic analysis and 
some output graphs showing relevant 
aerodynamic data. The wing module is coupled 
with the high-lift module where all the 
aerodynamics (mainly lift and pitching moment) 
of wing with high-lift device are estimated. The 
module is very easy and allows the design (in 
terms of choice of required flap chord ratio and 
flap span extension for required lift increment).  

In figure 8 the high-lift system design dialog 
window is shown. The user can define all main 
flap and slat geometrical characteristics (flap 
chord, flap span extension, flap type and flap 
deflection) and can immediately estimate the 
aerodynamic effect on the wing lift curve. The 
semi-empirical approach that has been used is 
based on effect of high-lift system on [14]. 

Figure 9 shows the aileron design dialog 
window. The user can define aileron 
geometrical data and the software can estimate 
in real time the aircraft roll capabilities, also 
according to the chosen propulsion system 
characteristics. 

3.5 Aircraft Performances 
A very important software module is the 

performance analysis module. This module 
allow the calculation of aircraft flight and 
ground performances based on the aircraft drag 
polar. The wave drag (compressibility effects) is 
taken into account and the user can chose 
between different airfoil type (from peaky up to 
aggressive supercritical airfoil) and estimate 
different wave drag aerodynamic effects on 
aircraft drag. The user can chose different 

propulsion system(piston engine, turboprop 
engine, turbofan with low by-pass-ratio and 
high by-pass-ratio). A very deep analysis has 
been made in order to built these different 
engine models. Many indications have been 
taken from [19, 20] and [21] and from the 
Aircraft Design digital textbook available from 
DesktopAeronautics(http://adg.stanford.edu/aa2
41/AircraftDesign.html). Some examples of 
aircraft flight performances calculations of a 
typical jet transport are shown in fig. 10.  

3.6 Tailplane design. Stability and control 
As well known in all aircraft design textbook 

the tailplane design and associated stability and 
control(both longitudinal and directional) 
characteristics of an aircraft are crucial elements 
for the quality of the designed aircraft. ADAS 
software has some modules dedicated to the 
preliminary design of tailplanes and also for a 
deep stability and control analysis which can 
take into account also non-linear effects (like 
non-linearity of lift curve slope, non linearity of 
wing downwash, pendular stability).  Figure 11 
shows the main horizontal stabilizer design 
dialog window. The user through the definition 
(made very fast by the use of interface boxes 
and sliders) of some assumed characteristics 
(tailplane position, tailplane sweep angle, taper 
ratio) and with the calculated characteristics of 
the wing-body combination, can estimate some 
relevant limit curves in a carpet plot showing 
stability and longitudinal control limit. Accurate 
estimation of wing downwash angle[22] 
extended in non-linear conditions has been 
implemented. After a preliminary design, the 
user can also investigate the aircraft longitudinal 
characteristics including also non-linear effects. 
The vertical stabilizer is designed mainly with 
the constraint of minimum control speed for 
multi-engine aircraft. The vertical tailplane 
aerodynamic lift can be estimated both with the 
approach suggested by Roskam [3] and USAF 
Datcom [4] and with the alternative approach 
suggested by ESDU [23]. The two 
methodologies often lead to different results and 
the user, based on the acquired experience 
should use the most suitable method. Figure 12 
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shows the vertical tailplane design dialog 
window for a medium-range transport aircraft. 
The user has to assume some geometrical 
characteristics and the module helps the user in 
finding the best vertical tail area.  

4 Drawings and export capabilities 
In the software some drawing features have 

been implemented. The final designed aircraft 
shape can be also exported in general CAD 
format. Figure 13 shows the final aircraft layout 
and 3-view drawings as produced by a dedicated 
module in the software. 

5 Conclusion 
The paper has presented some capabilities 

and features of ADAS software. The importance 
of such tool for teaching and for fast estimations 
has been highlighted. The importance of a very 
user-friendly interface for such tools is crucial. 
An important extension and improvements for 
the code is the inclusion of some automatic 
optimization procedure to help the designer with 
some computer-guided decision strategies. 
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Fig. 1 ADAS Software Main Dialog Window (main menu) and displayed design/analysis modules 

 

Performance Evaluation

Mission Specification

ADAS 1.0

Weight Estimation Sizing Requirements Wing Analysis Fuselage

Stability And Control

High-Lift Devices/Aileron DesignAirplane Drag Polar Nacelle Sizing

 
 

Fig. 2 ADAS Software Analysis and Design modules and flowchart of possible design sequence 
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    Fig. 3a Weight estimation module.           Fig. 3b Weight estimation results. 
     Flight mission data table      Weight breakdown in different unit. 
 

 

Fig. 4 Example of final graph of Preliminary Sizing Module (150 seats medium range transport jet)  
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Fig. 5 Example of interface windows of fuselage design module. External dimension and general fuselage 
characteristics (left) and wing-fuselage integration (example of a 150 seats medium range transport jet)  

 
 
 

 

Fig. 6 Wing design dialog window. Definition of wing geometrical and main airfoil characteristics. 
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 Fig. 7 Wing aerodynamic analysis results.      
 Lift curve (left) and lift coefficient spanwise distribution and stall path (right)  

 
 
 

 
 

Fig. 8 High-lift system design dialog window. Definition of flap/slat characteristics and estimation of effects on lift. 
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Fig. 9 Aileron Design dialog window and aircraft roll performances calculations.  

 
 
 

 
Fig. 10 Flight Performances calculations. Necessary and available thrust (left) and flight envelope (right).  
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Fig. 11 Horizontal tailplane design. Dialog and interface window and output results.  

 

 

Fig. 12 Vertical tailplane design. Dialog and interface window and output results.  
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Fig. 13 Final designed aircraft 3-view drawings.  
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Abstract  
This paper address some key methods needed to 
realize whole aircraft simulation already at the 
preliminary design stage. E.g. the system has 
widely different time scales from fractions of 
seconds to hours, and although little is known 
about the aircraft, a control system is needed 
for flying the mission. Methods used here are; 
system simulation using distributed solvers for 
robust large scale simulation, time scale 
compression to deal with the widely different 
time scales involved, e.g. the transient 
behaviour of control surface actuators, to the 
tracking of fuel consumption. 

1 General Introduction  
Traditionally aircraft conceptual design 

involves very few aspects of system design. 
There are, however, a great advantage if system 
subsystem design also can be involved early on. 
There are several reasons for that. Modern 
aircraft are very compact so system installation 
is important to take into consideration, and this 
can not properly be done unless there is a 
preliminary design of the systems. Furthermore, 
energy efficiency and the impact of subsystem 
on the energy efficiency of the whole aircraft 
are becoming important in order to select the 
proper subsystem concept. The aim here is to 
allow the whole aircraft to be simulated with its 
subsystem as early in preliminary design as 
possible, and then use this model to develop the 
design further. In this way the simulation model 

becomes a point of convergence for the aircraft 
conceptual design as well as the conceptual 
design of the subsystem as well as a tool for 
further development in preliminary design. 

 

 
 
 
 
Using simulation performance characteristics 

at the whole aircraft level can be evaluated very 
straightforwardly, and things like trim drag are 
accounted for as a byproduct. Furthermore, as 
the design progress into sub system design, 
systems such as actuation systems, fuel systems 
etc, can also be included and verified together in 
the actual flight profile. Using simulation 
models of whole aircraft with subsystems, it is 
then possible to do design analysis, e.g. 
sensitivity analysis and trade of analysis, as well 
as design optimisation. In this paper this is 
demonstrated on a flight simulation model with 
subsystems, such as control surface actuators. 

In recent years there has been a lot of 
development in methods and tools suitable for 
simulation of systems. One example is the 
Hopsan-NG simulation package developed at 
Linköping University. This means for example 
that it is possible to model basic aircraft 
systems, such as hydraulic system, air system 

Aircraft 
Conceptual design 

Subsystem 
Conceptual design 

Whole 
aircraft 
simulation 
model

Whole Aircraft Simulation for System Design and 
Optimsation in Preliminary Design 

 
Petter Krus  

Division of Fluid and Mechatronic Sytems, Linköping University, Sweden 

 
Keywords: System Simulation, Flight Dynamics, Aircraft Systems 

Figure 1. The simulation model as a convergence point in
aircraft conceptual design. 
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and fuel system, much more efficiently than 
before and that a lot of systems can even be 
simulated in real time or faster than real time. In 
this paper it is shown how subsystem models 
also can be coupled to models of flight 
dynamics, propulsion, and flight control, to 
produce a more complete aircraft system model. 
Such a model can be used already in 
preliminary design, thus allowing the 
preliminary subsystem designs to be designed 
concurrently with the aircraft layout. 

One problem when dealing with large 
complex systems, however, is that most 
simulation packages rely on centralised 
integration algorithms that scale rather poorly 
with respect to system size. For large-scale 
systems it is an advantage if the system can be 
partitioned in such a way that the parts can be 
evaluated with only a minimum of interaction. 
The reason that centralised solver dominates is 
most likely, that until recently, the typical 
system simulation has been of a moderate size. 
In this paper, distributed solvers with linear 
scaling properties is used, which means that 
simulation speeds, orders of magnitude higher 
than real time, can be achieved for system 
simulation.  

Furthermore, development in single 
processor performance is leveling out. On the 
other hand, multi-core architectures have 
become the norm. However, using conventional 
simulation software, the simulation can only use 
one core for the simulation, thus not exploiting 
that potential. The distributed modeling 
approach used in here, however, makes it 
intrinsically suitable for multi-core simulation, 
and Hopsan already has that capability 
implemented.  

2 Distributed Modelling 
A very suitable method for modelling and 

simulation of large complex dynamic systems is 
represented by distributed modelling using 
transmission line elements. The origin of this 
concept goes back at least to Auslander 1968 [1] 
who first introduced transmission lines (or bi-
lateral delay lines). This method evolves 
naturally for calculation of pressures when 

pipelines are modelled with distributed 
parameters. This approach was adopted for 
simulation of fluid power systems with long 
lines in the HYTRAN program [2] already in 
the seventies. The method can be generalised to 
both mechanical and electrical systems. 

A related method is the transmission line 
modelling method (TLM) presented by Johns and 
O'Brien (Ref. [2]) for simulation of electrical 
networks.  

Johns and O'Brien pointed out that an 
important aspect of modelling using 
transmission line elements is that most of the 
numerical errors introduced by an ordinary 
solver are avoided. The errors made due to the 
introduction of transmission line elements, are 
better described as modelling errors. 

An attractive feature with this is that laws of 
conservation of mass and energy still hold for 
the solution, since there always exist a plausible 
physical system for the model although the line 
lengths may vary compared to the original 
system. This also implies that the user may 
tolerate a larger numerical error since, generally, 
quite large modelling errors are present anyway 
(errors of the order of 10% are generally 
considered acceptable from an engineering point 
of view).  

A key feature of the transmission line is the 
finite signal propagation speed (speed of sound) 
of the signal travelling through the line. This 
means that events at one component do not 
affect another immediately. Using this approach 
the subsystems can be solved independently in 
each time step in contrast to using conventional 
solver. The implementation of the numerical 
solver of differential algebraic equations can 
therefore be implemented in the subsystem 
rather than at a central level. This approach is 
sometimes referred to as distributed modelling 
for several reasons. The simulation of waves in 
transmission lines means that distributed 
parameters are used in the lines, secondly it 
allows for distributed solver of differential 
algebraic equations in component and 
subsystems. There is also the possibility of 
using distributed processing by allocating 
subsystems to different processors. 

In this way the system is divided into 
subsystems that generally are of limited size and 
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the very robust method for DAE:s described 
earlier, can be used.  

2.1 The Unit Transmission Line Element 
In transmission line modelling the basic 

dynamic element is the unit transmission line. In 
the Hopsan package this is used to connect 
different components to each other. In the 
general case it can be used to model both 
capacitances and inductances. In the Hopsan-
package, however, it is used only to represent 
capacitances (oil volumes and mechanical 
springs). 

q 1 q 2

p 1 p 2
 

Figure 2. Transmission line 

The complete set of equations that describes 
a lossless transmission line are: 

1 2 1 2( ) ( ) ( ) ( )c cp t p t T Z q t Z q t T      (1) 

2 1 2 1( ) ( ) ( ) ( )c cp t p t T Z q t Z q t T      (2) 

Here Zc is the characteristic impedance of the 
line, p and q are pressures and flows 
respectively. T is the time delay in the line. Note 
that the main property of these equations is the 
time delay they introduce in the communication 
between the ends. Introducing 
 

1 2 2( ) ( ) ( )cc t p t T Z q t T     (3) 

2 1 1( ) ( ) ( )cc t p t T Z q t T     (4) 

Here c is the wave variables that represent 
information that has been transmitted from the 
other side of the transmission line. With these, 
the following set of equations is obtained. 

1 2 1( ) ( ) ( )cp t c t Z q t   (5) 

2 1 2( ) ( ) ( )cp t c t Z q t   (6) 
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Figure 3. Block diagram of transmission line. 

An interesting observation is found if c2 in 
Eq. (18) is substituted with Eq. (19)  and the 
outlet at 2 is blocked. 

2 2 1 1( ) ( 2 ) [ ( 2 ) ( )]cp t p t T Z q t T q T    
 

(7) 

Compared to the trapezoidal method for 
integration (h is the time step). 

yh+t = yt +
1

2
h  f ut, t + f uh+t , h + t (8) 

where 
 
y° = f u, t  (9) 

These equations are the same if / 2T h  
The relationship between flow entering a 

volume and the pressure can be written as: 

p° =
q

C
(10) 

where C is the capacitance. Identification yields 

Zc =
h

C  

(11) 

The implication of this is that if we use the 
trapezoidal method to integrate pressure in a 
volume (capacitance) between two components, 
this corresponds to introducing a short pipe 
instead of a pure capacitance. This can also be 
extended to other domains such as mechanical 
and electric. 

 

3 Differential Algebraic Systems 
In order to solve the dynamics of the individual 

components and subsystems any type of solver can 
be used. A general approach to represent a system is 
to represent it as a differential algebraic system. This 
also allows for algebraic loops. 
 

Fx, x° , t = 0  
(1
2) 

where x is the variable vector. 
However, Eq. (1) implies that the system 

essentially has to be written in state space form, 
something that may be considered as too 
limited. Many relationships are usually given in 
transfer function form, which makes it more 
natural to allow for higher derivatives. The 
system can then instead be expressed as 
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F


y,

d y

d t
,

d2 y

d t2
, .... ,

dn y

d tn
, t



 = 0

 

(13
) 

 
This also has the advantage that the variable 
vector is reduced, since y is shorter than x, y 
contains a subset of the states in x. It should, 
however, be pointed out that it is only possible 
to impose strong non-linearities (such as 
limitations on the state variables) represented in 
the y vector. Also all variables that are of any 
interest must be included in the y vector, 
otherwise they will not be computed explicitly. 

In order to solve the dynamic part of the 
system in a numerically stable way, the 
trapezoidal rule can be used. Using the 
trapezoidal rule (or bilinear transform) the time 
differential is solved as: 

xh+ t = xt +
1

2
h xt + xh + t

 

(14) 

A more effective way of using the 
trapezoidal rule is to reformulate it in the form 
known as the bilinear transform. 
 

d

d t
=

2 1- q-1
h 1+ q-1  

(15) 

 
where q in this context represents the time 
displacement operator such that: 

)( thyqy   (16) 

Using the bilinear transform in Eq. (4) means 
that it can be rewritten as a function G of y and old 
states. 
 

0))(),...,(),((  nhtyhtytyG  (17) 

When solving the system all the old values y(t-h)... 
y(t-n h)  can be regarded as constants since they 
have already been established in previous time steps. 
It is therefore rewritten as: 
 

0)),(( ttyG  (18) 

In order to solve this system of equations in a 
numerically stable way, the Jacobian matrix is 
needed, which is defined as: 
 

Jijk =
∑Gi ykt

∑ yj  

(19) 

 
The equation can then be solved numerically using 
Newton-Raphson iteration. 

 
yk +1t = ykt - Jkt-1 Gykt  (20) 

Since an iterative procedure is used, there is a 
potential for performance loss due to the 
number of iteration needed to solve the system. 
However, since the values from the previous 
time step can be used as start values. 
 
y0t = yt - h
J0t = Jt - h

(21) 

 
If the system is linear, the system can be 

solved in only one iteration, and it is usually 
sufficient with only one iteration even for non-
linear systems, especially if a small time step is 
used. There are, however, situations when input 
signals changes suddenly, e.g. a valve is 
changed step wise during one time step that 
requires more than one iteration. In practice, 
however, it has been found that two iterations 
increase the tolerance against non-linearities 
dramatically, while a further increase to three 
iterations gives only minor improvement. Two 
iterations have therefore been found to be 
something near to an optimum for almost all 
situations. For implementation it is better to use 
LU-decomposition rather than using the matrix 
inverse of the Jacobian. 

Provided the system is reasonably linear 
(slow variation of J, Eq. (9) is an A-stable 
method. However, in reality, rather large 
variations of J can be tolerated. Even pure 
discontinuities can also be handled satisfactory 
using the above approach, when fixed-time step 
is used (as in real-time simulation).  

Eq. (9) also illustrates a dilemma associated 
with all numerically stable methods. They need 
knowledge of the Jacobian, and if the system is 
stiff and highly non-linear this must be updated 
(and inverted) very often. We also realize that 
the computational burden is much more than 
linearly dependent on the size of the system. 
This makes these methods unsuitable for large 
problems. Eq. (9) is, however, very effective for 
solving small systems which makes it very 
suitable for solving subsystems.  

Instead of using equation (9) directly it is 
wise to replace the inverse of the Jacobian by 
using LU-decomposition instead, there are also 

718



Whole Mission Simulation 
 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

a few other actions that can be done in order to 
further enhance the efficiency of the solver.  

 

 
Figure 4. Scheme of transformations 

 
Figure 4. shows a scheme of the 

transformations involved. The differential 
algebraic system DAE is transformed into time 
discrete form using bilinear transform. This 
method needs the Jacobian of the system. This 
can, however, be obtained analytically using 
symbolic math packages such as Mathematica, 
and a model generator has been written in the 
Mathematica symbolic manipulating language 
called Compgen, which takes the acausal 
component description similar to Modelica, [5], 
and transforms it into a component model 
implementation in C++ that can be used for 
simulation. This approach is described in more 
detail in Ref.  [5] (although for generating 
Fortran models for the old Hopsan package).  

Packages for symbolic math can also be used 
to facilitate the modelling work in other ways, 
so that the user can concentrate on formulating 
the equations rather than solving them. The 
6DOF-flight dynamics model is an ideal 
example since it involves a lot of co-ordinate 
transforms that can be set up entirely in the 
Mathematica environment. Using the Compgen 
tool a model for the Hopsan-NG simulation 
package can then be generated. 

As an example a small unmanned jet power 
aircraft is simulated. The control surfaces are 
powered by conventional hydraulic servo 
actuators. There is an attitude control unit that is 
fed by an external altitude controller. There is a 
fully non-linear six degree of freedom flight 
dynamics model with a non-linear aerodynamic 
model. Data for the aerodynamic model can be 
obtained in the early design phases from panel 
codes and/or handbook formulas, and is here 
based on a static version of the model presented 
in [6], although the unsteady effects can of 
course also be included. .  

 
 
 

 
 
In this way effect of trim drag on range is 

automatically included, and the effect of 
reduced weight as fuel is consumed.  
. . . 

 
 

Figure 6. Screen shot of Aircraft system simulation model. 

The connection between the actuators and the 
aircraft control surfaces are through 
transmission line elements that models the 
aerodynamic stiffness of the control surfaces. 
The moment at the actuator link for the elevator, 
can be calculated as: 
 

1( ) ( ) ( )cM t c t h Z t      (22) 

2( ) ( , , , )c t M q     (23) 

 
 
 
 

Linear region, 
(panel code)  

Fully separated 
flow

Figure 7. Model of aero load on rudder as a (non-
linear) spring. 

Figure 5. Non-linear aerodynamic model. 
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Here 2M is the moment from the 

aerodynamic forces, which is a function of 
surface angle  , aircraft pitch angle  , and 
angle of attack  , and dynamic pressure q. 1M  

is the corresponding moment at the actuator 
hinge, Ideally they are the same, but through the 
separation with the transmission line element 
they becomes slightly different. 2M  is a non-

linear function and hence not a purely linear 
spring. The characteristic impedance is 
calculated as 

cZ hk   (24) 

where the linearized aerodynamic stiffness and 
is calculated as 

2M
k 





 

(25) 

Note that this linearization is only used for 
the numerical solver, and does not affect the 
steady state value of the moment.  

3.1 Subsystem modeling 
In order to deal with complexity it is 

necessary to be able to model in a hierarchical 
way. This is done by introducing subsystems. In 
this example the hydraulic actuation system is 
one subsystem representing the control surface 
actuators and the hydraulic supply unit. The 
hydraulic supply system is represented by the 
pressure controlled pump, a pressurized tank 
(represented by an asymmetric piston in the 
model), and an accumulator. 

  
Figure 8. Model of the hydraulic system. 

The servo actuators are also modeled as 
subsystems with servo valve, piston and 
linkage. 

 

 
Figure 9. Model of the servo actuator subsystem. 

The redundancy has not been modeled here, 
but it is very straightforward to include. 

3.2 Simulation results 
Using the simulation model a simulation of a 

mission can be performed several times faster 
than real time PC. This means that is possible to 
use the model for design analysis such as 
sensitivity analysis. Furthermore, it is even 
possible to use it for optimization of some 
design parameters. 
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Figure 10. The aircraft attitudes during an S-maneuver. 

 
Figure 11. Angular position and reference position of the rudder 
actuator. 

This simulation model is part of an integrated 
framework for aircraft design developed at 
Linköping University. In order to be part of a 
work flow, the system simulation needs to be 
able to integrate with other software. Hopsan-
NG models can be exported for simulation 
within Matlab Simulink. Furthermore, the flight 
dynamics model has a parameter set that is very 
general, which means that coefficients can be 
obtained from other sources. Data is stored in 
XML for simple conversion and import of data.  

4 Whole Mission Simulation 
This model can also be simulated throughout a 
mission. In addition mission simulation also 
need a mission control unit where the flight is 
controlled using waypoints. In this way also 
performance measures such as fuel consumption 
can be assessed. Furthermore, with this kind of 
simulation full mission system analysis can be 
performed, including sensitivity analysis and 
studying the influence of uncertainty in 
parameters.  

 

  
 
Figure 1. Simulated flight path. 

4.1 Influence of uncertainty in coefficient 
values 

One way to manage the required accuracy of the 
coefficients involved in the simulation is to 
study the influence of removing the uncertainty 
of one coefficient (uncertainty variable), as in 
[16] and [17]. This is done through sensitivity 
analysis and is presented in a matrix where the 
relative influence on the functional 
characteristics, such as fuel consumption and 
mission time, is indicated. 
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Functional 

characteristics Units

Normalized 

deviation 0.09 0.15 0.15 0.50 0.10 0.20 0.04 0.11 0.03 0.05

fuel_consumed [kg] 0.53 0.00 0.00 0.01 0.09 0.00 0.00 0.00 0.07 0.00 0.11

fuel_reserve [kg] 1.04 0.00 0.01 0.01 0.17 0.00 0.00 0.00 0.15 0.00 0.23

mission_time [s] 0.71 0.00 0.00 0.00 0.12 0.00 0.00 0.00 0.14 0.00 0.13

maneuvering_tim[s] 0.24 0.00 0.00 0.02 0.02 0.02 0.00 0.00 0.02 0.00 0.02

 
Figure 12. Influence matrix of uncertainties in coefficients on 
some selected functional characteristics derived from the 
simulation results. 

5 Conclusion 
In this paper the use of flight simulation, 

including subsystems, for design evaluation of 
the whole aircraft in the preliminary design 
phase is studied. Since efficient, hi-speed 
simulation of a complex system is desirable, 
robust simulation is a requirement. A key 
element is the method of using bi-lateral delay 
lines for partitioning complex system models 
which has been described. In this way it is 
possible to use highly robust distributed solvers 
on subsystems that are then connected to each 
other using the bi-lateral delay lines, for system 
simulation. This means that highly robust 
models are achieved where very large time steps 
can be used. As a consequence fairly detailed 
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simulation models can be used for whole 
mission simulation already at the preliminary 
design stage, for system optimisation and design 
analysis.  
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Introduction 
A fundamental part of aircraft design involves the wing airfoil optimization, establishing an outer shape of the wing 

which has good aerodynamic performance, good internal volume distribution for fuel and systems and which also 

serves as an efficient structural member supporting the weight of the aircraft. As for all optimization tasks, the 

complexity of the problem is directly coupled to the parameterization of the geometry. Of highest relevance are 

the number of parameters and the number of additional constraints that are required to ensure valid modeling. 

This paper proposes a parameterization method for two dimensional airfoils, aimed at providing a wide design 

space, while at the same time keeping the number of parameters low. With 15 parameters defining the wing 

profile, many of the existing airfoils can be modeled with close tolerance. 

Several approaches to parameterization of wing profiles can be found in the literature. Airfoils can be described by 

point clouds as done in most airfoil libraries [1]. The number of parameters is twice as large as the number of 

points used (x and y coordinates) and in the case of aerodynamic optimization this parameterization will most 

certainly be not well behaved, since no smoothing function is included and must therefore be added. Other 

problems may arise for the fact that the airfoils sometimes are defined with too few coordinate points and/or too 

few decimals, a problem occurring especially with old airfoils.  On the other hand, the design space that this kind of 

parameterization allows representing is extremely large, as any and all shapes can be reproduced, even 

degenerate ones.  

Airfoils can also be represented by mathematical functions. Among the most famous representatives of this 

category are indeed the NACA 4-, 5- and 6-digits formulations [2] [3]. Compared to point clouds, they could be said 

to represent the opposite case: they are very well behaving parameterizations, but they cannot cover a very large 

design space, since they only provide four or more parameters respectively to be tuned. The NACA 4 digit series is 

particularly interesting as the parameters are a part of the name of the airfoil. In the case of the 5- and 6 digit 

series, the name is instead constructed from the airfoils aerodynamic characteristic and geometry.  

Another known set of theoretically defined airfoils are the Joukowski profiles [4]. Using the conformal mapping 

method, airfoils with a round nose and sharp trailing edge can be represented. Sadly the method is not to 

recommend for trying to match known airfoils and the design space it describes is quite confined to airfoils with 

often poor performances. More recently a very interesting and powerful representation method was presented by 

Kulfan [5]. The method is based on simple well behaved mathematical functions that allow for increasing the 
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number of parameters at will. Also the formulation is not restricted to round nose and sharp trailing edge profiles, 

but can describe almost any shape.  

Problem 
The authors identifies the need of a wing profile modeling method which shares the large design space with the 

point cloud method of representation, while maintaining a small number of parameters. By employing a functional 

parametric description with built-in smoothing and interpolation, coordinate resolution becomes infinite. Some 

basic assumptions regarding the shape of an airfoil are made: The airfoil is assumed to have one distinct top and 

bottom point, the chord line has a length of one, forming the x-axis of the profile, the trailing edge is assumed to 

be either sharp, i.e. with a y-coordinate of zero for both top and bottom sides, or blunt with the y coordinates of 

the top and bottom trailing edges being symmetric around the chord line.  

Method 
The airfoils top and bottom curves are both modeled by two cubic Beziér curves in parametric form being C

1
 

continuous at the defined top and bottom points. Figure 1 gives an example of a generic high speed profile and 

show the outer envelope, the camber line and the Beziér control points. Equation 1 shows the parametric Beziér 

curve. 

 

Figure 1: Generic model of a modern high speed airfoil. Diamonds are the Beziér control points. The dotted line is 

the camber line. 

  (1) 
 

The method of representing a new airfoil with the proposed method is straight forward. 
As a baseline, a four part cubic Beziér curve, all 13 control points are needed to define the 
curve, giving 26 variables when both x and y coordinates are taken into account. However 
when some symmetries and simplifications are taken into account the number of 
independent parameters are reduced to 14. The Beziér control points for the wing profile 
are defined clockwise around the profile from the trailing edge bottom side, according to 
figure 2. Control point 1 and 13 always have the same x-coordinate, one, and the same 
absolute value of their y-coordinate. Control points 3,4 and 5 on the bottom side have the 
same y-coordinate. The same goes for the top side control points 9, 10 and 11. The leading 
edge points 6,7 and 8 all have an x-coordinate of zero. Table one show the dependent 
parameters for the control points. 
 
 

Table 1: Coordinate dependency for the different control points. Some always take the 
value one or zero, while others (a,b,c) always shares the same numerical while (Xn Yn ) are 

allowed any value. 

  Coordinate 

Point # X Y 

1 1 a 

2 X2 Y2 

3 X3 b 

4 X4 b 

5 X5 b 

6 0 Y6 

7 0 0 

8 0 Y8 

9 X9 c 

10 X10 c 

11 X11 c 

12 X12 Y12 

13 1 -a 
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.

 
Figure 2: Control point distribution and numbering 

Parameter reduction 

Handling the control point coordinates directly when specifying an airfoil is not so user friendly. The coordinates 
themselves have no obvious relation to shape of the airfoil when reviewed alone and the possible range of the 
coordinates exceed the allowed range for non-degenerate airfoils. To alleviate this concern, and to reduce the 
number of free parameters, the following parameter transformation is done.  
 
The lengths of the control vectors are limited to prevent degenerate cases. For example the upper leading edge 
control vector needs to be shorter than the distance between the top point and the chord line to prevent leading 
edge overshoot. 
 
Thickness: The x and y coordinates of the top and bottom points (# 4 and #10) are kept as is and named upper 
thickness and upper thickness position and similarly for the lower side. The difference between the upper and 
lower thickness then becomes the ram thickness, which in case of the thickness positions being the same equals 
the thickness of the airfoil. If the upper and lower thickness positions are not equal, the ram thickness will be 
slightly larger than the thickness. 
 
Control vectors:  
The length of control the upper leading edge vector drawn by its start point, the leading edge which is point 
number 7, and point number 8, is defined as a fraction (k1) of the upper thickness (hu).  The constant k is only 
allowed to be in the range [0..1], se figure 3. This ensures that the part of the profile going from the leading edge 
to the top point does not overshoot the top points y value.  
 

 
Figure 3: Definition of the leading edge control vector. 
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The top side of the airfoil is controlled by three parameters, shown in figure (4). The top point position, which is 
the x-coordinate with the largest y-value, and two fractions (k) which control the lengths of the control vectors. 
The control vector going from the top point towards the leading edge, i.e. between points #10->#9 has its length 
limited to a fraction of the top point position in the same way in order to prevent an overshoot of the profile into 
negative x-coordinates. 
 
Likewise the control vector defined by points 10 to 11, the top to TE vector is a fraction (k4) of the length between 
the upper thickness position (#10) and the trailing edge (x=1). 

 
Figure 4: Parameters defining the top side of the airfoil, in this case a parameterized NACA747a415. 

 

The trailing edge is defined by four parameters, shown in figure 5: The boat tail angle (), which is the angle 

between tangents of the upper and lower sides of the airfoil at the trailing edge; The release angle (), which is the 
angle between the camber line tangent and the chord line at the trailing edge; the trailing edge gap (g), which is 
the distance between the upper and lower side of the airfoil at the trailing edge; and finally the height of the 
trailing edge control vector which as the leading edge control vector lengths is defined as a fraction (k7) of the 
upper thickness. To fully define the trailing edge we also need the lower side control vector height, which is 
defined in the same manner as the upper one. 

 

 
Figure 5: Definition of the parameters of the trailing edge. 

 
The parameters of the lower side of the airfoil are defined in the same manner as the upper side parameters. 
 
The number of parameters are now reduced to 15, see table 2, and by the limits of the fractions many degenerate 
airfoils are now impossible to generate. By using the chord length as normalizing agent, the parameters are also 
dimensionless and fully scalable. 
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Name Variable Range 

Leading edge   

   Upper Nose fraction k1 [0..1] 

   Upper Nose fraction k2 [0..1] 

Upper side   

   Upper thickness HU [0..1] 

   Upper thickness position PU [0..1] 

   Upper forward  fraction k3 [0..1] 

   Upper rearward  fraction K4 [0..1] 

Lower side   

   Lower thickness HL [0..1] 

   Lower thickness position PL [0..1] 

   Lower forward  fraction k5 [0..1] 

   Upper rearward  fraction K6 [0..1] 

Trailing edge    

  Trailing edge gap g [0..1] 

  Boat tail angle  

  Release angle  

  Upper trailing edge fraction k7 [0..1] 

  Lower trailing edge fraction k8 [0..1] 

 
Table 2: Control parameters for the parameterized airfoil 

Reproducing known airfoils 
In many design cases it will not be appropriate to start with a generic airfoil for design optimization. Instead, by 
employing a known airfoil, whether it is a Clark-Y, NACA0012 or any other known airfoil there is a need of having 
the traditional airfoil shape expressed in these parameters. Modeling known airfoils require slightly more work 
than creating new airfoils.  

Preprocessing 

When fitting known wing profiles to the parameterization, the input data are sometimes in poor condition and in 

need of preprocessing. The point cloud have to have its leading edge at [0 0] and the trailing edge cord have to end 

at [1 0], if the profile has a trailing edge gap, this should be symmetrically distributed around the [1 0]. 

One example of wing profiles needing preprocessing is the Clark-Y profile, an older propeller profile today used 

frequently amongst model aircraft builders for its ease of manufacture rather than aerodynamic performance.  The 

coordinate data for the Clark-Y profile, as presented in some databases [6] has the lower side flank parallel to the 

x-axis, rather than letting the chord line define the x-axis. 

A starting guess of parameters were created by evaluating the profile radius at the leading edge, top and bottom, 
at the upper maximum y- position and at the lower minimum y-position. Together with the trailing edge gap and 
the slope of the upper and lower sides of the airfoil at the trailing edge. The radius at these points are computed 
with a three point circle algorithm from which the length of the control vectors can be computed according to 
equation 2, where a is the outgoing control vector length and h the perpendicular distance to the next control 
point, see figure 6. 
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Figure 6: Radius definitions at the leading edge Beziér curve. 

 
 

 

 
 
 

 

 

  
  (2) 

 

Optimization 

With the obtained starting guess, a standard optimization is run in MATLAB to fit the parameter curve to the 

corresponding point cloud. The mathematical method used is the built-in fsolve method, which in this case 
utilizes the Levenberg-Marquardt algorithm. The run is set to minimize the root mean square error of the vertical 
position of the coordinate points between parameter points and point cloud. 
 
The optimization is nested in two layers in order to treat the parameter nature of the Beziér curve. The outer loop 
solves for the control parameters governing the curve segment in question and an inner loop solving for the 
curvilinear position parameter vector t, with respect to the x coordinate. –As the original data points may have any 
distribution along the x-axis, it can’t be assumed that the t vector in equation 1 is evenly distributed. 

Comparison with existing data 

The optimization results can be evaluated both from a geometrical point of view, were the error of vertical 
position of each point can be plotted for the profile. The average RMS error for the profile is a general quality 
control. The average RMS error was usually in the order of 10

-4
, necessitating the use of the unit “error counts” 

(ects), where 1 ects = 10
-4

. Similarly, the curvature and error in curvature between were evaluated – Notably many 
of the available airfoils had very noisy curvature distributions, making an error plot of curvature fitting interesting 
but not a good indicator to whether the parametric interpolation was good or bad. Instead, as long as a good 
scatter is found any offset bias or systematic error can be assumed to be small. 
 
To further investigate the correlation between the original data point cloud and the parametric wing profile, an 
aerodynamic study was performed utilizing the panel method XFOIL [7]. The original airfoil and the parameterized 
airfoil were both subjected to a CL sweep ranging from -0.3 to 1 at a Reynolds number of 6x10

6
. The drag and 

moment coefficients were evaluated, as well as the boundary layer transition point for both profiles. 

Results 
The proposed parameterization method was tested on a set of different airfoils. Results for profiles: NACA 0012, 

Clark-Y, NASA747A415 and a Whitcomb supercritical profile are presented in this report. For the investigated 

airfoils the reported curvature distribution graph is truncated at the leading edge in order to give a better scale of 

the results for the rest of the profile. In the Clark-Y example, the curvature of the lower flank is zero, which gives 

an infinite error there as the parameterization curvature is non-zero. 

728



Conference paper for CEAS 2011  24-28 October  Venice - Italy 

Figure 7 show the comparison between a point cloud representation of the NACA0012 profile, and the 

parameterization. The RMS error of 0.51 ects, which should be regarded as a good benchmark number when 

evaluating other airfoils. As the coordinates of the NACA0012 is a parametric curve in functional form in itself, 

there was a very close match between the two datasets. The geometrical similarity distribution shown in figure 8. 

 

     Table 3: NACA0012 geometrical properties. Figure 7: NACA0012 profile. Original points and parametric 

curve overlaid. Height and width not to scale. 

 

Figure 8: Geometrical and aerodynamic similarity errors between the two representations of the NACA 0012. To the 

left, comparisons between the vertical position of the points and the profile curvature. To the right a comparison 

between the aerodynamic properties of the two airfoils. 

Maximum Thickness 0.12 @ 30 %C 

Maximum Camber 0 @ 100 %C 

Trailing Edge Gap 0 %C 

Upper nose radius 1.5 %C 

Lower nose radius 1.5 %C 

Boat-Tail Angle 16.32 deg 

Release Angle 0 deg 
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The Clark-Y airfoil shown in figure 9 rendered an error of 1.42 ects, which should be also considered good, 

especially since this airfoil has a challenging straight lower side flank. The geometrical similarity distribution shown 

in figure 10 

 

     Table 4: Clark Y geometrical properties. Figure 9: Clark Y profile. Original points and parametric curve 

overlaid. Height and width not to scale. 

 

Figure 10: Geometrical and aerodynamic similarity errors between the two representations of the Clark-Y. To the 

left, comparisons between the vertical position of the points and the profile curvature. To the right a comparison 

between the aerodynamic properties of the two airfoils. 

Maximum Thickness 0.12 @ 30 %C 

Maximum Camber 0.03 @ 42 %C 

Trailing Edge Gap 0.12 %C 

Upper nose radius 0.2 %C 

Lower nose radius 2.1 %C 

Boat-Tail Angle 15.74 deg 

Release Angle 5.72 deg 
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The NASA 747A415 profile shown in figure XX had fewer original datapoins than the earlier profiles, but was still 

possible to model with 3.98 ects. The geometrical similarity distribution shown in figure 11 shows an error spike at 

the leading edge. This is where the optimization is the most sensitive to numerical errors. 

 

     Table 5: 747A415 geometrical properties. Figure 11: 747A415 profile. Original points and parametric 

curve overlaid. Height and width not to scale. 

 
Figure 12: Geometrical and aerodynamic similarity errors between the two representations of the Nasa 747A415. 

To the left, comparisons between the vertical position of the points and the profile curvature. To the right a 

comparison between the aerodynamic properties of the two airfoils. 

 

 

Maximum Thickness 0.15 @ 37 %C 

Maximum Camber 0.03 @ 34 %C 

Trailing Edge Gap 0 %C 

Upper nose radius 2.5 %C 

Lower nose radius 0.7 %C 

Boat-Tail Angle 8.13 deg 

Release Angle 2.74 deg 
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The supercritical Whitcomb profile was possible to emulate with the parameterization with 5.49 ects. As shown in 

figure 13, the largest error was at the trailing edge lower side where the original dataset a discontinuous 

curvature. Still the aerodynamic similarity was good with drag being within 5 drag counts for most CL’s. 

 

     Table 6: Whitcomb geometrical properties. Figure 13:Whitcombe profile. Original points and parametric 

curve overlaid. 

 

Figure 14: Geometrical and aerodynamic similarity errors between the two representations of the Whitcomb 

profile. To the left, comparisons between the vertical position of the points and the profile curvature. To the right a 

comparison between the aerodynamic properties of the two airfoils. 

 

Maximum Thickness 0.11 @ 36 %C 

Maximum Camber 0.02 @ 84 %C 

Trailing Edge Gap 0.05 %C 

Upper nose radius 2.4 %C 

Lower nose radius 2.6 %C 

Boat-Tail Angle 4.67 deg 

Release Angle 17.95 deg 
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Figure 15 below show the pressure distribution on the top and bottom sides of the Naca747A415 profile at CL =0.3 

for both original data and parameterized airfoil .Additionally, the skin friction coefficient of the top side skin is 

shown for both airfoil representations. For both aerodynamic properties a good agreement between the two 

representations can be found. 

 

Figure 15: Pressure distribution and upper skin friction distribution of the two airfoil representations. 

It’s also interesting to look at a larger population of airfoils. 28 different classical airfoils have been parameterizes 

and analysed. The distribution of their geometrical model error is shown below in figure 16 for the profiles 

modeled so far. Most of the airfoils have an RMS error smaller than 0.0005, or half a millimeter to a meter chord. 

 

Figure 16: RMS error distribution for 28 parameterized profiles. 
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Conclusion 
The proposed parameterization offers a stringent way of representing known airfoils without the 

problems of a finite number of coordinate points in a list or with the limitation of round-off and 

truncation errors in the number of decimals in the coordinates themselves.  

Furthermore the proposed parameterization offers a way of continuously optimize an airfoil shape 

without the discrete changes occurring when going from one airfoil to the next. 

Most known airfoils seem to be possible to parameterize with good geometrical and aerodynamic 

similarity with their original point-cloud representations. 

Discussion 
A further aerodynamic study should be performed to investigate any difference other aerodynamic 

phenomena. Notably stall angle of attack and post-stall behavior, which cannot be captured well with 

XFOIL. Likewise High speed shock formation similarities needs to be assessed before this parametric 

wing profile description can be adopted for wide scale airfoil interpolation. 

The method as described does not require C2 continuity at the top and bottom points. Adding this 

constraint to the method will reduce the number of free parameters with two, and also give a more 

traditional curvature continuity. However, the geometrical fitting of known airfoils would suffer in 

having a higher geometrical error. –For most known airfoils tested, the optimized curvature is indeed 

discontinuous, but with a very small step. This discontinuity does not appear to have a significant impact 

on the aerodynamic performance of the parameterized airfoil. 
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Abstract

Aircraft conceptual design often focuses on un-
conventional configurations like for example for-
ward swept wings. Assessing the characteristics
of these configurations usually requires the use
of physic based analysis modules. This is due
to the fact that for unconventional configurations
no sufficient database for historic based analysis
modules is available.

Nevertheless, physic based models require a
lot of input data and their computational cost can
be high. Generating input values in a trade study
manually is work-intensive and error-prone.

Conceptual design modules can be used to
generate sufficient input data for physic based
models and their results can be re-integrated into
the conceptual design phase. In this study a di-
rect link between a conceptual design module
and an aerodynamic design module is presented.
Geometric information is generated by the con-
ceptual design module and the physic based re-
sults, in form of the Oswald factor, are then fed
back.

Apart from the direct link, an equation for de-
termination of the Oswald factor is derived via a
Symbolic Regression Approach.

1 Introduction

At early stages of design large parts of the over-
all costs are fixed, since decisions have a major
influence on the global configuration, [1]. It is
therefore important to determine the characteris-
tics of an aircraft as early and accurately as pos-
sible.

In a simplified treatment, analysis modules can
be grouped into historic and physic based mod-
els. Historic based models are quick to evaluate
due to their statistic approach and deliver reliable
results for conventional configurations. The nec-
essary inputs are few. Physic based models are,
depending on the level of detail, more cost inten-
sive to evaluate and require more input, e.g. a de-
tailed geometry description. Nevertheless, these
modules are more accurate, especially for uncon-
ventional configurations.

Hence, at the earliest stages of the design only
historic based models can be applied, since the
necessary input data for physic based models
is not available yet. These models are how-
ever unsuitable for most new configurations since
they are based on the existing design space, and
can not be used for assessment in the diverging
phases of design, [2]. At this point in time, un-
conventional configurations should already be a
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part of the design space. In a simplified declara-
tion, historic models are categorized in concep-
tual design and physic based models in prelimi-
nary design.

The question arises whether it is possible to
close the gap between conceptual and prelimi-
nary design, i.e. historic and physic based analy-
sis. Preferably this should be accomplished in an
automated manner, to make the results of physic
based analysis available at an earlier point of the
design.

C
P
A
C
S

AerodynamicsConceptual

Feedback
Loop

Knowledge
Base

Requirements

VAMPzero

Fig. 1: Multi-Fidelity Process

Within this study a central model approach
(CPACS) is proposed that combines a historic
based conceptual design module (VAMPzero)
with a physic based aerodynamic module (LIFT-
ING_LINE), [3, 4]. As use-case the calculation
of the Oswald factor is chosen. On a first step,
a set of requirements is defined and fed into the
conceptual design tool. With knowledge based
engineering techniques a detailed geometry defi-
nition is derived from the conceptual design and
stored in the central model data format. The aero-
dynamic module is linked to the central model
and triggered without further user input. The re-
sulting aerodynamic performance map is subse-
quently reduced to the Oswald factor and reused
within the conceptual design module. Provided
that a sufficient number of trades is carried out,
a symbolic regression approach, [5] is applied to
derive new conceptual design methods from the
multi-fidelity loop, as displayed in Figure 1.

The paper is grouped into six sections: This
section gives a short introduction. Section 2 elab-
orates on existing methods for the determination
for the Oswald factor in conceptual design. The
proposed design environment is described in Sec-

tion 3. A trade study is then carried out and ex-
amined in Section 4. Finally, a discussion of the
results is given in Section 5 and some conclusions
and an outlook in Section 6.

2 State of the Art

In this section an overview is given for the calcu-
lation of the Oswald factor (e) in conceptual and
preliminary design. The Oswald factor is needed
for the estimation of the lift induced drag (CDI ),
whereas drag due to lift (CDL) in this paper is
meant to take into account lift induced drag and
drag due to viscous forces (CDV ). The calculation
of the wave drag (CDW ) is not considered any fur-
ther. The lift induced drag in conceptual design
is usually noted as in Eq. 1:

e =
1

πAR
C2

L

CDI

(1)

Additionally, the drift for the zero lift angle of
attack (CL0) needs to be taken into account. Fur-
thermore, local lift distributions may result in lift
induced drag even if the overall lift sums up to
zero, e.g. for twist distributions. Therefore a pa-
rameter for induced drag at zero lift (CDI0) is in-
troduced. Equation 1 is then extended to Eq. 2:

e =
1

πAR
(CL −CL0)2

(CDI −CDI0)
(2)

The first outlined approach originates from
Raymer and is based on the aspect ratio (AR) and
the leading edge sweep angle of the wing (Λ), [6].
Two different equations valid for unswept (Eq. 3)
and swept (Eq. 4) wings are defined.

e = 1.78(1 − 0.045AR0.68) − 0.64 (3)

e = 4.61(1 − 0.045AR0.68)(cos(Λ))0.15 − 3.1 (4)
with Λ > 30

These equations can be evaluated quickly as
the number of variables is low. Drawbacks exist
because the design space is limited to a specific
area via the limitations on the leading edge sweep
angle.

An approach by Howe (Eq. 5) takes into ac-
count additional parameters like the flight Mach
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number (MN), the taper ratio (λ) and the thick-
ness to chord ratio (t/c), [7]. The equations de-
rived by Howe are defined for drag due to lift and
it is hard to extract an exact formulation for the
Oswald factor. Nevertheless, they are included in
this overview to display complex symbolic equa-
tions known in conceptual design as we will de-
rive such an equation at a later point of this study.
The functions for the taper ratio and aspect ratio
are given in Eq. 6 and Eq. 7:

CDI =
(1 + 0.12M6

N)
πAR

(5)[
1 + g(AR) +

0.142 + AR f (λ)(10t/c)0.33

cos(Λ)2

]
f (λ) = 0.005

[
1 + 1.5(λ − 0.6)2

]
(6)

g(AR) =
0.1

(4 + AR)0.8 (7)

A semi physic based approach is described by
Jenkinson for the induced drag utilizing lifting-
line theory, [8, 9]. The approach leads to a func-
tion (C1) depending on the taper ratio and aspect
ratio, as shown in Figure 2.

Fig. 2: C1 depending on λ and AR, from [8]

Subsequently, the results are corrected for con-
ventional (Eq. 8) and CFD (Eq. 9) wing design
so that e results in C2 over C1. For the change in
drag due to lift due to viscous forces a formula-
tion is used that is based on the zero lift drag.

C2 = 1.235 − 0.0245AR (8)
C2 = 1.113 − 0.0116AR (9)

The results from Jenkinson already implement
a physic based model. In this study this appraoch

will be extended by a set of relvant vaiables with
their corresponding formulation.

3 Design Environment

In a generalized manner, a distributed design en-
vironment consists of three components. The
basis for all communication is a common lan-
guage that is achieved via a central model ap-
proach. The second component is a set of analy-
sis modules that can exchange information using
the common language. The benefits of using a
central model are depicted in Figure 3. Due to
the fact that communication now only exists be-
tween the analysis modules and the central model
the number of interfaces decreases. Additionally,
interaction between the analysis modules is de-
creased in a way that different modules can be
utilized for similar tasks. For example a fuse-
lage weight prediction can be made using a his-
toric based or a physic based, either beam or
shell, model. Regardless from the chosen anal-
ysis strategy, the fuselage mass is included in the
overall design and available for further modules.

Folie 15
Aeroconf 2011 > Daniel Böhnke > 09.03.2011

CPACS

► n(n-1) ► 2n

Fig. 3: Central Model Approach

This process of communication is guided by an
engineering framework. The engineering frame-
work also takes over general tasks like process
control and optimization. As can be seen from
Figure 1, in the current study the Common Para-
metric Aircraft Configuration Schema (CPACS)
is used as the central model and VAMPzero and
LIFTING_LINE as the analysis modules. For the
engineering framework the Remote Component
Environment (RCE) is used.

3.1 CPACS

Since 2005 CPACS is under development at
DLR, [3]. It is a XML-based definition of the
air transportation system. Historically, the fo-
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cus is set on aircraft nevertheless the bandwidth
of applications spreads from conceptual and pre-
liminary aircraft design to climate impact mod-
eling and engine design, [4, 10, 11]. Using a
central model enables an easy communication for
designers as the underlying model stays the same.
Additionally, tool development becomes more ef-
ficient as core tasks can be unified. For exam-
ple CPACS comes with supplementary libraries
for geometry handling and visualization as well
as CPACS specific XML functionalities. Further-
more, XML toolboxes are available for most pro-
gramming languages both commercial and open
source. One important feature of CPACS is the
handling of product and process information, i. e.
not only the aircraft is described but also tool-
specific information to control parts of the analy-
sis process, e. g. the number of panels on a wing
for aerodynamic analysis.

Fig. 4: Baseline Geometry

In Figure 4 a sample geometry in CPACS
is displayed. This geometry is generated by
VAMPzero (s. Section 3.3) and is the baseline
for the trade study (s. Section 4). It shows a
conventional short range configuration in a quasi-
symmetrical view.

3.2 LIFTING_LINE

In the aerodynamic analysis the CPACS dataset is
imported via an interface tool to trigger the mul-
tiple lifting line program LIFTING_LINE, [9].
The interface from LIFTING_LINE to CPACS
and the interaction with other analysis modules
is outlined in more detail by Liersch et. al. in [3]

Fig. 5: Lift Distribution for Baseline Aircraft

LIFTING_LINE enables a calculation of the
lift induced drag from which the Oswald factor
is derived. A lift distribution for the baseline ge-
ometry is depicted in Figure 5.

Additionally, the outlined research benefits
from the low computing cost of a single compu-
tation. Calculation times from LIFTING_LINE
are in the order of few seconds and only minor
overhead occurs due to file transfer and model
transformation.

3.3 VAMPzero

For the purposes of DLR’s distributed multi-
disciplinary design environment a new concep-
utal design module is developed. VAMPzero is
based on handbook methods taken from well-
known design literature, [6, 7, 12]. The key mod-
eling aspects of VAMPzero are described in more
detail in [4].

In a design environment that is mostly based
on preliminary level, two possible tasks remain
for a conceptual design tool. The first one is the
initialization of the datasets. Designers usually
need to start working with only the top level air-
craft requirements (TLAR) at hand. In this case
the conceptual design code can close the gap be-
tween the TLAR and sufficient information to
trigger preliminary analysis modules.

To overcome the gap, the results from the con-
ceptual design are transferred into CPACS via
a knowledge based engineering approach. For
the conceptual design calculations and sizing
VAMPzero uses a single trapez wing shape. For
the export the wing shape can be mapped to a
double trapez with an additional rectangular sec-
tion up to the wing-fuselage intersection. Fig-
ure 6 shows the geometry. The wing planform
is described by the wing span (bW), the leading

CEAS 2011 The International Conference of the European Aerospace Societies
738



An Integrated Method for Determination of the Oswald Factor in a Multi-Fidelity Design Environment

edge sweep, the aspect ratio, the taper ratio, and
the kink ratio (ηk). The trailing edge from root to
kink is perpendicular to the fuselage. The twist
angle (ϑ) is applied in a linear distribution from
root to tip. Thickness to chord ratios at root and
tip stations are a result from VAMPzero. For
the empenage symmetrical airfoils are used. The
wing geometry is generated with NACA-6 series
airfoil. Further airfoil sets and their assortment
is an ongoing topic within the development of
VAMPzero.

Λ

b
x
y

w

ta

ti

η
k

y
f

bw

Fig. 6: Double Trapezoid Wing

Using the Π-Theorem by Buckingham dimen-
sionless parameters for the description of the
geometry can be defined as in Table 1 to de-
scribe the introduced wing geometry [13, 14].
During the mapping to CPACS Π1 to Π4 are
constant to assure geometric similarity to the
single trapez wing. Π5 and Π6 are then de-
rived for a constant wing reference area (S re f =

f
(
ti, ta, bW , η f , ηk, ϕ

)
) and the fuselage diameter.

Table 1: Dimensionless Constants
Π1 = Λ Π2 = ϑ Π3 = λ = ta

ti

Π4 = AR =
4b2

W
S re f

Π5 = ηk =
yk
bw

Π6 = η f =
y f

bw

The fuselage shape is derived from a baseline
configuration that is afterwards scaled to fit to the
results from the conceptual design. The empe-
nage is exported as is as single trapez surfaces.
In this way the conceptual design tool can gener-
ate geometries as shown in Figure 4 and all addi-
tional data to trigger a LIFTING_LINE analysis.

The second task for a conceptual design tool
in a preliminary design environment is the inte-
gration of results. Results from several higher
level analysis modules need to be aggregated to
obtain the effects on the overall aircraft configu-
ration. For example, the wing mass in the mass
breakdown is overwritten by higher level analysis
module (e.g. FEM) and VAMPzero takes these
changes into account when re-calculating the air-
craft. In the case of this study, VAMPzero inter-
prets the results from LIFTING_LINE to derive
the Oswald factor and calculate a new configura-
tion.

3.4 RCE

VAMPzero and LIFTING_LINE exchange infor-
mation via CPACS. To establish this connec-
tion also in a distributed environment where par-
allelization, optimization and design of experi-
ments are possible an engineering framework is
needed. RCE is a general engineering framework
that is specialized for this task via the Chameleon
tool suite, [15, 16]. Chameleon orginiates from
the beginnings of CPACS development within the
Technology Integration for the Virtual Aircraft
(TIVA) project and is now integrated into RCE.

RCE offers a graphical user interface to con-
nect analysis modules and run different stages of
the design process. As a first step a workflow is
set up and is sent to executing computers. All in-
formation created during the analysis, e.g. inter-
mediate results, tool-specific outputs, transferred
datasets, is available via an integrated data man-
agement system.

Fig. 7: Distributed Design Environment

CEAS 2011 The International Conference of the European Aerospace Societies
739



An Integrated Method for Determination of the Oswald Factor in a Multi-Fidelity Design Environment

The integrated Chameleon tool suite enables
disciplinary experts to wrap their tools in the dis-
tributed design environment. Global operations
like file transfer, remote execution and XML-
mappings, as well as local operations like the
interpretation of CPACS files are supported by
Chameleon. Addtionally, a geometric library of-
fers CPACS-specific operations to extract infor-
mation from datasets.

3.5 Eureqa

The goal of this study is to derive a method for
determination of the Oswald factor that is both
accurate and available at low computational cost.
Symbolic regression is a suitable tool to find
equations from experimental data, [5].

The input for Eureqa, the symbolic regression
toolbox used in this study, consists of a set of in-
put variables along with the corresponding exper-
imental results. Additionally, mathematical oper-
ators are specified that shall be used in the equa-
tion. Several combinations of operators and vari-
ables are then generated by a genetic algorythm
to find a suitable approximation in form of a sym-
bolic equation. Derived equations are rated for
their complexity and fit.

In the current study Eureqa is used as a post
processor. Future research might include it in
the calculation loop. In this way Eureqa can de-
fine new design points where the current solution
does not fit to the design space. Therefore the
number of necessary runs could be decreased.

4 Trade Study

The baseline configuration for this study is a sin-
gle aisle (nPAX = 150), medium range (R =

3000km, Mach = 0.78) aircraft.
To determine the effects of different parame-

ters on the lift induced drag, design variables are
varied as shown in Table 2. Due to the fact that
the number of dimensions and the range of the
variables are large, a full factorial design is un-
suitable. Instead the design space is explored by
Latin-Hypercube sampling. Apart from the spec-
ified values for the baseline configuration the ref-
erence area for the wing is kept constant.

Table 2: Design Space
Variable Symbol Range
Sweep Angle Λ -20.0 - 30.0
Aspect Ratio AR 6.0 - 16.0
Taper Ratio λ 0.1 - 0.6
Twist Angle ϑ -10.0 - 0.0
Kink Ratio ηk 0.2 - 0.4

In a distributed design environment one has
to cope with the drawbacks of data transfer and
interpretation. This leads to some overhead in
the calculation time. Nevertheless, more time is
spent on the symbolic regression and post pro-
cessing as the runtimes of VAMPzero and LIFT-
ING_LINE are low.

The trade study is grouped into two parts. In
the first part design variables are varied indepen-
dently from each other. These calculations are
used as control data and the analysis of the ef-
fects from the different input variables benefits
from the transparency of this setup.

The second part of the study consists of a
Latin Hypercube sampling in the complete de-
sign space. Subsequently, a symbolic regression
approach is applied to the results to derive an
equation for determination of the Oswald factor.
The results of the symbolic regression are then
compared to the control data.
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Fig. 8: Trade Study Results

In the first part the baseline parameters (Λ =

28, AR = 9.5, λ = 0.2, ϑ = −2, ηk = 0.35) are
kept constant and only one design variable is var-
ied. The results are displayed as baseline (BL)
in Figure 8. Additionally, a set of the trades was
carried out with a single trapez geometry. The pa-
rameters are varied in the same design space but
the wing is unswept and untapered, i.e. Λ = 0,
AR = 9.5, λ = 1, ϑ = 0. For the singe trapez the
kink parameter is ignored. The results are marked
as (SW) in Figure 8. All plots are made on the
same scale to illustrate the impact on the lift in-
duced drag in comparison. Displayed values are
shown for a constant lift coefficient (CL = 0.5).
These parts of the trade study serve as the con-
trol data for the derived equation from the Latin-
Hypercube sampling.

The second part consists of the previously
named Latin-Hypercube sampling. A number

of 500 samples throughout the complete design
space is calculated. The data from this sampling
is fed into a symbolic regression toolbox to de-
rive a symbolic formulation for the lift induced
drag in dependence on the design variables.

For comparison of the method these simplified
graphs are shown as SR in Figure 8. The sym-
bolic formulations are noted in Eq. 10. The solu-
tion derived from the Latin-Hypercube sampling
is valid in the full range of the design space.

5 Discussion

This chapter contains a discussion of the results
found from Figure 8 as well as more general re-
view of the introduced design environment and
calculation strategy.

For the wing sweep the minimum for the lift
induced drag for the single trapez is at a forward
swept position. The double trapez minimum lies
at approximately Λ = 23. The difference in the
results can be explained by the additional taper
for the double trapez wing that already shifts the
load distribution in spanwise direction.

The results for the aspect ratio both for the
single and the double trapez wing show similar
trends. As the results are plotted for the lift in-
duced drag the influence of the aspect ratio is
increased, see Eq. 1, where the Oswald factor
is now also a function of the aspect ratio. At
medium aspect ratios the derived equation over-
predicts the lift induced drag.

Curves for the taper ratio align at smaller ta-
per ratios. For the unswept wing the minimum
lift induced drag is located at taper ratios larger
than the considered design space. The minimum
for the unswept single trapez lies within the de-
sign space but sensitivity is low compared to the
aspect ratio. For larger taper ratios the derived
equation produces higher values of lift induced
drag.

Twist is applied linear on both wings. For
the double trapez there are three twisted sec-
tions: fuselage section, kink section and tip sec-
tion. The single trapez wing is only twisted at the
tip. For the double trapez the lift induced drag
can not be decreased by additional twist. A cou-
pling with a structural tool would give more de-
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e = 0.04 − 0.0007AR − 0.00019Λϑ + λ0.03 cos(0.16 − 0.0007ARΛ − 0.0007ARΛη − 0.55λ) (10)

tails on the benefits from twist due to load reduc-
tion at the tip. The single trapez wing can still
benefit from the twist. The fitted curve is in ac-
cordance with the baseline. The twist has a high
influence on CDI0 . The aerodynamic (in)efficency
can therefore not be described by the Oswald fac-
tor alone.

As already mentioned, the change in the kink
ratio only applies to the double trapez wing. The
more the kink moves outward the higher the lift
induced drag. This is due to the fact that the
inward area increases rapidly in comparison the
outer part of the wing. The symbolic regression
constantly over estimates the lift induced drag.

The plots show a good agreement between the
derived equations and the single parameter varia-
tions. The root mean squared error for the Os-
wald factor is 0.011. This gives confidence to
implement the derived equation (Eq. 10) into the
conceptual design tool VAMPzero. As all param-
eters that are needed to generate the higher level
geometry are avaiblable in VAMPzero no addi-
tional customizations of the code are necessary.

The outlined study focuses on the interaction
of analysis modules on different levels of fidelity.
As it was desired to derive a new calculation
method in a large design space the number of de-
sign evaluations was high. In this case the study
benefitted from the fact that LIFTING_LINE of-
fers a physic based approach at low computa-
tional cost. It is questionable at which cost a sim-
ilar appraoch is possible with higher detail mod-
els, e.g. CFD.

Integration of higher level analysis modules of-
ten is done using response surface models. In this
way the computational time is kept low, as most
of it is spent a-priori. Within the outlined method
this approach is possible as seen from the derived
equation. Additionally, the direct link between
VAMPzero and the disciplinary analysis module
LIFTING_LINE is existent and needs to be trig-
gered as soon as the design space is enlarged

It is shown that the derived equation from the
symbolic regression approach fits well to the con-

trol data. It is assumed that reliable results can be
obtained within the area of the design space. A
detailed assumption on the validity of the equa-
tion outside of the design space is not yet given.

Finally, it is possible to automize large parts of
the analysis chain. Nevertheless the extraction of
knowledge is not yet possible in a similar way.
This is due to practical reasons, as the process
works also well regardless of faulty data. For val-
idation and verification the Engineer in the Loop
is a necessity.

6 Conclusion

The current study outlines a methodology to de-
rive the Oswald factor in a multi-fidelity envi-
ronment. This methodology can be extended for
different use cases targeting single higher fidelity
analysis modules, e.g. for mass estimation. For
future research the target is to analyze couplings
of higher fidelity tools, as for example in aeroe-
lastics, and try to reflect these couplings also on
the level of a simple analysis module such as
VAMPzero. These coulings are not necessarily
limited to different disciplines but may also cou-
ple analysis modules of different fidelity levels.

Within the outlined approach the curse of di-
mensionality is of crucial importance, [17]. Due
to the fact that the number of design variables
is usually beyond two, the number of calculation
runs increases rapidly. Determining the number
of required runs for a good fit is currently only a
smart guess. Integrating the symbolic regression
toolbox into the design loop may give the chance
to optimize this process. The symbolic regression
algorithm is capable of deriving new experiments
at locations in the design space where the current
error is high. Starting from a small number of
calculation, e.g. a full factorial design only on
the outer limits of the design space, the design
loop could be configured until the overall error
reaches a certain minimum.
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Abstract 

The paper deals with the design of the all 
electric Secondary Power System of a future 
advanced MALE UAV (Fig. 1 and Fig. 2), which 
weights less than 4000 kg, flies at 14000 m of 
altitude and has an endurance of more than 30 
hours. Two main modes of operations have been 
envisaged for the aircraft: the normal mode of 
operation, during which it performs a typical 
surveillance and monitoring mission, and the 
emergency 1 mode of operation, that lasts up to 
2 hours, thanks to the aircraft high aerodynamic 
efficiency. The paper presents the refined 
Hybrid Fuel Cells configuration of the 
Secondary Power System of the reference 
MALE UAV, named SAvE aircraft. The results 
obtained from the virtual tests within the 
Integrated Simulation Environment are shown 
and discussed. 

1 Introduction 

SAvE (Systems for UAV Alternative 
Energy) is a research project, that was funded in 
2007 by Piemonte Regional Government, Italy, 

and was assigned to Politecnico di Torino and 
Alenia Aeronautica. The project started in 
October 2007 and ended in April 2011. Aim of 
the project has been the study of new, more 
efficient, more effective and more 
environmentally friendly on board systems for 
future advanced Unmanned Aerial Vehicles 
(UAV), particularly for future advanced 
Medium Altitude Long Endurance (MALE) 
UAVs. The Secondary Power System, applying 
the all-electric philosophy, has been the primary 
field of research of the SAvE project. However, 
all other on board systems have also been 
considered either because of their close 
connection with the Secondary Power System or 
because they represent crucial interfaces, thus 
being a source of requirements and constraints. 

The paper deals with the design of the all 
electric Secondary Power System of the SAvE 
aircraft, a future advanced MALE UAV, which 
weights less than 4000 kg, flies at 14000 m of 
altitude and has an endurance of more than 30 
hours. 

The reference mission profile is illustrated 
in Fig. 1. The 3D CAD model of the aircraft [1], 
that includes the structures, the engines, the 
landing gears and the fuel system, is shown in 
Fig. 2, while Fig. 3 depicts the installation of 
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avionics equipment and of all electric secondary 
power system components of the Hybrid Fuel 
Cells configuration of the SAvE aircraft. 
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Fig. 1. SAvE reference mission profile 

 

 
Fig. 2. 3D CAD model of SAvE reference aircraft 

 

 
Fig. 3. Installation of the avionic equipment and all 

electric secondary power system components: Hybrid 
Fuel Cells configuration 

 
Taking into account the different mission 

phases of the reference mission profile (engine 
start, taxing, take-off and first climb, climb 
3000-7000 m, climb 7000-14000 m, cruise, 

descent 14000-7000 m, descent 7000-3000 m, 
approach and landing) and the various avionics 
equipment used in each mission phase, 
depending on the considered mode of operation, 
the electrical loads per each mission phase can 
be estimated [2]. 

 

 
Fig. 4. Electrical loads per each mission phase for 

different modes of operation 

 
Fig. 4 illustrates the electrical loads per 

each mission phase for different modes of 
operation: the normal and the emergency 1 
mode of operation [3]. In normal mode the 
planned mission (surveillance) is regularly 
performed, whereas in the emergency 1 mode 
the planned mission is aborted and the aircraft 
starts immediately the descent. Apart from 
normal and emergency 1 mode of operation, 
also emergency 2 mode has been envisaged for 
the SAvE aircraft. Unlike emergency 1 mode of 
operation, which allows performing a controlled 
descent to a Dedicated Crash Site (DCS) or to 
approach an emergency landing, the emergency 
2 mode allows performing only an uncontrolled 
descent to the Open Country (OC). In particular 
in emergency 1 mode of operation the glide 
duration increases, thus extending the time 
available (about two hours have been estimated 
from the cruise altitude) to choose the right spot 
and to make the aircraft land there safely, 
without damaging any people or infrastructures. 
As it can be noted from Fig. 4, peaks of electric 
loads are expected during climb from 3000 to 
7000 m and during descent from 7000 to 3000 
m. These peaks are mainly due to the possibility 
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of using the electric anti-ice system for the Pitot 
Static System and the propellers, besides the 
Goodrich system for the wing de-icing [4]. 
Eventually comparing the graphs for the normal 
and the emergency 1 modes, it can be 
highlighted that smaller electric loads are 
estimated for the emergency mode because 
some mission specific avionics equipment are 
turned off. Because of the high electric loads for 
quite a long time, the emergency is the crucial 
mode of operation of this aircraft and it has to 
be coped with innovative technologies. 

Before describing the secondary power 
system, it is worth saying that the SAvE aircraft 
shall be designed with a cumulative probability 
to lose the system of 5*10-6 per flight hours or 
less, which is compliant with the standard 
Italian military requirement. The architecture of 
the secondary power system shall have an 
adequate level of redundancy to approach the 
safety design objective of 5* 10-8 per flight 
hours, as a consequence of the above mentioned 
safety requirement. 

After a thorough trade-off analysis between 
alternative configurations of the all electric 
Secondary Power System, the Hybrid Fuel Cells 
configuration has been selected as the most 
promising [5]. The architecture of the Hybrid 
Fuel Cells configuration in normal mode of 
operation is shown in Fig. 5. 

 

 
Fig. 5. Hybrid fuel cells configuration architecture – 

Normal mode of operation 

 
In normal mode of operation both the fuel 

cells and the starter/generators supply all 
aircraft buses with the electric power. Since the 
fuel cells work in parallel with the 
starter/generators to provide the aircraft with the 

entire electric power, the electrical loads have 
been split into essential, shedding and 
emergency buses. Unlike the normal mode of 
operation, in emergency 1 mode of operation 
the fuel cells supply all users with the total 
amount of electric power. Batteries are used for 
engines start-up and to absorb power peaks. 

2 Methodology 
Detailed investigations to find the best way 

to supply the aircraft with secondary power, 
considering the various suppliers 
(starter/generators, batteries and fuel cells) in 
different modes of operations, have then been 
performed thanks to the Integrated Simulation 
Environment [7], where physical, functional and 
mission scenario simulations continuously 
exchange data and results. In particular the 
Integrated Simulation Environment integrates 
the SAvE Aircraft Model, the Thermal Model 
and the Mean Value Electrical Model [8] [9] 
and allows simulating a complete 30 hours 
mission of the aircraft, either with conventional 
configurations or with the Hybrid Fuel Cells 
configuration. The SAvE Aircraft Model 
simulates the dynamic behaviour of the whole 
aircraft and allows simulating a typical aircraft 
mission. The Thermal Model allows estimating 
dynamically the superficial temperature of the 
avionic equipment, which are installed on board 
the aircraft, and the mean temperature inside the 
aircraft, throughout the mission. Eventually the 
Mean Value Electrical Model allows estimating 
the electrical power consumption of the 
systems, which are installed on board the 
aircraft, and the mean power generation by 
means of generators and fuel cells. Fig. 6 
illustrates the integration of the different models 
to constitute the Integrated Simulation 
Environment and shows all data exchanged 
between the models. The Integrated Simulation 
Environment allows simulating a complete 
mission of the SAvE aircraft, as well as the 
failure of its electrical sources during flight, 
thus making it possible to get detailed 
information on the duration and on the flight 
controllability of emergency modes of 
operation. The Integrated Simulation 
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Environment takes into account the variation 
with time of weights and electrical loads and it 
allows to investigate how these variations affect 
the aircraft performance and, particularly, to 
estimate the impact of the various Secondary 
Power System configurations in terms of 
environment (fuel consumption) and 

performance. Moreover, thanks to the Integrated 
Simulation Environment, it is possible to size 
more accurately the Secondary Power System 
components (electric machines, fuel cells, 
batteries, etc.) and the consumables (H2, diesel), 
that have to be stored on board. 

 
 

 
Fig. 6. Integration of the Electrical, Aircraft and Thermal model to constitute the Integrated Simulation 

Environment 

 
 
The detailed investigations, to find the best 

way to supply the aircraft with the secondary 
power, have been carried out through various 
tests of SAvE aircraft in different working 
conditions. All tests have been performed 
through the Integrated Simulation Environment 
and have led to the refinement of the Hybrid 
Fuel Cells configuration. Main purpose of the 
tests has thus been the optimization of the Fuel 
Cells System parameters, in order to maximize 
the Fuel Cells System efficiency, ηSystemFC (the 

ratio of the net energy supplied by the fuel cells, 
i.e. the energy supplied by the fuel cells, EFC, 
minus the energy absorbed by the compressor, 
ECOMPR, and the calorific power due to H2 
consumption, PH2, see Eq. 1), according to 
different flight phases constraints, mainly in 
terms of Fuel Cells System working conditions. 
The Fuel Cells efficiency, ηFC (i.e. the ratio of 
the energy supplied by the fuel cells, EFC, and 
the calorific power due to the H2 consumption, 
PH2, see Eq. 2) has been also calculated. It is 
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worth remembering here that the compressor is 
used to give the fuel cells the correct air flow 
rate at high altitude where the air density 
decreases [10] [11]. 

 

2H

COMPRFC
SystemFC P

EE −
=η  

(1) 

 

2H

FC
FC P

E
=η  

(2) 

 

 
Fig. 7. Definition of the system energies 

 
Fig. 7 sums up the relationships between the 

whole energy and the net energy supplied by the 
fuel cells (expressed, respectively as EFC and 
ENet Total in Fig. 7), the energy absorbed by the 
compressor (expressed as ECompressor in Fig. 7), 
the energy supplied by the generators, EGenerator 
and the energy absorbed by the users, Euser. 

The maximization of the Fuel Cells System 
efficiency allows maximizing the energy that 
can be provided by a certain amount of 
hydrogen consumption. In order to maximize 
the Fuel Cells System efficiency, the key 
parameters have been the compressor and Fuel 
Cells working conditions, specifically (see 
Table 1): 
 the Fuel Cell’s inlet pressure, PinputFC. 
 The ratio between inlet oxygen and 

consumed oxygen, λ. The value of this 
parameter ranges between an upper limit, 
due to NACA air intakes, high power 
consumption and low humidification 
problems, and a lower limit, due to chemical 
and physical reasons. 

 The percentage of the aircraft electric power 
supplied by the Fuel Cells. 

Purpose of the tests has been the choice of 
the best values of the key parameters (input 
parameters for the simulation, as reported in 
Table 1) for every mission phase performed by 
SAvE aircraft. 

The methodology that has been adopted to 
perform the tests can be summed up by the 
following steps: 
 all tests have been performed considering 

the Hybrid Fuel Cells configuration; 
 the whole mission has been split into various 

phases; 
 each mission phase has been performed in a 

pre-defined mode of operation; 
 each mission phase has been simulated quite 

a few times with different sets of input 
parameters; 

 the best set of input parameters, that 
guarantee the maximization of the Fuel 
Cells System efficiency, can then be chosen. 

In particular the following mission phases 
performed in pre-defined modes of operations 
have been envisaged: 
 climb from ground level to 3000 m in 

normal mode of operation; 
 climb from 3000 m to 7000 m in normal 

mode of operation; 
 climb from 7000 m to 14000 m in normal 

mode of operation; 
 descent from 14000 m to 7000 m in 

emergency 1 mode of operation; 
 descent from 7000 m to 3000 m in 

emergency 1 mode of operation; 
 descent from 3000 m to ground level in 

emergency 1 mode of operation; 
 descent in emergency 2 mode of operation; 
 cruise in normal mode of operation. 

The flight phases of climb (in normal mode 
of operation) and descent (in emergency 1 mode 
of operation) have been simulated first, in order 
to estimate the hydrogen and fuel consumed. 
Then, on the basis of the remaining amount of 
hydrogen, the refinement of the cruise flight 
phase has been accomplished, in order to obtain 
the maximum energy, which the Fuel Cells 
System would be able to supply. 
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Table 1. Test for Normal mode climb 3000-7000 m 

 
 
Table 1 reports the various sets of input 

values and the results obtained for the tests 
performed during climb between 3000 and 7000 
m in normal mode of operation. As it can be 
noted from Table 1, where the column of the 
selected test has been highlighted in green, the 
first test has been chosen and its input 
parameters have been considered the best set for 
the climb phase between 3000 and 7000 m in 
normal mode of operation. It is worth noting 
that, even though in this case the Fuel Cells 
System efficiency is slightly less than in all 

other runs, the test has been selected as the best 
one because the higher value of the Fuel Cells 
System efficiency of all other runs is due to a 
higher contribution of energy supplied by the 
generator and absorbed by the compressor. In 
fact in the first test the energy supplied by the 
generators is the lowest. In particular Fig. 8 
shows the variation with time of the Fuel Cells 
System (blue line) and the Fuel Cells (red line) 
efficiency during climb between 3000 and 7000 
m in normal mode of operation. As it can be 
noted, the Fuel Cells efficiency remains higher 
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than the Fuel Cells System efficiency 
throughout the phase because of the energy 
absorbed by the compressor. 

Other tests have also been performed, in 
order to estimate the main aircraft performance, 
like maximum endurance and range in case of 
failures of both engines at different altitudes, 
when emergency conditions can occur. 

 

 
Fig. 8. Fuel Cells System Efficiency and Fuel Cells 

efficiency (medium Fuel Cells Efficiency) 

 
 

 
Table 2. Tests results 

 
 
Eventually Table 2 highlights the best set of 

values of key parameters per each mission 
phase. It is worth underlying that the fuel cells 
have been modeled to work in low pressure 
environmental conditions (0,7 bar). The results 
obtained are coherent with the state-of-the art 
literature; however experimental tests would be 
quite useful to validate the analytical models. 

3 Results 
After selecting the most appropriate set of 

key parameters to maximize the Fuel Cells 
System efficiency, a complete standard SAvE 
mission (see Fig. 9), which aims at surveying 
and monitoring the territory of Piemonte, have 
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been simulated in the Integrated Simulation 
Environment. 

Initial conditions are expressed in terms of: 
 IAS, Indicated Air Speed; 
 aircraft zero fuel weight, fuel weight and 

H2 (maximum 9,2 kg) weight; 
 position of flaps and of landing gear; 
 aircraft position: altitude, latitude, 

longitude and heading. 
Moreover waypoints have also to be initially 

set for automatic navigation and the fuel cells 
working conditions have to be defined per each 
mission phase according to the results shown in 
Table 2. 

 

 
Fig. 9. Example of standard SAvE mission 

 
Fig. 11 shows a typical screen shot of the 

mission simulation in normal mode of 
operation, while Fig. 10 and Fig. 12 illustrate 
examples of results obtained. 

Fig. 10 shows the electrical power generation 
throughout the mission: in particular the red line 
depicts the total electrical power supplied by all 
power sources on-board the aircraft, the light 
blue line depicts the electrical power supplied 
by the fuel cells, the dark blues line depicts the 
electrical power supplied by the generators and 
the green line depicts the electrical power 
supplied by the batteries. 

 

 
Fig. 10. Line 1: Electrical power generation 

 
It is important to notice that during climb and 

descent, the whole electrical load is supplied by 
the fuel cells (see also Table 2), while during 
cruise, the electrical load is shared between 
generators (about 30% of the whole load) and 
fuel cells (about 70% of the whole load). 

Fig. 12 shows the avionic elements thermal 
profile throughout the mission. Attention has to 
be paid to the phases of climb and descent, 
when the external air parameters change rapidly. 
Apart from WBDL_SAT_HVPS (Wide Band 
Data Link_Satellite), all avionic equipment 
reach a temperature lower than 80 °C (the 
maximum allowable temperature for a correct 
working compliant with components 
specifications): for this component, a loop heat 
pipe toward an heat sink may be used. 

Eventually Fig. 13 illustrates the flight path 
of SAvE aircraft in emergency 1 mode of 
operation. It is worth noting that this is a 
predefined flight path to let the aircraft approach 
an emergency landing. Fig. 14 illustrates the 
electrical power generation as a function of time 
for the line 2 of the aircraft. The following 
considerations can be made: 
 the emergency 1 mode of operation starts at 

the beginning of the simulation at about 
14000 m of altitude; 

 the two shedding buses are cut off; 
 the line 1 does not supply the system; 
 the line 2 fuel cell supply the whole system; 
 the batteries do not contribute to the supply 

of electrical power. 
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Fig. 11. Screen shot of the mission simulation in normal mode of operation 

 

 
Fig. 12. Avionic elements temperature during whole mission (without WBDL_SAT_HVPS heat dissipation) 
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Fig. 13. Screen shot of the flight path in emergency 1 

mode of operation 
 

 
Fig. 14. Electrical power generation vs time for line 2 

in emergency 1 mode of operation 

4 Conclusion 

The paper presents the refined Hybrid Fuel 
Cells configuration of the all electric Secondary 
Power System of a future advanced MALE 
UAV, named SAvE aircraft. The results 
obtained from the virtual tests within the 
Integrated Simulation Environment show that 
the fuel cells, with the appropriate set of key 
parameters are able to supply about 70% of the 
entire electric load during cruise and 100% of 

the electric load during climb and descend in 
normal mode of operation. Even though these 
results are encouraging, specific experimental 
tests of fuel cells working at high altitude are 
recommended to validate the analytical and 
numerical models. 
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Abstract  
A research is being carried out  aiming at the 
design of Very-Long Endurance Solar Powered 
Autonomous Stratospheric UAV (VESPAS-
UAV) and manufacturing of solar powered pro-
totype. The flying model SESA (Small Electric 
Solar Unmanned Airplane) was manufactured 
to carry out several experimental flight test with 
a small UAV and to demonstrate some critical 
technologies and applications (high efficiency 
solar cells, electric brushless motor, controllers,  
etc). SESA, powered by solar energy, made its 
first flight representing the first Solar powered 
light UAV (weight 35kg, Payload 5-6 kg) flying 
in Europe. Several flight tests were successfully 
carried out by POLITO on the two-seat aircraft 
RAPID200-FC, first all-electric aeroplane 
worldwide powered by fuel cells. The power 
(max 40 kW) was supplied either by the Fuel 
cells (20 kW) and by the Main Battery System 
(only for climbing phase) installed onboard. Six 
test flights were successfully carried out show-
ing the positive handling qualities and satisfac-
tory engine performances of this airplane. 

1 Introduction  
The total UAV market is growing at a rapid 
pace and it is imperative that the European 
community should make a serious effort to at-
tain a significant segment of this market.  The 
wide range of applications for civilian UAVs, 

will open up a variety of markets for potential 
sales and economic growth. The Scientific 
Community could benefit in many ways from 
employing UAVs in the civilian sphere. The 
utilisation of UAVs for border and costal pa-
trol, homeland security, maritime surveil-
lance, forest fires mapping,  real-time moni-
toring of seismic-risk areas, volcanoes erup-
tion, etc, “Eye-in-the-sky” surveillance, will al-
low better law-enforcement in the protection of 
citizens and integrity of the borders and will as-
sure the public is aware of imminent disasters 
and can prepare for their occurrence.   
In Sept. 2010, the Boeing Company signed an 
agreement with the U.S. DARPA to develop and 
fly the SolarEagle unmanned aircraft for the 
Vulture II demonstration program. Under the 
terms of the $89 million contract, SolarEagle 
will make its first demonstration flight in 2014. 
"SolarEagle (Fig. 1) is a uniquely configured, 
large unmanned aircraft designed to eventually 
remain on station at stratospheric altitudes for at 
least five years. “That's a daunting task, but 
Boeing has a highly reliable solar electric design 

          
Fig. 1 – SolarEagle, Boeing 
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that will meet the challenge in order to perform 
persistent communications, intelligence, surveil-
lance and reconnaissance missions from alti-
tudes above 60,000 feet." (Pat O'Neil, Boeing 
Phantom Works). 
 Under the coordination of the first author, a re-
search is being carried out since 1996 aiming at 
the design of Very-Long Endurance Solar 
Powered Autonomous Stratospheric UAV 
(VESPAS-UAV) and manufacturing of solar 
powered prototype. This could play the role of 
pseudo-satellite, with the advantage of allowing 
more detailed land vision, due to the relative 
closeness to the land, with continuous earth ob-
servation and at a much lower cost than real sat-
ellites (Fig. 2). Several satellite systems used for 
earth observation are useless for continuous 
real-time border surveillance because of their 
limited spatial resolution. 

 
Fig. 2 – VESPAS-UAV Maritime surveillance 

All the Mediterranean Sea border, from Turkey 
to Spain could be electronically controlled by 8-
9 platforms from a high altitude (17-20 km), 
with very-long endurance (4-6 months) strato-
spheric UAV (payload up to 150-200 kg, power 
available for payload up to 1.5-2kW). It is es-
sential to control who and what enters European 
countries in order to prevent the admission of 
terrorists and instruments of terror across bor-
ders, along coastlines and harbours. Continuous 
(24h by 24h) border monitoring would be guar-
anteed and service costs and tedious work 
would be drastically reduced. A 300km diame-
ter area would be monitored by each of these 
platforms. UAVs are less expensive (800-1000 
€/flight hour) than other manned aircraft used 
for the borders surveillance (8.000 €/flight hour) 
drastically reducing service cost and tedious 
work. NO ONE real very-long endurance strato-
spheric platform is actually available in Europe. 

The main advantage of VESPAS-UAV is that 
this system has less climb and descend events, 
important when considering interference with 
the aviation traffic. Any other high-altitude 
UAV configuration for border surveillance has a 
very limited endurance (24-48 hours) that would 
drastically increase any potential collision risk 
with civil aviation traffic. A double number of 
UAVs would be requested to guarantee the sur-
veillance service, highly increasing the System 
Total Life Cycle Cost.  Any other MALE UAV 
has the disadvantage that a much higher number 
of UAVs are requested to continuously cover all 
the Mediterranean Sea, since the covered area is 
decreasing with the square value of the flying 
altitude increasing tremendously the cost. 
POLITO (Co-ordinator Prof. G. Romeo) is car-
rying on, since several years, one of the few ex-
isting world projects on solar powered aerody-
namic stratospheric platforms.  After a prelimi-
nary funding by the Italian Space Agency, a 
very great push to the project has indeed been 
obtained by the financial support received by 
the European Commission in the field of 
stratospheric platform (HeliNet, Capecon, En-
fica-FC, Tango) [1-4].  
The possibility of medium-long endurance (4-6 
months) for a stratospheric platform can be real-
ised with the application of an integrated Hy-
drogen-based energy system. It is a closed-loop 
system: during daytime, the power generated by 
thin high efficiency solar cells that cover the 
aircraft’s wing and horizontal tail supply power 
to electric motors for flying and to an electro-
lyser which splits water into its two compo-
nents, hydrogen and oxygen.  The gases are 
stored into pressurized tanks and then, during 
night-time, used as inlet gases for fuel cells 
stack in order to produce electric DC power and 
water to be supplied to the electrolyser. Since 
fuel cells represent the promise of clean and ef-
ficient power generation, they are a suitable al-
ternative to conventional energy sources. 
Within the EC funded project TANGO [4] 
(Polito Scient. Resp.: Prof. G. Romeo) the 
Heliplat UAV was analysed in cooperation with 
several satellite systems for few civil applica-
tions of the GMES (Global Monitoring Envi-
ronmental and Security) action. Demonstrations 
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integrated satellite telecommunication solutions 
with on-going GMES developments in the 
framework of fisheries management. Inclusion 
of UAVs in the global relay infrastructure en-
ables quasi real time and continuous access to 
dedicated zones for monitoring or surveillance. 
A flight test with a scaled solar powered UAV 
was prepared for final integration with on-going 
GMES developments in the framework of fish-
eries management. 

2 HELIPLAT® VESPAS 
The full scale HeliPlat® UAV (Fig. 3) was de-
signed by using the most advanced tools for ob-
taining an endurance of several months (4-6) 
and being operable in almost all typical envi-
ronment conditions (wind jet up to 140km/h) at 
stratospheric altitude (17-20 km). [5-8]. A com-
puter program was developed for designing the 
platform capable of remaining aloft for very 
long period of time. The project of the platform 
was completed up to a quasi-final detail design. 
A numerical aerodynamic analysis was per-
formed to obtain the highest efficiencies of the 
whole wing and airplane. Several experimental 
tests were carried out on Low-Speed-Low-
Turbulence Wind-tunnel, obtaining a very good 
correlation between analytical and experimental 
results. A first configuration of Heliplat® was 
worked out, as a result of the preliminary design 
study. The platform is a monoplane with 8 
brushless motors, twin-boom tail type, horizon-
tal stabilizer and two rudders. The design pro-
cedure followed in the analysis was based on 
the energy balance equilibrium between the 
available solar power and the required power for 
flying; the endurance parameter has in particular 
to be fulfilled to minimise the power required 
for a horizontal flight. Main characteristics for a 
flight at 38°N latitude and design altitude of 17 
km are: Total weight: 8500N; Wing Area: 
176m2; Span:73m; Required Power: 7500W; 
Aspect ratio=33; Cruise Speed = 71 km/h. 
A payload up to 100kg, with available power up 
to 1500W, could be installed on board for sev-
eral global monitoring of environmental and se-
curity applications (GMES). A numerical aero-
dynamic analysis was performed to obtain the 
highest efficiencies of the whole wing and air-

plane including propellers by using VSAERO 
software, at the flight Reynolds numbers [6,7]. 

 
Fig. 3 - HeliPlat ® Configuration 

A 1:3 scaled size prototype (wing span 24m, 
length 7 m) was built in advanced composite 
material (high modulus CFRP) in order to show 
the technological feasibility (Fig. 4).  Several 
shear/bending/torsion static tests on the whole 
manufactured scaled-size prototype were per-
formed in our laboratory up to failure load 
(7.5g) finding a very good correlation with the 
in-house developed numerical analysis and 
FEM analysis (Fig. 5). 

 
Fig. 4 – 1:3 Scaled-size HeliPlat® UAV 

 

 
Fig. 5 - 1:3 Scaled-size HeliPlat® UAV – 

Shear/Bending and Torsion Tests 
The results obtained in the CAPECON pro-

ject [2], confirmed the feasibility of a solar 
powered stratospheric UAV (SHAMPO) satis-
fying the requirements of a long endurance sta-
tionary flight. A detailed aerodynamic and 
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electric systems was completed by the Politec-
nico di Torino up to a quasi-final design (Fig. 6) 
[7]. A greater aerodynamic and structural effi-
ciency was obtained allowing an higher payload 
mass (150 kg) and power (1.8 kW).  

  
Fig. 6 – CAPECON SHAMPO Configurati

3 Small Electric Solar Unmanned Airplane  

         

The g str us ng glass-

llowing: 

on 

The flying model SESA (Small Electric Solar 
Unmanned Airplane) (Fig. 7) was manufactured 
within the EC funded projects CAPECON and 
TANGO, to carry out several experimental 
flight test with a small UAV and to demonstrate 
some critical technologies and applications [9]. 
Electric brushless motor and LiPo batteries (for 
climbing phase missions), are used as propul-
sion system. The level flight power is being 
achieved from 2 m2 thin high efficiency (21%) 
mono-crystalline silicon arrays bonded over 7m 
wing span; a far higher endurance up to 6-7 
hours during June and July is obtained. 
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Figure 7 – SESA flight 

 win iucture was realized 
fibre reinforced plastic for skin and carbon-fibre 
for main spar (Fig. 8). The fuselage structure 
was designed for a better positioning of the 
masses inside the fuselage and for a better 
centre of gravity excursion.  The structure was 
designed to withstand the limit load of  3.8.  The 
structure was built by the “Archemide 
Advanced Composite” company using 
fibreglass for the fuse skin and carbon-fibre for 

a few frames, especially in the connection with 
the wing spar. A mould was realized for the 
proper lay-out of the fuse. The boom that 
connect the fuse and tails has been 
manufactured in carbon-fibre. The new landing 
gear was also manufactured by CFRP.  
SESA main characteristics are the fo
Wing span:7m; Wing area:2 m2; Total gross 
weight:35kg; Payload: 5-6kg; Max Solar Power: 
370-395W (45°-36°N, June); Max power brush-
less Motor: 2kW; Level Flight Power: 250 W; 
Minimum Speed: 36 km/h. 

 
Fig. 8 – SESA manufacture phases. 

SESA, p its first 

ful to our group for the future projects. 

owered by solar energy, made 
flight, October 2007, near Torino (45°N lati-
tude) at an altitude less that 500m; see movie on 
[10]. The plane represents the first European 
Solar powered light UAV flying in Europe. In 
the ’90, DLR manufactured and flew the UAV 
scaled solar model “Solitair”, but it is no more 
active. In September 2007, the UAV solar 
model “Zephir”, by Qinetiq, flew in New Mex-
ico. A very great difference which can be seen 
with respect to other solar powered UAVs is 
that in SESA all the structures were designed in 
order to withstand the EASA-VLA regulation; 
i.e. a maximum limit load of 3.8 has to be with-
stand by the UAV. The experimental tests car-
ried up to now validated few critical technolo-
gies for high altitude very long endurance flight: 
high efficiency solar cells, electric brushless 
motor, controllers, video and thermo camera 
images transmission, telemetry, satellite com-
munication, etc. These results shall be very use-
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r system 
is reported in Figure 9. The power produced by 

d to the brush-

 

3.1 Electronic Power system 
The flight management electronic powe

the solar cells is directly supplie
less electric motor for level flight. During take-
off and climbing, or for some particular ma-
noeuvres requiring more power, the power is 
also supplied by the LiPo batteries. The solar 
panel is composed of a parallel circuit series of 
130 solar cells each with efficiency of 21.5% 
(@1000 W/m2 and 25°C). The maximum solar 
panel voltage is 43.5V.  
The development of the MPPT electronic device 
(Maximum Point Power Tracking) was of par-
ticular importance for the success of the flight 
mission in order to optimize the maximum 
power that could be obtained by the solar cells 
and to improve endurance (Fig. 9). 

 
Fig. 9. SESA Electronic P

The inverter will supply  
el o 
av l-

 flight. 
The elements controlled were: rudder and tail 

e-

ower system and MPPT 

 power to the brushless
ectric motor. The cooling of the inverter, t
oid shut-off of the system as a maximum a

lowable temperature is reached, is also an im-
portant feature. Any solar cell power exceeding 
the required level flight power will be used to 
recharge the battery. In order to show the oppor-
tunism of introducing such platforms in surveil-

lance or monitoring systems, the model was 
equipped with a wireless colours camera (40x, 
resolution 720x576 pixel) and thermo-camera 
(160x120 pixel); such cameras can transmit (at 
1.2GHz), in a range of about 1 – 1.5 km in open 
air and, through an appropriate capturing pe-
ripheral device, directly to a PC; the PC could 
be used to analyze images in real-time, for ex-
ample to automatically spot forest fires. 

3.2 Remote control and telemetry system 
Up to 12 servo-actuators could be remote con-
trolled by a radio modem for the UAV

gear, 2 elevators, 2 ailerons, motor rpm. A t
lemetry system (Fig. 10) was also installed on 
board to transmit in real time all the most criti-
cal data for the safety of the flight to the ground 
control station. The following data are recorded 
and wireless sent to the GCS to continuously 
have the real aircraft flight conditions: 

  

 
Fig. 10 - Wireless Telemetry system, Data Logger,  

Autopilot & Data Display (mAh and Motor Voltage).  

a) True Air Speed; b) Voltage and Current of 
the
c
perature Service of the motor and inverter. 

a ra-

 brushless motor; c) Voltage, Current  and 
onsumption of the main motor battery; d) Tem-

A data acquisition system (Enclosed Dash Log-
ger-EDL2) measured and recorded the most im-
portant air vehicle parameters. The data were 
sent via a radio transmitter in the UAV, to 
dio receiver on the ground and, by an RS232, to 
the GCS. The data were elaborated and dis-
played to allow the engineers to monitor the 

Solar 
Panel

MPPT 
Circuit 

Motor 
LiPo Battery 2 

DC/DC 
Booster 

Motor 
LiPo Battery 1 Motor 

Regulator 
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dis-
tance by a highly integrated data acquisition, 

) 

io mo-

er 

is just con-

main data while the air vehicle was still in 
flight. This increased the possibility of detecting 
early signs of problems, to warn the pilot on the 
ground and it also helped to prepare for any set 
up adjustments necessary during the flight.  

3.3 Autopilot system and mission architecture 

An autopilot system was installed on board for 
an autonomously flight up to 40km of 

processing and control system which includes 
all necessary components for aircraft control. 
Satellite based Communication System was in-
stalled onboard for the Iridium© satellite com-
munication network aiming to a BLOS flight.  
The Autopilot system (built by Mavionics 
GmbH,D) (Fig. 10) consists of three main parts: 
1) The TrIMU Sensor Block contains a com-
plete 3-axis Inertia Measurement Unit (IMU
and two pressure sensors for barometric altitude 
and airspeed determination. It generates up to 
12 independent servo control signals. 2) The 
Navigation Core hosts a sophisticated naviga-
tion filter for GPS/IMU data fusion which en-
ables precise and long-term stable determination 
of the position, velocity and the Eulerian angles 
and to obtain a  reliable attitude determination. 
3) a Satellite Navigation Receiver. 16 channel 
GPS receiver with high sensitivity and inte-
grated ceramic patch antenna. The connection 
between the Core and Satellite Navigation Re-
ceiver is only through power and digital lines 
thus significantly reducing interference.  
The on-board autopilot system communicates 
with Ground Control (GPS time, position, Eule-
rian angles, flight speed, etc.) via a dedicated, 
direct bidirectional data link, using a rad
dem which operates in the European 868 MHz 
band at a rate of 4 Hz. The small size of the 
demo scaled UAV allowed to install onboard 
just LEO systems Satellite based Communica-
tion System for Iridium© or similar network.  
A direct radio connection was used during the 
take-off & landing and an Iridium satellite-
based system for longer flights off-shore. The 
signal from the 2.4GHz on-board R/C receiv
is connected to the autopilot and a special 
switching mechanism inside the autopilot allow 
the autopilot to be overridden by the remote 

control at any time, as long as the remote con-
trol transmitter is within range of the aircraft. 
The range of this system will be 1 to 2 km, 
which is suitable for the visibility range of the 
manual pilot. Any possible malfunction of the 
autopilot or telemetry system is overcome and 
flight safety is increased to great extent. The 
same telemetry transceiver (radio modem) sys-
tem is needed for the ground segment. A direc-
tional antenna can be used thus greatly increas-
ing range and reliability of the data connection. 
The GCS is basically composed of a PC and 
ground control software which is the user inter-
face to the SESA system for mission planning 
and runtime control. All the mission planning 
work is done intuitionally on an underlying 
map. This allows a very flexible and safe flight 
path design. A check with respect to the aircraft 
performance is done automatically to ensure a 
realistic and safe flight of the UAV. 
Several demo flight have been carried out in our 
airfield near Torino. As can be seen in Figure 
11, the solar powered airplane is flying autono-
mously continuous, while the pilot 
trolling that the flight is going according to the 
planned flight path without any flight control; 
just in case of emergency the pilot will override 
the autopilot flight and will take the flight con-
trol. The flight path planned for the test flight is 
plotted in Figure 12. The flight path followed 
by SESA during the autonomous flight is also 
plotted. 

  
Fig. 11 – Autonomous Flight of SESA UAV 

4 UAV Flight Demo for Fishery 
In Ju er-
form Fig 

he mission 

ly 2009 a SESA flight demo has been p
ed  to show the system effectiveness. 

13 shows the mission architecture. T
had the following characteristics:  
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Fig. 12 – Planned Flight path of SESA UAV & Re-

corded path  
 

 
Fig. 13 – Flight area and Mission Architecture. 

 
1. UAV manually controlled for take off. 
2. Once in the air, it was switched to auto pilot 

mode until it reached its destin
3. S 

h the 

ted 

within the line of sight of the operator, the 

less than 

 

 

era 
looking forward for see & avoidance purpose 

ips. Zoom 
 Images are 

ation.  
The ship positions were sent to the GC
which programmed the UAV to reac
ship coordinates 

4. Flying altitude between 150-300 m high. 
5. The flight was entirely above sea water.  
6. Images of forward and downward cameras 

transmitted continuously to the GCS.  
7. Target coordinates for the auto pilot upda

during the flight as the ship moved. 
8. When UAV arrives at the ship location, it 

took some high resolution pictures. 
9. Once mission was accomplished, UAV re-

programmed to fly back to the take-off site. 
10. When plane reached remote control and was 

UAV switched back to manual mode to 
safely land.  At a UAV distance of 
5km from the GCS, a double redundancy of 
transmission is expected for safety reasons.  

11. Total duration of the flight was around 3h. 
Two hours to take off, to get into position 
and to take picture and one hour to get back 
and land. 

Talks with the Italian CAA authorities concern-
ing flying of UAV showed some safety issue to 
take into account. Since SESA weight is 35kg 
and since it shall be used for research and scien-
tific purposes, an EASA certificate is not neces-
sary. The following items were indeed pursed:  
a) See & Avoid system on board; b) Flight over 
non populated area (although Maximum kinetic 
energy less than 95 KJ); c) Direct visual manual 
control necessary to obtain a safe flight and to 
avoid double-triple redundancy. SESA shall be 
followed during the demo flight by a boat with
the pilot on board for any UAV emergency re-
mote control. d) No catastrophic failure condi-
tion shall result from the failure of a single 
component; the allowable Quantitative Prob-
abilities (per 1 flight hour) is less than 10-6. 

4.1 Flight Tests for Fishery Demo 
Flight tests were carried out from S. Giorgio 
airfield (5km south Lido di Tarquinia). The 
airplane was equipped with: a) video cam

but also for looking boats and sh
control is also possible by operator.
continuously wireless sent to the GCS and can 
be view by the operator. b) photo/video camera 
looking downward; video images are 
continuously wireless sent to the GCS and can 
be view by operator. Every 5 or 10 or 15 
seconds, the camera take a picture and they are 
stored on board. Video is continuously wireless 
sent to GCS. The quality of the picture is good. 
Fig. 14 shows some of the pictures taken from 
downward camera for identifying the boats.  
SESA  was used, in cooperation with Iridium 
satellite system, as a reconnaissance aircraft of 
the sea patrol sending real time images and vid-
eos to the GCS.  
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Fig. 15 – Planned Flight path of SESA UAV  
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Fig. 14 - Looking Downward  Camera Photos & zoom  

The GCS is composed by two laptops; one is 
controlling the flight path planned in the autopi-
lot system but also shows the movie taken by 
the cameras looking downward;  the second 
shows the movie taken by the cam

oplane in 

eras two 
looking forward. The flight path planned for the 
test flight is plotted in Fig. 15. One of the many 
pictures taken from the onboard looking down-
ward camera is reported in Fig. 16. A maximum 
altitude of about 225m  was reached during 
flight. The sailboat detected by the camera was 
a 43ft long boat. The flight path maintained by 
the airplane during the demo for continuous fol-
lowing the boat is plotted in Fig. 17; also re-
ported are the GPS coordinate received by Irid-
ium including the altitude too. 

5 Flight test of fuel cell powered aeroplane 
The main critical topic to be solved for a very-
long endurance UAV flight should be the elec-
tric power source generated by fuel cell system.  
RAPID 200-Fuel Cell, first aer

 
Fig. 16 – Photo of boat from downward camera 
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Fig. 17 – Recorded Flight path  & Altitude (Autopilot 
and Iridium) of SESA UAV 

Europe and in the World powered by a fuel 
cell fuelled by hydrogen, funded by European 
Commission and coordinated by Prof. Romeo of 
Politecnico di Torino, successfully concluded 
flight tests. (Fig.18). The speed and endurance 
world records were established for Electrically- 
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powered Aeroplane (FAI Sporting Code - Class 
C) Fuel Cells operated (ZERO EMISSION). 

 
Fig 18 - Rapid 200-FC. Flight test 

The completely electrical power system was 
successfully tested during the experimental 
flights. The rotation speed of 84 km/h was ob-
tained w  35 kW. 

 

project 

e to 

ical lim-

e 

ithin 184 m of taxi at power of
After take-off, speed was than increased up to 
indicated values of 110-120 km/h. On 26th May 
2010, a new speed world record of 135 km/h 
(flown of 4 consecutive runs over a 3 km course 
- according to FAI Sporting Code, Class C- 
Aeroplane) was established. Also several higher 
speed at 145-150 Km/h for tens of seconds were 
measured during free flights. The flights, fuelled 
by gaseous hydrogen at 350 bar pressure, 
reached an endurance of 40 minutes. The previ-
ous record was established by Boeing Research 
& Technology Centre (Madrid) in their world 
first hydrogen flight (110 km/h for 20 minutes 
with a motor-glider, Class D, FAI Sporting 
Code); also DLR flew in 2009 with Antares-H2 
motor-glider (Class D, FAI Sporting Code) 
powered by fuel cells. The results obtained dur-
ing flights can be considered as a further step in 
the European and World Aeronautics Science in 
introducing a completely clean energy [11-14]. 
The aircraft has an entirely electric 40 kW pro-
peller; power is supplied to the propeller 
through 20 kW hydrogen gas fuel cells. To 
guarantee absolute safety of the operations, the
aeroplane also has a second source of energy 
that consists of a set of 20 kW Li-Po batteries 
which are able to guarantee alternative or sup-
plementary power during take off and initial 
climbing. The electric engine is fed through the 
generation of high energy currents in an ioniza-
tion and hydrogen re-combination system 

(PEM) which has a final product of 100-110 
Amps of electrical current at 200-240 V. 
The aircraft and the electric and energy system 
were developed by the team which consists of 
the 9 companies and enterprises involved in the 
European Community “ENFICA-FC” 
(Environmentally Friendly Inter City Air-
craft powered by Fuel Cells). The team was 
made up of the Politecnico di Torino (IT) (Co-
ordinator & Design of the modified aircraft and 
experimental test flights), Skyleader (CZ), Intel-
ligent Energy (UK), APL (UK), Mavel Elet-
tronica (IT). IAI, ULB, UNIPI and Evektor 
The objective was that of building an aeroplane 
that works on hydrogen, taking advantage of the 
“fuel cell” technology at present available to 
create a demonstrator aircraft that is abl
connect cities through flights while totally 
eliminating the environmental impact.  
At the same time, more theoretical type studies 
have been carried out. These will not have an 
immediate practical application in the initial 
stages because of the present technolog
its, but have the aim of using zero emission pro-
pellers in the future to equip aircraft for 20-30 
passengers in the regional and intercity sector. 
The starting up, functioning under power, taxi-
ing and flight tests of the aircraft with its defini-
tive propeller were carried out along the 1400 
metre runway at the Reggio Emilia airport. Th
hydrogen at high pressure (350 bar), the 20 kW 
LiPo battery set and the electric engine have 
proved to be reliable and offer continuity of 
supply of the more than 40 kW power necessary 
for take off. The sophisticated electronic control 
system ensures redundancy and makes both 
sources of energy available to the pilot in order 
to guarantee the safe functioning of the single 
propeller, even in the case of breakdown of the 
hydrogen current generators. The airplane 
(whose final lay-out was achieved with the 
technical assistance of the Italian Skyleader im-
porter – T&T Ultralight) has a wing opening of 
about 10 metres; with the systems at present 
available, the airplane has autonomy of 1 hour 
and can reach a cruising speed of 150-180 km/h, 
thanks to the hydrogen alone. 
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uld be issued as 
sult of the many years of research in the field

of solar powered UAV: 
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6 Conclusion 
he following conclusion shoT

re  

t• Possible realisation of VESPAS-UAV at leas  

HeliPlat Design and Manufacturing:  Prof. G. Romeo 
2. CAPECON: “Civil UAV Applications & Economic 
Effectivity of Potential  Configuration Solutions”. EC 5° 
FP. - WP Leader of 3 HALEs Design: Prof. G. Romeo. 

for low latitude sites in Europe and for 4-6 
months continuous flight. 
• Forest Fire Early dete nd 

3. ENFICA-FC: “ENvironmentally Friendly Inter City 
Aircraft powered by Fuel Cells. EC-6FP-2005-30779-
AERO-1, Ott. 2006 - 09. Coordinator: Prof. G. Romeo  
4. TANGO: Fishery monitoring would be possible at much 

cheaper cost and higher resolution than actual 
systems, and it would be obtained continuously. 
• Showed feasibility of very light CFRP struc-
tural elements. Good correspondence between 
experimental, analytical and FEM analysis. 
• The experimental tests  successively validated 
several critical technologies for high altitude 
very long endurance flight: high efficiency solar 
cells, electric brushless motor, controllers, v eo 

pheric UAV". , Vol.41, No.6, 
Nov-Dec 2004, pp. 1505-1520. 
7. Romeo G., Frulla G., Cestino E

and thermo camera image transmission, teleme-
try system, Solar Power production and control, 
Wireless transmission 
• Autonomous flight control of UAV as by 
autopilot as well as by satellite communication. 
• The feasibility of an UAV system, integrated 
with a satcom system
Fisheries patrolling in a faster, accurate and 
more reliable manner. 
• For small UAV limited in payload weight, it 
should be necessary to improve the image com-
pression system to transmit the required images 
by satcom system. 
• The extensive experimental flight campaign 
carried out during the ENFICA-FC project, 
proved that fuel cell technologies represent a 
promising future in
key-enabling technology for all-electric, zero 
emission, low noise aircraft.  
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Abstract  

The recent developments in piston engine 

technology have increased performances as 

specific power and specific fuel consumption; 

environmental concern and increasing fuel cost 

are the main driving factors of this evolution. 

New generations of turbo-diesel engines have 

been developed for automotive applications, 

being now competitive with their gasoline 

counterpart. 

The use of Diesel engine for aeronautical 

propulsion is a discussed topic. In the past few 

years there have been a number of attempts to 

produce diesel engines for aircraft/rotorcraft 

and to this aim the three most important 

objectives to be pursued are reliability, 

compactness and low weight to power ratio. 

In this paper an outline of the most challenging 

aeronautical applications for diesel engines and 

an overview of the most promising technical 

solutions are provided. 

1 Historical background  

The applications of diesel engines to the 
aeronautical propulsion belongs to the 
aeronautical era since the beginning of  the 
flight. 

In 1914 the German company Junkers built 
the first prototype of a Diesel engine for 
aeronautical propulsion applications, the 4 
cylinder MO3. This prototype never flown but 
was the forerunner of the well known Jumo 
Diesel engine family used on several German 
aircraft like Do 18 flying boat equipped with the 
Jumo 205 that obtained in 1938 the record of the 
longest non-stop leg flying from Devon 
(England) to Caravelas (Brazil) for a distance of 
8391 km. 
Worth to be mentioned is  the Junkers 86 P 

equipped with the turbocharged Jumo207 A1 
capable to fly normally at 12000 m, higher than 
the ceiling capability of the enemy chase; only 
in August 1942 there is a record of the first 
Junkers 86 P hit by a modified Supermarine 
Spitfire MkV while flying at 14500 m. 
A version with ceiling at 16000 m was later 

developed but the end of the war came first of 
the operational service. 
Also in the USA Diesel engine application 

were developed like the Packard DR-980 [pic2]. 
The first flight is reported in the 1928 powering 
the Stinson SM-1DX "Detroiter"  aircraft, while 
in 1931 a Bellanca CH-300 equipped with this 
engine flown non-stop for 84 hours and 32 
minutes. This record was surpassed only 55 
years later during the Rutan Voyager non-stop 
round the world trip.  
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These two engines had very different 
architectures. 
The Jumo was the most unconventional and 

innovative anticipating technical solutions that 
still now inspire new aero Diesel engines 
designs. 
The solution of the opposed cylinder in a 

common can arrangement is peculiar. Since the 
Diesel engine requires much more compression 
ratio than the spark ignition one, the stroke must 
be significantly higher which in turn implies an 
average piston speed higher. 
To minimize the piston speed and the 

relevant mechanical tribological drawbacks the 
idea was to split the stroke in two parts 
assigning to each piston the task to accomplish 
part of the work and at the same time to open 
and close respectively the exhaust port and the 
flushing port in a uni-flow arrangement. 
 
Hence in the ’30 diesel engines applied to 

aeronautic propulsion gave impressive 
performance, still now unsurpassed, in terms of 
specific fuel consumption respect to other types 
of engines. 
The Diesel engine powered aircraft were able 

to fly longer “legs” and guarantee longer flight 
endurance; at the same time, due its inherent 
architecture and thermodynamics, the Diesel 
engines were capable to anticipate performance 
in terms of climb rate and ceiling altitude 
reached first by turbo-compound spark ignition 
engines and turbine engines later on. 
 
The main drawback of the Diesel engine, 

compensated by better specific fuel 
consumption, was the lower power to weight 
ratio. 
After the 2nd WW end,  the aircraft 

commercial speed and the single engine power 
requirements, were possible only using turbine 
jet powered aircraft. 
A remarkable application of Diesel cycle to 

an aeronautic engine in a complex turbo-
compound arrangement was the magnificent 
Napier Nomad which expressed, at that time, 
the best specific fuel consumption, with a power 
to weight ratio of 1,4 kW/kg delivering an 

equivalent shaft horse power of  2338 kW (3135 
hp) SL ISA. 
The emphasis placed at that time on the 

aircraft commercial speed killed first the 
propeller based propulsion and in turn all the 
relevant engine applications. 
Hence the propeller driven aircraft were 

almost discontinued, except for the General 
Aviation, where the requirement of lighter 
powerplants  like the spark ignition high octane 
gasoline fuelled engines, were preferred against 
the heavy Diesel engines. 
The typical usage of such aircrafts with 

limited requirements on range did not put 
emphasis on the competitive advantage of 
Diesel engine in terms of  specific fuel 
consumption. 
Low fuel cost played a big role in the 

evolution of the technology in this field as well. 

2 The Diesel engine evolution in non 

aeronautical application 

The Diesel engine evolution continued only 
in the ground and marine application where the 
weight and dimensions were not an issue. 
In the automotive application due to the 

lower fuel consumption the Diesel engines has 
been widely used for trucks, agricultural 
equipment, trains and fishing boats powerplants 
especially in Europe were gasoline was often 
much more expensive than gasoil due to 
different end user taxation rules. 
The oil crisis, with severe increase of $/barrel 

price of crude oil, drove the evolution in the 
propulsion both in air and surface transport 
applications. 
On the aircraft side, aeronautical engineers 

“re-discovered” the propulsion efficiency; this 
has been enhanced through the following years 
both with turbofan with higher and higher by 
pass ratio and the return to the application of 
propeller driven low speed regional aircraft. 
In the automotive field, thanks to the wider 

market in continuous increase, technical 
evolution and car application simply exploded 
to such an extent that today every car 
manufacturer offers the same model of car 
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equipped both with petrol and gasoil fuel an 
some time with different version of the engine. 
The original Diesel engine penalties were 

fought to make this engine as performing as the 
equivalent spark ignition engine at least for 
private car use. 
Note that recently also some car competitions 

like the long endurance high speed ones (Le 
Mans, Daytona, Sebring) are now regularly won 
by diesel powered sport cars. 
The power to displacement ratio, originally 

lower in the Diesel engine when compared to 
spark ignition one, has been successfully fought 
adopting the turbo-charging technology after the 
positive experience gained on other applications 
like the already mentioned aeronautical one. 
Note that the same technology applied to a 

spark ignition engine does not give the same 
advantages because of the total allowable 
pressure ratio (turbo-charger+ volumetric). 
 As a result either engines with the same 

power can be mounted into the same car hood 
avoiding expensive customization. 
Cold starts have been made possible with the 

heated glow used during engine turn on. 
As a matter of fact it is much more frequent 

that a spark ignition engine has troubles in the 
ignition chain than a compression ignition 
engine. This inherent reliability of Diesel engine 
is a remarkable plus for the aircraft applications. 
Even though not necessary to win the 

competition against the spark ignition engine, 
the direct fuel injection into the combustion 
chamber has been introduced in the diesel 
engine to assure better  fuel consumption with 
respect to the indirect injection into a 
prechamber. 
This solution adopted first in the commercial 

application like engines for trucks migrated later 
on into cars. 
The drawback of this solution is the 

excessive noise (hammering) due to the the 
uncontrolled fuel burn chemistry. 
Finally, the innovation that boost to the 

maximum extent the Diesel engine diffusion is 
the common rail technology. 
Before the fuel injection into the cylinder 

was possible thanks to small pumps camshaft 

driven in synchronization with crankshaft with 
fuel pressure depending on the speed. 
Since fuel flow must be modulated not only 

as a function of rotational speed but also 
according to the power requirement that can 
vary at constant speed, the old fuel flow supply 
and metering system were unable to cope with  
the optimum fuel injection  law. 
So fuel burn inefficiency and pollutants were 

present outside the optimum compromise design 
point of such old systems. 
In 1988 a patent was issued by Magneti 

Marelli with the idea of decoupling the fuel 
flow requirement from the fuel pressure 
requirement being the latter obtained by the 
accumulation of fuel pumped at very high 
pressure into a common small tank and leave 
the metering of the right amount of fuel into 
each individual chamber piloted by an 
electronic control unit. 
Nowadays all the Diesel engines have the 

common rail distribution system as standard 
equipment. 
This invention made hence possible to 

modulate the fuel flow independently from the 
crankshaft angle and speed, by the timing of 
opening and closing of the valves and even to 
modulate the fuel flow during the combustion 
for optimum burning taking into account several 
parameters  (temperatures, fuel composition, 
power settings etc..). 
It is worth to be noted that all these 

evolutions took place around the four stroke 
diesel engine arrangement  but most of them can 
be transferred to two stroke arrangement for 
lower rotational speed not geared application 
like the aircraft propeller. 
Aside of these innovation peculiar of Diesel 

engine application, other innovation took place 
in the reciprocating engine technology that can 
be incorporated into an aeronautical engine. 
The original struggling of the cold/hot 

arrangement of the camshaft, rod, roster and 
valve, was solved with the introduction of the  
play recovery with hydraulic compensation in 
every condition, irrespective of  differential 
temperature transients or even wear of  the 
mating parts. 
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The evolution of this idea leads to the 
possibility of changing the opening/closing 
timing of the valves changing hydraulically the 
length of the valve stem, in a way to virtually 
change the cam profile (FPT Multiair). 
Last but not least, a sensible improvement 

has been achieved in the materials and 
manufacturing technology of the reciprocating 
engine parts. 
As a conclusion of this step of Diesel 

development, the aircraft propulsion can benefit 
of  aeronautical diesel engines with: 

• Even better fuel consumption 

• Environmental emission (no leaded fuel) 

• Comparable power/weight ratio (w.r.t. 
S.I.) 

• Higher reliability (eg no ignition system) 

• Higher safety (used fuel less hazardous)  

• State of the art technology well advanced. 

• Growth potential still to be exploited. 
 

3 The specific advantages of Diesel and the 

promising applications  

The recent developments in piston engine 
technology have increased performances as 
specific power and specific fuel consumption; 
environmental concern and increasing fuel cost 
are the main driving factors of this evolution. 
New generations of turbo-diesel engines have 
been developed for automotive applications, 
being now competitive with their gasoline 
counterpart. 
 The above described common rail 

technology, originally developed by Centro 
Ricerche Fiat and Magneti Marelli, put the 
diesel performances at a competitive level with 
spark ignition engines. Diesel 
turbocharged/turbo compound engines, burning 
diesel or jet fuels, have great performances; last 
generation of automotive common rail diesel 
has very flat torque and efficiency curves.  
 
In the past few years there have been a 

number of attempts to produce diesel engines 
for aircraft/rotorcraft and to this aim the three 
most important objectives to be pursued are 

reliability, compactness and low weight to 
power ratio.  
In the past, emissions were not very critical 

in aviation applications, since requirements 
were not as stringent as in automotive 
applications and power output is kept very close 
to the maximum all flight long. Nowadays 
environmental concern must be taken into 
account in developing new aeronautical engines.  
Fuel management and combustion control 

system are critical for optimum efficiency. 
Since common rail technology relies on a 
electronic control unit, governing a high 
pressure injection systems and supercharging 
devices,  the development of a FADEC (Full 
Authority Digital Engine Control) complying 
with aeronautical standards is the key factor to 
set diesel technology as a good candidate for 
aeronautical applications for power ratings in 
the range of 100-450HP. The development of 
such FADEC units allows also a full integration 
with modern avionics and advanced strategies 
for managing failures. 
 
Diesel engines have now reached a 

technology level that is appealing also for 
helicopter applications. Currently almost all 
helicopters with installed power above 250HP 
have turbo-shaft engines. These engines are 
very reliable and have a specific power out of 
reach for piston engines, on the other hand they 
are quite thirsty for fuel.  
Today’s diesels are quiet, and the specific 

fuel consumption is cut by 40 percent compared 
to existing turbine engines. So fixed and rotary 
wing applications requiring low-medium power, 
and high range/duration performances (as in 
UAS) are the  best candidates for Diesel 
technology, reducing operating cost and 
environmental impact. Another advantage is the 
better performance of diesels at high altitude, 
compared with the decrease in power with 
altitude of turbo-shafts, requiring a higher 
power rating to compensate losses due to 
reduced air density at altitude. 
As a consequence Increased consideration is 

given for using diesels in unmanned aircrafts 
(both fixed and rotary wing UAS), were low 
SFC is a key factor for achieving long 
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endurance and FADEC technology fits well 
with advanced Flight Management Systems. 
 
Also for General Aviation this technology is 

appealing: as stated in (1) “retrofitting a diesel 
engine to run on Jetfuel or Kerosene, reduce 
Gallons/Hour by some 30%, eliminate ignition 
systems (magnetos, spark plugs) and their 
problems, eliminate mixture control, increase 
TBO to 2,400-3,000 hours, increase 
performance between 6,000 and 12,500 ft., and 
drastically reduce Operating Costs”.  
 
In Europe increased gasoline highly taxed 

fuel costs, compared to the JP4, JP8, and Jet 
(A1) engines, help to revive interest in the diesel 
concept. Moreover the good advantage for the 
aeronautical development is also in safety, in 
fact JP4, JP8, Jet (A1) and diesel are less 
inflammable than gasoline. 
 
Following the dramatic improvement of 

diesel propulsion over the past two decades, and 
the success gained in the automotive industry, 
some diesel engines have been developed, 
certificated for aeronautical applications and 
entered into production, with some success in 
equipping general aviation fixed wing aircrafts.  
Nevertheless, state-of-the-art of aeronautical 

diesel engines comprises a number of studies, 
many prototypes, some demonstrators and a 
limited number of  “products”. 
While the more advanced diesels in 

production are for automotive applications and 
are four stroke, with in-line o V shaped 
architectures, when new aeronautical diesels are 
designed  “from scratch”, the range of proposed 
solution is far more variable, ranging from two-
stroke to four stroke, Boxer, opposed-piston, or 
even opposed-piston-opposed cylinder, Wankel, 
liquid or air cooled, etc. This is due to the 
influence of theoretical performances levels and 
solutions already implemented in the past (see 
the famous Junkers diesels), but some of them 
are affected by serious technical drawbacks, as 
demonstrated by the abortion of some programs, 
as for example the GAP diesel engine of 
Teledyne Continental Motors and it's industry 

team partnered with NASA Glenn to develop a 
highly advanced piston engine. 
 
Looking at the few studies that have been 

able to become products, sometimes certified, it 
is evident that up to now the successful 
approach is based on: 

• automotive derived engine taking 
advantage of reliability of the 
components, reducing development and 
certification costs, reducing also the unit 
cost of many parts which are produced I 
volumes achievable only in the 
automotive industry 

• four-stroke engine (as opposed to two-
stroke  

• liquid cooled engine (as opposed to air 
cooled): improving thermal control 
reducing thermal stresses and easing a 
lightweight construction 

  
A new interest has emerged for two-stroke 

diesels: some new programs are under 
development with a conventional opposed 
cylinder architecture or the revolutionary OPOC 
(Opposed Piston Opposed cylinder) engine. It 
has two opposing pistons in two contiguous 
cylinders, connected to a common crankshaft in 
the middle of the engine. An Electrically 
Controlled Turbocharger (see next paragraph) 
provides boost on demand. It's a two-stroke 
engine with no valves, yet still achieves 90% 
scavenging efficiency with less oil consumption 
than a four-stroke engine. In other words, it's a 
two-stroke engine that can meet the strictest 
emissions standards. It can be made as a spark-
ignited or compression-ignition engine, and the 
diesel version can meet emission standards 
without using urea. 
The manufacturer (Eco Motors LtD) claims 

that it's a design which is half the size and uses 
half the parts of a conventional piston engine. It 
can be built for 20% lower cost and 30% lower 
investment than traditional internal combustion 
engines (ICE's). And it should provide a 15% 
improvement in fuel economy over current 
advanced designs. 
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4 Technical evolutions  

 

Electrically Controlled Turbocharger 

 

This development in turbocharger technology 
incorporates an electric motor into the turbo 
assembly. In essence, it provides a supercharger, 
driven by the electric motor, as an adjunct to the 
exhaust-driven turbocharger. Boost pressure can 
be created by the electric motor, the 
turbocharger, or both. The ECT effectively 
eliminates turbo lag because the electric motor 
provides much faster turbine response, and also 
provides boost when there is low energy from 
the exhaust flow. The motor is actuated by an 
electronic controller, which can be integrated 
with the engine control unit. When it is being 
spun by the turbocharger, the electric motor acts 
as generator, producing electricity. 

 

Hybrid engines 

 

EADS Innovation Works presents model of a 
concept helicopter with a diesel-electric hybrid 
propulsion system as part of the Group’s 
research to make helicopters more 
environmentally friendly. 
The diesel-electric hybrid concept is one of 

the projects that are grouped under the name of 
eCO2avia by EADS Innovation Works. Highly 
efficient electrical motors driving the rotors, 
combined with OPOC (Opposed Piston, 
Opposed Cylinder) diesel engines, reduce fuel 
consumption and emissions by up to 50%. 
Take-offs and landings are possible on electrical 
power alone, resulting in lower noise levels and 
improved flight safety. 
  

The main components of this hybrid system are 
multiple diesel-electric motor-generator units, a 
pair of high-performance batteries and a power 
electronics unit controlling the energy flows for 
best efficiency. The OPOC diesel engines, 
designed and built by EcoMotors International 
in the US, offer a fuel economy improvement of 
up to 30% compared to today’s helicopter 
turbine engines. 
 

The OPOC engine’s power output shafts are 

fitted with advanced, weight-optimised 
generators delivering electrical current to a 
power electronics unit, which manages the 
distribution of the electricity to the electrical 
motors driving the main rotor and the tail rotor 
as well as the other user systems on the 
helicopter. High-performance batteries can store 
sufficient energy to enable the helicopter to take 
off and climb or approach and land on electrical 
power alone. 
Several kinds of combustion engines could 

be integrated into such a hybrid system. 
 

Compound Cycle Engine 

 

As an example of this evergreen concept, we 
cite the NASA Compound Cycle Engine (CCE) 
Program (1986) [2]. 
This CCE is a highly turbocharged, power 

compounded power plant which combines the 
lightweight pressure rise capability of a gas 
turbine with the high efficiency of a diesel. 
When optimized for a rotorcraft, the CCE 

will reduce fuel burned for a typical 2 hr (plus 
30 min reserve) mission by 30 to 40 percent 
when compared to a conventional advanced 
technology gas turbine. The CCE can provide a 
50 percent Increase in range-payload product on 
this mission. 

5 The present and the future global 

scenario 

The main drivers of the transportation 
(ground, sea, sky) scenario are fuels availability 
and price; at the same time environmental 
sustainability must be taken into account as 
well. 
The EU has set up a system to control the 

total amount of  CO2 emission named Emission 
Trading System (ETS) with total cap, reduced 
year by year, and a system of prizes and 
penalties to promote in all the companies and 
nations the global reduction. 
So the improvement in CO2 emission will be 

driven not only by the pure economic trade off 
between fuel price and engine amortization cost 
but also by the need to comply with ETS system 
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either purchasing or selling emission rights or to 
avoid fines for threshold limit violations. 
Similar systems are going to be extended in 

other countries like USA . 
As matter of fact in 2009 the General 

Aviation Manufacturers Association (GAMA) 
joined the operator community policy 
represented by the International Business 
Aviation Council (IBAC). 
They committed to the following steps to 

reduce emissions: 

• Carbon-neutral growth by 2020; 

• An improvement in fuel efficiency of 

• an average of 2 percent per year from 

• today until 2020;  

• A reduction in total carbon emissions of 

• 50 percent by 2050 relative to 2005. 
 
Now it has been demonstrated that the Diesel 

specific fuel consumption is much better both at 
optimum design point and even better at partial 
loads. An overall fuel efficiency with respect to 
the Avgas fuelled engines  of 30% is hence 
immediately achievable simply replacing the 
engine. 
If we can figure that  all the existing engines 

are suddenly converted to Diesel cycle, the 
General Aviation target contribution to the 
above objective is almost achieved since now. 
Furthermore taking into account that for 

power level up to 500 HP Diesel engine can 
compete also with small turbo-shaft on the basis 
of specific fuel consumption and cost of 
ownership, one can imagine a scenario in which 
Diesel engines, conceived for General aviation 
(fixed and rotary wing and airships as well), can 
give a short medium term solution readily 
available now. 
 
 

Short References 

[1]   http://www.dieselair.com/ 
 
[2] Compound Cycle Engine Program, NASA Technical 
Memorandum 88879, 1986 
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Abstract  
This paper describes recent research activities at DLR’s 
Institute of Flight Systems on the flight dynamics and 
performance of modern lightweight gyroplanes. The main 
causes of hazardous situations or accidents with 
gyroplanes are discussed. DLR’s gyroplane simulation 
model is presented briefly; it contains subsystems for the 
gyroplane body and rotor aerodynamics, the landing 
gear, the engine/propeller, the control system, and the 
environment. A special flight test program has been 
conducted with a gyroplane of the type MTOsport 
operated at DLR to gather data for model validation. The 
model validation process aiming at the application in a 
flight simulator for pilot training is described briefly. The 
flight stability and controllability is analyzed by means of 
eigenvalues and transfer functions. Some often discussed 
topics are investigated like the effect of the tail plane, the 
vertical location of the propeller thrust line in relation to 
the centre of gravity and the issue of pilot involved 
oscillations. 

Nomenclature  

R  Rotor plane angle of attack 

za  Vertical acceleration 

R  Rotor flapping angle 

c1  Rotor longitudinal flapping angle 

stick  Pitch stick deflection 

stickF  Pitch stick force 

RF  Rotor force 
  Flight path angle 

PPBCGh _  Vertical distance between CG and PPB 

PPBTBh _  Vertical distance between TB and PPB 

CG_Proph  Vertical distance between CG and Propeller 

yI  Body pitch moment of inertia  

RI  Rotor moment of inertia around TB 

m  Gyroplane mass 

Rm  Rotor mass (rotor head and two blades)  

bladem  Rotor blade mass  

PPBCGl _  Horizontal distance between CG and PPB 

stabCGl _  Horizontal distance between CG and 
horizontal stabilizer 

PPBTBl _  Horizontal distance from TB to PPB 

flapRM ,  Rotor aerodynamic flapping moment 

aeroRN ,  Rotor aerodynamic rotational moment   

extRN ,  External rotor rotational moment 

TBCGr _  Distance between CG of each blade and TB 

Rr  Rotor radius 

  Body pitch angle 

0,blR  Rotor blade pitch angle 

tiltR,  Rotor head tilting pitch angle in body fixed 
system 

rhR,  Rotor head tilting pitch angle 

R  Rotor plane pitch angle 

Rt  Rotor blade chord  

TASV  True airspeed 

DWw  Rotor downwash velocity 

effRw ,  Effective vertical airflow through the rotor 
plane 

Rw  Vertical component of the true airspeed with 
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respect to the rotor plane 

R  Rotor rotational speed 

Abbreviations  
BCAR British Civil Airworthiness Requirements 
CAA Civil Aviation Authority 
CG Centre of Gravity 
DLR German Aerospace Centre 
GPS Global Positioning System 
PIO Pilot-Involved Oscillations 
PPB Pitch Pivot Bolt 
PPO Power Pushover 
PTL Propeller Thrust Line 
RPB Roll Pivot Bolt 
TB Teeter Bolt 
UK United Kingdom 
rpm Revolutions per Minute 

1 Introduction 
The boom of lightweight gyroplanes in Germany 

triggered by the introduction of the MT03 in the year 
2004 initiated a research program at DLR’s institute of 
flight systems. Research goal is the further improvement 
of gyroplane flight safety by means of developing a 
specific flight training device and further understanding 
of its very unique flight dynamics.  

A gyroplane is an aircraft that gets lift from a freely 
turning rotary wing and which derives its thrust from an 
engine-driven propeller. Historically, this type of aircraft 
has been known as autogyro and gyrocopter. It was 
developed by Juan de la Cierva and in 1923 it was the 
first rotary wing aircraft flying. Early gyroplanes were 
powered by engines in a tractor (pulling) configuration 
and were relatively heavy, like the C-30 from 1932 [1], 
Fig. 1. 

Fig. 1 De la Cierva’s C-30 (1934). 

The first gyroplane flying – the C-4 - was fitted with a 
nontilting rotor and a set of ailerons mounted on a stub 
spar projecting from the sides of the fuselage. Pitch and 
directional control was then achieved by conventional 
airplane surfaces, with an elevator and a rudder used at 
the tail.  

After significant improvements in helicopters, 
gyroplanes became largely neglected. In the 1950s there 
was some revival of interest in the gyroplane by Igor 

Bensen’s home-built gyroplane kits with an open airframe 
and the Fairey Company in Britain. Two Fairey Gyrodyne 
prototypes led to the Rotodyne, which was the world’s 
biggest gyroplane with a cabin big enough for 40 
passengers. During early 1960s, single- and two-seater 
gyroplanes were developed for the private aviation 
market; one of it gaining a starring role in a 1967 James 
Bond film – the little Nellie, a Ken Wallis WA-116.  

1.1 Recent Activities 
Recently, there have been two companies - Carter 

Aviation Technologies and Groen Bothers Aviation, Inc - 
in the United States that have begun to exploit gyroplane 
capabilities using modern technologies. The Carter test 
vehicle is a hybrid aircraft using a rotor and a fixed wing. 
The rotor provides nearly all of the lift during takeoff and 
landing, the wing produces most of the lift at higher 
airspeeds[1]. Conventional flight control surfaces 
(ailerons, elevator, and rudder) are used. Groen has 
developed the world’s first turbine-powered gyroplane - 
the Hawk 4 - providing short takeoff and nearly vertical 
landing capabilities. It uses a swash plate with collective 
and cyclic pitch, which gives the aircraft excellent control 
and manoeuvrability [1]. Unlike the Carter machine roll 
and pitch motions are achieved through rotor control. 

In Europe several manufacturers sell single- and two-
seater gyroplanes for the private aviation market, such as 
Spanish ELA Aviation, Italian Magni Gyro, German 
Rotortec GmbH or AutoGyro GmbH; the latter produced 
and sold almost thousand machines of the types MT03, 
MTOsport and Calidus since 2004. This gyroplane boom 
in Germany can be explained by the fascinating flying 
characteristics of a gyroplane in combination with the 
performance and robustness of the MT03/MTOsport 
vehicles which is even toped by the Calidus, Fig. 2. 

 

 

Fig. 2 AutoGyro’s Calidus (2009). 

1.2 Airplane or Helicopter? 
The body structure of a gyroplane is closer to a 

helicopter than to an airplane due to the rotor system, 
which is however, of significantly lower complexity as in 
a helicopter: no transmissions, gearboxes, tail rotors or 
drive shafts are needed. It is this simplicity that makes a 
gyroplane a relatively inexpensive flying vehicle. A 
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gyroplane has horizontal and vertical tail planes with a 
rudder as well as a main engine providing forward thrust 
by a propeller like an airplane. Additionally a gyroplane 
performs more like an airplane in terms of speed, range, 
payload, stability, and safety.  

From a cruising flight performance point of view the 
gyroplane is something between a helicopter and an 
airplane: over a speed range from approximately 30 to 70 
mph, the power required by the gyroplane is predicted to 
be 30% less than that for the helicopter [2]; compared to 
an airplane its cruising flight performance is poor due to 
the significantly lower glide ratio: an aerodynamically 
effective gyroplane (like the Calidus) may have a glide 
ratio of about five while a comparable fixed wing airplane 
may have twice as much or more. 

1.3 Gyroplane Flight Controls 
In the very beginning gyroplanes had been controlled 

in the same way as fixed wing aircraft that is by 
deflecting the air flowing over moving surfaces such as 
ailerons, elevator and rudder [1]. This technique provided 
limited authority especially at low airspeeds. The Cierva 
C-30 was the first gyroplane to have a tilting rotor hub 
and a control rod from the hub to the pilot's cockpit for 
controlling the rotor plane. This was known as direct 
control. Modern gyroplanes primary flight controls are  

Roll and pitch control: Most of today’s gyroplanes are 
controlled by tilting rotor systems. Fig 3 shows the rotor 
head of the MTOsport, which can be tilted around the 
Pitch Pivot Bolt (PPB) and the Roll Pivot Bolt (RPB) by 
control stick movements; by this the direction of the rotor 
lift force can be controlled. A pneumatic trim system 
provides additional control forces in order to improve 
flight comfort. No elevator is applied for pitch control; the 
horizontal tail plane is for increased pitch damping. 
 

 

Fig. 3 AutoGyro’s MTOsport tilting rotor system. 

Yaw control: The rudder is operated by foot pedals in 
the cockpit which are additionally connected to the nose 
wheel. It provides a means to control yaw movement of 
the aircraft similar to the rudder of an airplane and is used 
to maintain coordinated flight, to compensate for yaw 
moments due to propeller slipstream effects and to 
perform crosswind landings. Consequently, many 
gyroplane rudders are located in the propeller slipstream 
and provide excellent control while the engine is 
developing thrust. This type of rudder configuration, 

however, is less effective and requires greater deflection 
when the engine is idled or stopped.  

Engine power control: The throttle is conventional to 
most powerplants, and provides the means to increase or 
decrease engine power and thus, propeller thrust.  

Collective blade control: The collective blade control 
provides a means to vary the rotor blade pitch angle, and 
is available only on more advanced (expensive) 
gyroplanes, such as Groen’s Hawk4. It allows jump 
takeoffs when the blade inertia is sufficient. Also, control 
of in-flight rotor rotational speed is possible to enhance 
cruise and landing performance, but not needed. The 
MTOsport investigated herein does not have any 
collective blade control.  

2 Gyroplane Accidents and Hazardous 
Conditions 

Though the accident rate of gyroplanes is quite high it 
is commonly accepted within the community that 
compared to other aircraft, the gyroplane is just as safe 
and very reliable. The most important factor, as in all 
aircraft, is pilot proficiency. Based on flight school 
experience the accident rate is relatively high for low pilot 
proficiency (which means less than 50 flight hours after 
examination) while above 50 hours the accident rate is 
low compared to lightweight airplanes. 

The following hazardous flight situations or main 
accident causes are known from accident analyses and 
flight experience: 

2.1 Pilot Involved Oscillations (PIO) 
According to the US American military specification 

MIL-STD-1797 [3] “… PIO are sustained or 
uncontrollable oscillations resulting from the efforts of 
the pilot to control the aircraft”. PIO can be considered as 
a closed loop destabilization of the aircraft-pilot loop. It is 
known since the early days of aviation for all types of air 
vehicles while the introduction of digital fly-by-wire 
flight control systems has increased its potential [4]. Time 
delays due to the flight control computers and rate 
limiting of the electro hydraulic actuators were identified 
to be the main cause of PIO problems with modern fly-
by-wire aircraft [5]. 

In the case of gyroplanes the PIO problem is basically 
known to occur in the pitch axis and at high airspeeds. Its 
main cause is considered to be a low pitch damping due to 
a missing or too ineffective horizontal tail plane. The 
increased likelihood of PIO at higher airspeeds is because 
pitch control becomes more sensitive [6]. However, it is 
possible to design a gyroplane without any PIO 
tendencies also at higher airspeeds. No PIO accident or 
incident is known to the authors with MT03/MTOsport 
gyroplane types. 
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2.2 Power Pushover (PPO) 
If rotor force is rapidly removed, some gyroplanes 

have a tendency to pitch forward abruptly. This is often 
referred to as a forward tumble, buntover, or power 
pushover. Removing the rotor force is often referred to as 
unloading the rotor and can occur if the nose of the 
gyroplane is pushed forward rapidly after a steep climb 
(or at high airspeeds). A PPO can occur on gyroplanes 
that have the propeller thrust line (PTL) above the centre 
of gravity (CG) and do not have an adequate horizontal 
tail plane [6]. In this case, when the rotor is unloaded, the 
propeller thrust magnifies the pitching moment around the 
CG. Furthermore a negative pitch moment (nose down) 
due to the propeller is generated caused by the decreased 
angle of attack. Unless a correction is made, this nose 
down pitching action could become self-sustaining and 
irreversible. An adequate horizontal tail plane slows the 
pitching rate and allows time for recovery. 

2.3 Control Stick in Forward Position 
during Takeoff Roll 

The takeoff procedure to be applied for a modern 
lightweight gyroplane with a tilting rotor system is as 
follows: 
1. Move the control stick in full forward position. 
2. Prerotate the rotor up to 200 rpm minimum. 
3. Move the control stick to full aft position. 
4. Release the brake and apply full throttle. 
5. Accelerate and take off at about 300 rpm rotor 

speed. 
The takeoff acceleration with the rotor disc tilted aft 

allows airflow through the blades to accelerate the rotor to 
flight rpm. If the pilot does not perform step 3 the rotor is 
not loaded and by this looses rotational speed; if in this 
case the pilot further continues the acceleration, severe 
blade flapping may occur which may lead to catastrophic 
situations, such as destruction of the gyroplane or 
uncontrolled takeoff with severe pitch reactions. Some 
fatal accidents occurred due to these obvious pilot errors 
[7]. 

2.4 Flying behind the Power Curve 
If a gyroplane is slowed to the minimum level flight 

speed, it requires full throttle just to maintain altitude. 
Operating in this performance realm, sometimes referred 
to as the “backside of the power curve” can be hazardous 
at low altitudes, since no power reserve is available when 
the gyroplane starts to decent due to downwind. For this 
reason, it is essential to practise slow flight at altitudes 
that allow sufficient height for a safe recovery. 
Unintentionally flying a gyroplane on the backside of the 
power curve during approach and landing can be 
extremely hazardous. Severe accidents occurred recently 
by flying too slow at too low altitudes.  

3 Data Gathering 
For data gathering and simulation model validation an 

MTOsport gyroplane was used – the D-MTOS. 

3.1 Instrumentation 
The D-MTOS gyroplane has been instrumented by 

DLR according to the requirements for simulator 
validation, Fig. 4 [8], [9]. 

 

 

Fig. 4 MTOsport (D-MTOS) instrumented for simu-
lator validation flight tests at DLR Braunschweig: 

Measurement equipment installed at rear seat 
location. 

All relevant flight parameters were measured at 100 
Hz: an inertial platform provides the roll, pitch and yaw 
rates, the corresponding attitude angles, the longitudinal 
accelerations, GPS positions, and the ground speed. A 
laser altimeter measures the height above ground. The roll 
and pitch stick forces are measured by strain gauges; the 
corresponding deflections by potentiometers. The pedal 
forces and deflections are measured as well. Taps of the 
basic avionic provide the rotor rotational speed, propeller 
rotational speed and the pneumatic trim pressure. The 
thrust lever position is measured by a spring 
potentiometer. Static and dynamic pressures are measured 
as well. In order to limit the instrumentation effort no 
nose boom and no sensors for rotor flapping angle are 
installed. 

Together with the inertial platform a data acquisition 
system, a battery and an interface control box are 
mounted in place of the rear seat, Fig. 4. In good 
accessibility for the pilot a panel with switches and 
indicator lights is integrated, enabling him to power on 
the measurement devices, to start and stop the data 
acquisition and to supervise the state of the system. 

3.2 Flight Tests 
Special flights were conducted comprising several 

ground and flight trials to gather data about rotor motion, 
taxiing, steady state flight conditions, turns, decelerations, 
accelerations, ground effects, dynamic manoeuvres, 
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takeoff, touch down, gliding performance, and tests with 
variable pitch propeller [10]. All eleven flights and 
ground trials were conducted within the period of March 
to April 2010.  

4 Gyroplane Modelling at DLR 

4.1 Rotor Modelling 
The rotor aerodynamics are calculated by the strip 

method, or blade element theory, such that the individual 
airflow at 10 blade elements is calculated considering the 
rotational speed, the vertical component of the true 
airspeed and the flapping motion. The rotor blades are 
considered to be rigid. The lift/drag characteristics of the 
NACA8H-12 airfoil known from literature are used as 
starting value [11]. Based on the MTOsport flight tests 
conducted its lift/drag characteristics are modified slightly 
such that the rotor model has a similar performance as the 
real rotor during vertical autorotation flight, which means  
 rotor thrust of about 3850 N, 
 rotational speed of about 300 rpm, 
 vertical descending velocity of about 7.4 m/s.  

The MTOsport is descending with 7.4 m/s at a weight 
of 3850 N (390 kg) during vertical autorotation. 

An inflow model with constant induced velocity 
according to [12] is applied. The downwash velocity 

DWw  is a function of rotor radius Rr , the rotor thrust 

force RF  and the true airspeed TASV  

),,( TASRRDW VFrfw  . (1) 

The effective vertical airflow through the rotor plane 

effRw ,  is determined by  

DWReffR www , . (2) 

The vertical component of the true airspeed with 
respect to the rotor plane is determined by  

TASRR Vw  sin . (3) 

R  is the rotor plane angle of attack. In case of 

vertical autorotation the following numbers are obtained 
from flight test: 
 m/s 4.7Rw  by measurement, 

 swDW m/ 6.6  by inflow model, 

 m/s 8.0, effRw  by Eq. (2). 

The downwash velocity is decreasing significantly at 
higher airspeeds [12]. In case of the MTOsport gyroplane 
model the downwash velocity during steady state flight at 
40 m/s true airspeed is almost zero. 

The rotor rotational speed R  is calculated by the 

following equation 

)(
1

,, extRaeroR
R

R NN
I

 . (4) 

The rotor aerodynamic rotational moment aeroRN ,  is 

determined by the sum of all tangential forces of all blade 
elements multiplied by their corresponding distances to 
the rotor shaft. The external rotor rotational moment 

extRN ,  is considering the prerotator and the rotor brake 

systems. 
The flapping angle R  is calculated by the following 

equation 

)sin2(
1 22

_, RRbladeTBCGflapR
R

R mrM
I

  (5) 

The rotor aerodynamic flapping moment flapRM ,  is 

determined by the sum of all vertical forces of all blade 
elements multiplied by their corresponding distances to 
the teeter bolt. The second term in this equation represents 
the flapping moment due to centrifugal effects.  

4.2 Overall Simulation Model 
An overall simulation model of the MTOsport 

gyroplane is developed at DLR [13, 14] aiming at its 
implementation in a training simulator. This simulation 
model is implemented under Matlab/Simulink based on 
the modelling standards at DLR’s institute of flight 
systems. It contains subsystems for the gyroplane body 
and rotor aerodynamics, the landing gear, the control 
system, and the environment. A comprehensive model of 
the Rotax912 engine and IVOprop propeller is developed 
as well [15]. 

Besides the rotor model described above the main 
difference to fixed wing aircraft modelling is that the 
body (fuselage, mast, horizontal tail, and 
engine/propeller) and the rotor are modelled as two 
individual masses, which are connected at the pitch and 
roll pivot bolts. Furthermore it is mandatory to build the 
model of a gyroplane with tilting rotor system such that 
the pitch and roll stick forces are the input signals to the 
simulation and not the control positions.  

In order to understand this issue consider the fuselage 
changing its pitch attitude due to an external disturbance 
while the rotor plane does not. In this case the control 
stick must move without a control force applied by the 
pilot. This situation can not be handled utilizing a model 
with stick deflection as input signal. More details about 
the modelling approach can be found in [13]. The rudder 
pedal and throttle position are used as input signal as well. 
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Fig. 5 MTOsport gyroplane, geometric definitions. 

The relevant geometric parameters for the MTOsport 
gyroplane model for the longitudinal motion are presented 
in Fig. 5 and Tab. 1. 

Tab. 1 MTOsport longitudinal simulation model 
parameters 

Body data 
m  Gyroplane mass 390 kg 

PPBCGh _

 

Vertical distance between CG 
and PPB 

1.59 m 

CG_Proph  Vertical distance between CG 
and Propeller 

0.27 m 

PPBCGl _  Horizontal distance between 
CG and PPB 

0.06m 

stabCGl _  Horizontal distance between 
CG and tail plane 

1.66 m 

PPBTBh _

 

Vertical distance between TB 
and PPB 

0.21 m 

PPBTBl _  Horizontal distance from TB 
to PPB 

0.024 m 

yI  Body pitch moment of inertia  350 Kg m² 

Rotor data 
Rm  Rotor mass (rotor head and 

two blades)  
32 kg 

bladem  Rotor blade mass  10 kg 

RI  Rotor moment of inertia 
around TB 

150 Kg m² 

TBCGr _  Distance between CG of each 
blade and TB 

2.38 m 

Rr  Rotor radius 4.20 m 

Rt  Rotor blade chord  0.20 m 

0,blR  Rotor blade pitch angle 2.50 deg 

4.3 Model Validation 
The most relevant longitudinal flight parameters 

during straight and level steady state flight are presented 
in Fig. 6 in comparison to the simulation model.  
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Fig. 6 MTOsport longitudinal steady state level flight 
parameters; flight test vs. simulation. 

The rotor head tilting pitch angle tiltR,  is not 

measured directly but calculated by the measured pitch 
stick deflection stick  based on the nonlinear transmission 

ratio obtained by ground calibrations. The rotor head 
pitch angle rhR,  is determined by 

tiltRrhR ,,   (6) 

Fig. 6 indicates that the rotor head pitch angle is 
relatively small at higher airspeed regime; at 40 m/s true 
airspeed it is even negative, which is to be explained due 
to the decreasing downwash velocity at higher airspeeds 
[12]. However the rotor plane pitch angle R  is relevant 

for its angle of attack 

 RR
 (7) 

The rotor plane pitch angle is  

crhRR 1,   (8) 

The additional rotor pitch angle due to flapping c1  

(which is not measured but simulated) is about 4 deg at 40 
m/s true airspeed, hence the rotor plane angle of attack is 
slightly positive in this flight regime.  

The rotational speed of the rotor and its change due to 
true airspeed is represented well by the (quite basic) 
simulation model; the rotational speed increases by about 
50 rpm between 10 to 40 m/s true airspeed. 

778



Gyroplane Longitudinal Flight Dynamics 
 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

Several dynamic manoeuvres are used to validate the 
MTOsport model, such as doublets in the roll, pitch and 
yaw axes as well as dynamic throttle movements. As 
typical dynamic manoeuvre a pitch doublet is chosen, Fig. 
7. The input signal for the simulation model is the 
measured pitch stick force. The output signals considered 
in this case are pitch stick deflection, pitch rate, vertical 
acceleration and rotor rotational speed. The simulation 
model represents these important flight dynamic 
parameters adequately well.  
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Fig. 7 MTOsport model validation: pitch stick doublet 

at 20 m/s true airspeed (m=390 kg). 

5 Flight Dynamics Analysis 
From a scientific perspective there have been few 

recent studies of gyroplanes flight dynamics. Research 
has been conducted recently at Glasgow University 
developing advanced mathematical models of the 
gyroplane validated by flight measurements conducted on 
specially instrumented gyroplanes like the VPM M16 
[16]-[18] and the Montgomerie Merlin [19]. Further 
studies about the initial development and validation of a 
flight simulation model of a Rotorsport UK Ltd.. In [19] 
the following is stated: 
 The most significant configurationally effect is the 

vertical location of the centre of gravity (CG) with 
respect to the propeller thrust line (PTL).  

 The stability characteristics of a gyroplane can be 
considered as a mix of helicopter and fixed wing 
aircraft modes; gyroplanes can have a fixed-wing-like 
lightly-damped phugoid oscillation and a cross-
coupling exists between longitudinal and 
lateral/directional degrees of freedom. 

 Wind tunnel data showed that the tail plane 
aerodynamics have a very limited effect on 
longitudinal dynamics (at low air speeds). 

 PIO tendency is most probably caused by the 
relatively high frequency, lightly damped or even 
unstable phugoid.  
In the analysis presented below these statements are 

investigated amongst others based on DLR’s flight 
validated MTOsport simulation model presented above. 

5.1 Vertical CG location above the PTL 
The vertical location of the centre of gravity (CG) 

with respect to the propeller thrust line (PTL) has been 
subject to long term debates. The UK Civil Aviation 
Authority (CAA) undertook a series of flight tests to 
assess the handling qualities of certain single seat 
gyroplane types. As part of this investigation, the vertical 
displacement between PTL and CG was determined for 
each machine. Based on these investigations the British 
Civil Airworthiness Requirements (BCAR Section T) was 
updated and the following statement can be found under 
Sub-Section B (AMC T 23 Interpretative Material) [21]: 

“…For gyroplanes that have a thrust line/centre of 
gravity limit of offset greater than ±2 inches, normal 
distance from the propeller thrust line, the CAA shall be 
consulted to establish design/equivalent safety standards 
that would ensure safety objectives continue to be 
achieved. 

Tab. 1 indicates that the MTOsport’s CG is located 
about 27 cm (10.6 inches) below its PTL. The flight 
experience with this popular gyroplane type (more than 
500 MTOsport gyroplanes flying all over the world) 
shows definitely no problems due to this offset.  

The analysis of the MTOsport eigenvalues based on 
the simulation model presented above prove this 
experience from practice, Fig. 8. 

Within the airspeed range of 12 to 40 m/s the short 
period mode is damped well and the phugoid mode is 
stable as well except for very low airspeeds of 12 m/s. 
The eigenfrequency of the phugoid mode is about 0.2 
rad/s which is comparable to fixed wing airplanes. For 
rotorcraft and fixed wing aircraft military specifications 
exist [3, 24]. In this paper the fixed wing specifications 
are considered. From [3] the following requirements for 
phugoid are known: 
 Level 1: damping ratio above 0.04.  
 Level 2: damping ratio above 0. 
 Level 3: time to double above 55 s. 

At higher airspeeds Level 1 handling qualities are 
obtained with respect to phugoid damping [22]. At 12 m/s 
true airspeed Level 3 handling qualities are not fulfilled 
when compared to the fixed wing specification; however 
considering the rotorcraft specification Level 1 is fulfilled 
also in this case. 
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Fig. 8 MTOsport eigenvalues longitudinal motion at 
12 (red x), 20 (blue cross), and 30 (black star) m/s true 

airspeed (m=390 kg). 

The short period damping requirements for category 
A&C flight phases according to [3] are  
 Level 1: above 0.35.  
 Level 2: above 0.25. 
 Level 3: above 0.15. 

The MTOsport has Level 1 handling qualities with 
respect to short period damping for all airspeeds 
investigated, which means it is satisfactory without any 
improvements. 

The physical background for proposing the PTL below 
the CG is as follows: consider only three forces acting on 
the gyroplane 1) the rotor thrust force, 2) the propeller 
thrust force and 3) the weight force; a PTL below the CG 
leads to a rotor thrust line located behind the CG. In this 
case an external disturbance, which increases the rotor 
thrust force, therefore generating a negative pitching 
moment and reducing the angle of attack and hence the 
rotor thrust force; this represents a stable aircraft behavior 
as desired and can be view as a kind of “power 
augmented stability”. 

A gyroplane with its CG behind the rotor thrust line 
may behave like a tail heavy fixed wing aircraft, which is 
unstable. In the case of the MTOsport no unstable mode is 
found (except at very low airspeed). There are two main 
reasons: first the tail plane produces a downward oriented 
force resulting in a pitch up moment such that the rotor 
thrust line almost runs through the CG, Fig. 9, second the 
design of the rotor head has significant influence on flight 
stability. 

 
Fig. 9 MTOsport simulation of steady state flight at 30 

m/s true airspeed: the rotor thrust line is running 
through the CG (m=390 kg). 

The MTOsport rotor head is designed such that the 
rotor shaft is moved some centimeters behind the pitch 
pivot bolt (PPB) around which the rotor is tilting, Fig. 5. 
This design causes a pitch down moment if the rotor force 
is increased due to an external disturbance or a pilot 
control activity, hence stabilizes the rotor itself. This 
effect is considered in the DLR model presented above 
and has been proved as a very sensitive configurationally 
parameter ( PPBTBl _ ) with respect to flight stability. 

5.2 Mix of Helicopter and Fixed Wing 
Aircraft Modes? 

The longitudinal modes (short period and phugoid) of 
the MTOsport are very similar to those of an aircraft, Fig. 
8. This is also true for the lateral/directional modes with 
roll, spiral and dutch roll eigenvalues. The piloting 
technique required to fly this type of gyroplane is in most 
situations very similar to those of an airplane except 
ground handling, takeoff, touch down, and vertical 
autorotation. 

The significant difference to airplane dynamics is 
rotor rotational speed mode, an eigenvalue at 
approximately -0.7 to -0.6 rad/s. The relatively high 
frequency flapping mode is not relevant for the flight 
dynamics. In order to gain a better understanding of this 
mode the transfer function of pitch rate by pitch stick 
force is explored at cruising speed of 30 m/s, Fig. 10. 
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Fig. 10 MTOsport transfer function pitch rate by pitch 

stick force at 30 m/s true airspeed (m=390 kg). 

Four zeros are located on the real axis, two near the 
origin and one at around 1.4 rad/s and one near the rotor 
rotational speed pole. The first three zeros also exist for 
the fixed wing airplane pitch rate transfer function. The 
additional zero near the rotor rotational speed pole is 
unique for the gyroplane. Due to the nearby location the 
pole and zero cancel each other in first approximation and 
the same pole/zero combination as for airplanes emerge. 
If this zero would not exist the pitch response of the 
gyroplane would be very sluggish, since the rather low 
frequency pole adds a lot of phase and amplitude decrease 
to the system response.  

5.3 Tail Plane Effect on Longitudinal 
Flight Dynamics 

The tail plane adds pitch damping to the gyroplane 
and therefore it contributes significantly to improve the 
damping ratio of the short period mode. In case of the 
MTOsport the short period damping ratio is about 0.4 for 
an air speed of 30 m/s. This represents Level 1 handling 
qualities as stated above. Removing the tail plane from 
the simulation model allows an estimation of the pitch 
dynamics of an MTOsport without a tail plane. Fig. 11 
shows nonlinear simulations with and without the tail 
plane for an air speed of 30 m/s.  

The stronger pitch rate oscillations with tail plane 
removed indicate that the short period damping ratio is 
reduced significantly. The short period damping ratio of 
an MTOsport without a tail plane would only be about 0.2 
which leads to poor handling qualities (Level 3) and the 
likelihood of PIO may increase. 
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Fig. 11 Effect of tail plane – MTOsport nonlinear 

simulation at 30 m/s true airspeed (m=390 kg). 

5.4 PIO due to phugoid motion? 
The analyses presented herein show that the 

MTOsport is definitely not PIO prone, which fits the 
experience from real flight. No PIO accident or incident is 
known to the authors with MT03/MTOsport gyroplane 
types.  

In [6] it is stated that gyroplane PIO is more likely to 
occur and can be more pronounced at higher airspeeds. 
This may be due to insufficient short period damping 
resulting from too small tail planes and increased pitch 
control sensitivity at higher airspeed. In case of the 
MTOsport model an increasing phugoid damping is found 
with increasing airspeed (see Fig. 8). 

Further investigations need to be done in this area. 

5.5 Backside of the Power Curve 
Operating a gyroplane on the backside of the power 

curve can be hazardous at low altitudes, since no power 
reserve is available when the gyroplane starts to decent 
due to an external disturbance. In [3] the flight path 
stability is defined by means of the gradient dVd /  

which is the steady state flight path angle change due to 
airspeed at a constant throttle position. The following 
levels of handling qualities are specified: 
 Level 1: 06.0/  dVd  deg/kt  

 Level 2: 15.0/  dVd  deg/kt  

 Level 3: 24.0/  dVd  deg/kt  

Fig. 12 shows the total x-force and the maximum 
thrust available over the entire airspeed range. 
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Fig. 12 MTOsport flight path angle stability; total 
force in x-direction and maximum propeller thrust 

available over the airspeed range (m=390 kg). 

The total x-force is the sum of external forces in body 
fixed x-direction containing of the body drag, the rotor 
drag and the effective gravity force. The total x-force is 
minimal between 20 and 25 m/s true airspeed. Below this 
value the gyroplane is flying on the backside of the power 
curve. In this region the flight path angle gradient is 
increasing rapidly with reduced airspeed and at 15 m/s 
Level 3 is not fulfilled anymore with respect to the flight 
path stability criterion. This finding based on the 
simulation model is well in agreement with the experience 
from real flight such that a gyroplane is not to be operated 
at very low airspeeds near the ground. 

6 Conclusion 
Due to the increasing interest in gyroplanes, a research 

program at DLR’s Institute of Flight Systems was 
initiated, aiming at the further improvement of gyroplane 
flight safety. A new flight simulation model for 
AutoGyro’s MTOsport has been developed and validated 
with flight test data. This simulation model is used for a 
new gyroplane flight training device which is currently 
under development. 

The following conclusions can be drawn based on the 
analyses for the MTOsport presented herein: 
 Based on the flight test data analysed, the flight 

dynamics of the MTOsport resemble the one of a 
small airplane; the same characteristic modes in 
longitudinal motion – the short period and phugoid, 
and even the same zero location of the pitch rate to 
stick force transfer function. In the lateral motion the 
same is valid, but not presented in this paper. 

 The often discussed vertical offset between propeller 
thrust line (PTL) and centre of gravity (CG), which is 
part of the British Civil Airworthiness Requirements 
(BCAR Section T) is not the most relevant 
configurationally parameter. The requirement to limit 
the offset between CG and PTL to ±2 inches can not 
be confirmed in case of the MTOsport. The effects of 
the tail plane and the specific rotor head design must 
be taken into account, too. 

 The damping effects of the tail plane are significant in 
case of the MTOsport. The short period handling 
qualities would be degraded from Level 1 to Level 3 if 
the tail plane would be removed. Too low short period 
damping has been most likely the cause for pilot 
involved oscillations (PIO) with gyroplanes in the 
past.  
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Abstract

JSBSim is an open source flight dynamics library
written in the C++ programming language. In
this paper, we implement a simplex-based trim-
ming algorithm and compare it to the existing in-
terval method used by JSBSim. The test cases
include a Boeing 737, an F-16, and a Multiplex
Easy Star UAV (unmanned aerial vehicle). The
existing trim algorithm requires less computa-
tion, but is rudimentary and fails to solve diffi-
cult trim problems. We briefly discuss the usage
of our added GUI (graphical user interface) for
the trimming and linearization algorithms. In ad-
dition, we give an overview of the JSBSim block
for the open source Scicos block diagram envi-
ronment.

1 Introduction

JSBSim is a high-fidelity, 6-DoF (Degree-
of-Freedom), general purpose flight dynamics
model (FDM) software library written in the C++

programming language [1]. The library routines
propagate the simulated state of an aircraft given
inputs provided via a script or issued from a
larger simulation application. The inputs can be
processed through arbitrary flight control laws,
with the outputs generated being used to con-
trol the aircraft. Aircraft control and other sys-

tems, engines, etc. are all defined in various files
in a codified XML format. The library consists
of approximately 70,000 text lines in 185 files.
The total lines of the program code are estimated
at about 50,000 lines. JSBSim development be-
gan in 1997 and has an international team of ac-
tive developers and user contributors. JSBSim
is released presently as an open source software
(OSS) under the LGPL license, and can be in-
corporated into a larger flight simulation archi-
tecture (such as FlightGear, or OpenEaagles). It
can also be run as a standalone batch application
when linked with a stub routine.

Thanks to a large worldwide community of
users of this free simulation and modelling tool,
many advances have taken place, and a variety
of uses have been demonstrated [2, 4]. In this
paper, we test and compare two trimming algo-
rithms built on top of the FDM software: one ex-
isting and one we built. We also show an exam-
ple of interfacing JSBSim with ScicosLab, a free
open source software package providing a multi-
platform environment for scientific computation
[3].

The goals of this paper are: (i ) to emphasize
the potential of JSBSim as a tool for the analysis
of aircraft flight dynamics models; (ii ) to provide
an example of integration of non-commercial
tools at the disposal of aerospace engineers,
in competition with similar commercial off-the-
shelf software; and (iii ) to emphasize the poten-
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tial of JSBSim as a valuable tool in Flight Dy-
namics teaching, due to the fact that FDMs are
easily built in XML format, and models may
range from low to high fidelity. In this respect,
we will present a GUI in order to give a clear per-
ception of the problem of trimming and introduce
the subject of model linearization.

This paper is organized as follows: Section 2
will discuss the trimming of the aircraft dynam-
ics. Section 3 will discuss the linearization of the
aircraft model. Section 4 will present the JSBSim
ScicosLab block.

2 Aircraft Flight Dynamics Model Trimming

The rigid aircraft equations of motion can be ex-
pressed in the following form:

ẋ = f
(
x,u
)

(1)

where x is the aircraft state vector, u is the input
vector, ˙( ) is the time derivative operator, and f is
a vector-valued function. Equation (1) is a typ-
ical state equation of a dynamical system, used
by control engineers to model a plant. Finding
an equilibrium flight condition, or trim condition,
means finding that particular state xeq in com-
bination with a particular set of inputs ueq such
that, when substituted in the right-hand side of
(1), those components of ẋ representing acceler-
ations (linear and angular) are zero.

Trim defines conditions for both design and
analysis based on aircraft models; in this sense,
trim conditions are considered analysis points. In
simulations, these analysis points establish ini-
tial conditions comparable to flight conditions.
Based on aerodynamic and propulsion system
models of an aircraft, trim analysis can be used
to provide the data needed to define the operating
envelope or the performance characteristics. Lin-
ear models are typically derived at trim points.
Control systems are designed and evaluated at
points defined by trim conditions.

In order to develop a linear model, it is nec-
essary to find an equilibrium point. Most aerial
and ground vehicles have many degrees of free-
dom with a wide range of time constants. Con-
sequently, trimming is often a numerically hard

problem. Time constants associated with the
propulsion system are typically slow, while time
constants associated with the control surfaces
are typically fast. We employed the JSBSim li-
brary to create a trimming program based on the
Nelder-Mead simplex algorithm [6]. When cre-
ating this trimming routine for JSBSim, we fol-
lowed the work of Stevens and Lewis [8], evolv-
ing from the work of De Marco et al. [4]. The
present trimming code can be applied to trim-
ming of any JSBSim modelled aircraft. Since the
JSBSim model format is written in XML, it en-
ables easy modelling of any experimental data or
new aircraft.

2.1 Design Vector

It is numerically unfeasible to solve for trim con-
ditions without imposing constraints to reduce
the dimension of the design vector for the air-
craft. In the unconstrained problem, the design
vector d consists of the state and input vectors,
x and u, without the components which are the
trim design objectives. Constraint equations are
introduced in the next subsection.

To have an idea of how the problem of trim-
ming an aircraft model is posed, let us consider
the case of a constant altitude coordinated turn.
If we wished to trim an aircraft for a coordinated
turn, we would assign Vt to the desired airspeed,
ψ to the desired heading, the triplet (latitude, lon-
gitude, altitude) to the desired position, and we
would set the body roll rate p, body pitch rate
q, and body yaw rate r to match the desired yaw
rate in the navigation frame (i.e. the turning rate
Ω = ψ̇). Moreover, we would make sure the side
slip angle β is zero (turn coordination) and the
climb angle γ is zero (constant altitude).

The search for a trim condition involves the de-
termination of a sutable functioning state of the
propulsive system. We call ‘rpm’ the revolution
per minute rate of the motor and ‘prop pitch’ the
angle of the propeller blade, in case of propeller
driven airframe. The latter quantity is an aircraft
state when it is variable (typically on larger air-
craft).

Equilibrated flight conditions are ensured by a
set of appropriate aerosurface regulations and a
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suitable throttle setting. These are all aircraft pri-
mary controls. We call ‘aileron’, ‘elevator’, and
‘rudder’ the normalized aerosurface control in-
put, that vary from −1 to 1; we call ‘throttle’ the
normalized throttle setting, varying from 0 to 1.

For a propeller driven aircraft the full state vec-
tor is:

x =
[
Vt , α, β , p, q, r, . . .

ψ, θ , φ , altitude, longitude, latitude, . . .

rpm, prop pitch
]T (2a)

For a conventional aircraft architecture, the
control vector is the following:

u =
[
throttle, aileron, elevator, rudder

]T (2b)

It can be augmented with other aerodynamic con-
trols when a specific configuration is under study,
or when particular flight conditions are investi-
gated, e.g. a trim in landing configuration with
flaps and spoilers extended.

In general, the design vector is:

d =
[

x̃T , ũT
]T

(2c)

where x̃ and ũ are vectors obtained by taking out
from x and u some trim design objectives. For
instance, in most cases the airspeed Vt is a design
quantity, i.e. trim conditions are serched for at
given flight speeds. In some cases, when a wings-
level flight condition is desired, the roll angle φ is
known and set to zero. The coordinated turn itself
as discussed above, takes out from x at least six
components. In some other cases a trim condition
is desired for an assigned value of a control input,
e.g. when a failure of one of the aerosurfaces is
investigated.

2.2 Constraints

Stevens and Lewis [8] provided the crucial con-
straint equations and the design vector that are
used in the final trim algorithm. The first con-
straint is the rate of climb constraint.

2.2.1 Rate of Climb Constraint

The rate of climb constraint solves for the pitch
angle θ in terms of the flight path angle γ , the an-
gle of attack α , the roll angle φ , and the side slip
angle β . It is given by the following equation:

tanθ =
ab+ sinγ

√
a2− sin2

γ +b2

a2− sin2
γ

(3a)

where

θ 6=±π/2
a = cosα cosβ

b = sinφ sinβ + cosφ sinα cosβ

(3b)

2.2.2 Turn Coordination Constraint

The turn coordination constraint solves for the
roll angle φ such that there is no side slip in a
turn.

It can be shown that the following equation
holds in the general case of nonzero side slip [8]:

tanφ = Γ
cosβ

cosα
×

(a−b2)+ tanα

√
c(1−b2)+Γ2 sin2

β

a2−b2(1+ c tan2 α)
(4a)

where

Γ =
ψ̇ Vt

g
a = 1−Γ tanα sinβ

b =
sinγ

cosβ

c = 1+Γ
2 cos2

β

(4b)

Here Vt represents the tangential velocity in the
turn, g is the acceleration of gravity, and the con-
stant ψ̇ is the yaw rate during the turn.

The turn coordination constraint results from
equation (4) by enforcing the condition: β = 0.
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2.2.3 Reduced-Order Design Vector

In our trim algorithm we always assign the air-
speed and impose the constraints recalled in Sec-
tion 2.2. This reduces the dimension of the de-
sign vector, which is defined as:

d =
[

α, β , . . .

throttle, elevator, aileron, rudder
]T (5)

This means that we search for an equilibrium so-
lution over a design space of dimension 6.

2.3 Numerical Trimming Methods

In this section, we will discuss several trimming
methods to compare against the rudimentary in-
terval method currently implemented in JSBSim.
The first method, the Nelder-Mead simplex algo-
rithm, was implemented for the JSBSim library.
The controlled random search (CRS) and the sim-
ulated simplex annealing (SSA) methods are dis-
cussed for background. Trimming routines pro-
vided by ScicosLab are also briefly described.

The Nelder-Mead simplex algorithm was first
proposed by J. A. Nelder and R. Mead in 1965
[6]. If x is a generic variable point in the design
space, a simplex is a finite set of values of x. With
an n-dimensional design vector, a simplex of (n+
1) points is employed to find the minimum of a
scalar function.

In case of the aircraft trimming algorithm, the
function to be minimized is a non-negative cost
function J(x) that vanishes in equilibrium con-
ditions. It can be defined in different ways, the
simplest expression is:

J = V̇ 2
t + α̇

2 + β̇
2 + ṗ2 + q̇2 + ṙ2 (6)

where the single terms in the sum are given by
the first six components of the state function f in
Equation (1).

In Figure 1, the three procedures of the Nelder-
Mead technique are graphically shown. The first
procedure is reflection. This involves reflecting
the maximum cost vertex about the face contain-
ing the minimum cost vertex. The next procedure
is contraction. This contracts the maximum cost
vertex toward the center of the simplex. The last

step is multi-dimension contraction, and this con-
tracts all vertices about the minimum cost vertex.

10

Original Simplex

Reflection Contraction

Multi-Dimension Contraction

Next Min

MinMax

Figure 2.1.. The three different steps of the Nelder-Mead simplex algo-
rithm.

Another numerical method that is more apt to discover global minima is the

Controlled Random Search Method (CRS). In Algorithm 2 the details of this method

are shown. The algorithm is much simpler than the Nelder-Mead simplex but can

take longer to converge due to the larger initial population size. When reflection

occurs in the CRS method the maximum cost vertex of the set P is replaced by the

reflected vertex if the reflected vertex has lower cost [4].

Algorithm 2 The Controlled Random Search Method (CRS)

P ← set of p randomly generated points of D

while |xmax − xmin| > ε do

S ← set of n+1 randomly selected points of P

x∗ ← reflection(S)

if f(x∗) < f(xmax) then

xmax ← x∗

end if

end while

Fig. 1 The three different steps of the
Nelder-Mead simplex algorithm.

Another numerical method that is more likely
to discover global minima is the controlled ran-
dom search (CRS) method. This algorithm con-
structs a simplex from random points in the pos-
sible solution domain. It can take longer to con-
verge due to the larger initial population size.
When reflection occurs in the CRS method, the
maximum cost vertex of the set is replaced by the
reflected vertex if the reflected vertex has lower
cost [7].

The simplex simulated annealing (SSA)
method was proposed by Kvasnicka and
Pospichal in 1997 [5]. This method is similar
to the CRS method, however there are two
distinct differences. First, it randomizes the
reflection process by making the reflection
distance normally distributed. Second, it uses
a criterion to replace the maximum cost point
with reflected points with even higher cost.
The probability of this event decreases as the
scheduled “temperature” variable decreases.

The methods supported by Scilab/ScicosLab,
the conjugate gradient method and the quasi-
Newton approach, failed to converge for the air-
craft test cases. Once the throttle was set, the
engine, yaw rate, and pitch rate did not reach a
steady state.
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Alg. 1 The Trim Method Employed for JSBSim,
a probabilistic Nelder-Mead Approach

S← set of (n+1) user defined points of D
while |xH − xL|> ε do

x?← randomized-reflection(S)
if f (x?)< f (xL) then

x??← randomized-expansion(S)
if f (x??)< f (x?) then

xH ← x??

else
xH ← x?

end if
else

x0,H ← xH

randomized-contraction(S)
if xH ≥ x0,H then

randomized-multi-contraction(S)
end if

end if
if iterations > max iterations then

S← re-sample population, centered at current
minimum vertex

end if
end while

When relying on ScicosLab’s routines to trim
an aircraft, it is important to remember that the
routines are unaware of aircraft dynamics and
therefore do not know how to impose the rate of
climb and turn coordination constraints. There-
fore, it is strongly suggested to separate the slow
time constants from the fast time constants in the
diagram. For instance, the motor lag block can be
separated from the dynamics so that the lag sys-
tem can be linearized separately (see Figure 10
and 11). After linearization, the motor lag and
aircraft dynamics blocks are combined through
series multiplication of state-space systems.

When implementing the standard Nelder-
Mead simplex algorithm for the JSBSim library,
it was noted that convergence of the simplex can
follow a deterministic path that can reduce the
likelihood of discovering global minima upon
reinitialization of the simplex. To overcome this
problem, a probabilistic stepping was introduced
to the simplex algorithm. By randomizing the
process, similar to the CRS/SSA methods, the
aforementioned effects are negated.

The details of the resulting algorithm that has

Alg. 2 The constrained cost function algorithm
implemented for JSBSim

x← constrain(D)
cost0← f (x)
propagate(x)
x← constrain(D)
cost1← f (x)
while |cost0− cost1|< ε do

cost0← f (x)
propagate(x)
x← constrain(D)
cost1← f (x)

end while
return cost1

been implemented can be seen in Algorithm 1,
where D is the design space and S is the sim-
plex. In this algorithm xH is the high point or
maximum cost vertex. xL is the low point or low
cost vertex. The next lowest point is denoted xNL.
The reflection point is x?. The expansion point is
x??. The lowest and next lowest points are used to
compute the direction for the simplex to reflect.

2.4 Cost Function

The Nelder-Mead Simplex algorithm can be
extended to handle constrained function mini-
mization by setting the cost to a high value if the
simplex steps beyond the constrained region [6].
This means that the design space D is subject to a
constraint operation at each iteration of the min-
imization process. For the algorithm employed
for the JSBSim library, when a constraint is vi-
olated, the constraint is re-imposed and the cost
is computed using the constrained design vector.
This has the same effect as above, and the sim-
plex will be unlikely to continue stepping over
the boundary since the cost will not decrease in
that direction.

Since JSBSim models aircraft at a very low
level including propulsion system states, simply
enforcing the rate of climb constraint and the
coordinated turn constraints is not sufficient to
uniquely define the state vector. For instance,
the internal rpm of the engine/motor is not ad-
dressed in constraint Equations (4) and (3) . What
we do know about these other states is that they

788



J. M. Goppert, A. De Marco, I. Hwang

must reach a steady state value. Therefore, if we
repeatedly enforce the constraints and propagate
the simulation, an equilibrium solution with the
propulsive system in steady state can be found.

The constrained cost function minimization
process can be seen in Algorithm 2. Here the
cost is recomputed until the difference between
the current cost and previous cost is less than a
threshold ε .

The developed JSBSim trimming utility can be
readily used for trimming various types of air-
craft at various states. For example, we success-
fully used it to trim a nonlinear model of an F-16,
both for steady level flight and for coordinated
turning flight.

2.5 Comparison of Simplex Trimming to Ex-
isting Interval Based Method in JSBSim

The interval based trimming method currently
implemented in JSBSim assumes that each vari-
able of the trim vector (angle of attack, throttle,
elevator, etc.) can independently control a state
derivative. For instance, angle of attack is re-
sponsible for reducing the altitude derivative. Al-
though the trim vector components are not truly
independent, the method is able to find many trim
solutions through iterative adjustment of the trim
vector until the derivatives approach zero.

The Nelder-Mead simplex algorithm does not
make assumptions about the relationship between
the variables of the trim vector and the state
derivatives of the aircraft. As the simplex con-
verges, the trim vector is adjusted in multiple
dimensions simultaneously. A cost function of
multiple state variables is used to evaluate how
stationary the current trim solution is [see (6)].

The interval based method will attempt to set
any derivative to zero, if it is able to, with the
associated component of the trim vector. When
a trim condition is not possible for an aircraft
(i.e. not enough rudder authority to coordinate
a turn), it is often desirable to allow some state
derivatives to be non-zero in order to reduce
other non-zero derivatives. An example of this
can be seen in Table 1. In the table, u̇ (the
derivative of forward velocity), and ẇ (the alti-
tude derivative) are both much larger in the inter-

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5

−4

−3

−2

−1

0

1

2

F16, 30 deg. Bank Turn, 500 ft/s

log10(iteration)

lo
g
1
0
(c

o
s
t)

Fig. 2 F16 Simplex Cost Convergence History
for 30 deg Bank Turn @ 500 ft/s

Table 1 Boeing 737 Trim Comparison, 10 deg
Bank Turn, 750 ft/s

simplex interval
angle of attack, deg 2.106 2.11
throttle, % 0.7866 0.79
elevator trim, % −0.1887 −0.19
side slip, deg 0.01505 0
ailerons, % −0.003156 0
rudder, % −0.005718 −0.03
ẇ, ft/s2 1.09E−06 0.00041
u̇, ft/s2 −3.412E−08 0.00021
q̇, rad/s2 1.098E−08 −3E−08
v̇, ft/s2 3.227E−07 −8E−08
ṗ, rad/s2 −2.373E−09 −1E−07
ṙ, rad/s2 −7.037E−09 1.4E−18
computation time, s 2.4 0.01

val method than the simplex method. The sim-
plex method, however, takes more time due to
its multi-dimensional technique. The simulation
of the trim conditions verifies that both methods
can easily find the stationary point of the 737 (see
Figure 5 and Figure 6).

One drawback of the simplex method is that in
a state where a stationary trim solution cannot be
found, many iterations can occur with little im-
provement to the overall cost. This situation is
illustrated in Figure 2. From the 1000th till the
2000th iteration, the cost decreases minimally. A
large number of iterations causes an increase in
the computation time as shown in Table 2. Al-
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Table 2 F16 Trim Comparison, 30 deg Bank
Turn, 500 ft/s

simplex interval
angle of attack, deg 7.897 7.19
throttle, % 0.3347 0.34
elevator trim, % −0.2018 −0.19
side slip, deg 1.096 0.58
ailerons, % 0.02449 −0.01
rudder, % −1 0
ẇ, ft/s2 0.002899 0.00018
u̇, ft/s2 0.0178 8.8E−06
q̇, rad/s2 2.991E−06 7.8E−08
v̇, ft/s2 −0.9425 −4E−06
ṗ, rad/s2 2.55E−05 4.1E−08
ṙ, rad/s2 −0.0006498 −0.111
computation time, s 13.96 0.02

though a stationary trim solution was not found
by either method, the simplex method was able
to trim the aircraft considerably better. The re-
sults of the trim simulation are shown in Figure 3
and Figure 4.

The Easy Star UAV provides a unique chal-
lenge to the trimming problem. The aircraft
has no ailerons. Therefore, side slip is neces-
sary to counteract the torque from the propeller.
Although a stationary trim point could not be
found, the simplex method outperforms the in-
terval method (as seen in Table 3). We penal-
ized the attitude derivatives heavily in the sim-
plex cost function, so the attitude is more station-
ary, and the resulting turn behavior is more desir-
able. The results of the trim simulation are shown
in Figure 7 and Figure 8.

3 Dynamics Linearization

We also have added the ability to compute the
state space linearization of the JSBSim dynam-
ics. This functionality has been implemented in a
new C++ class named FGStateSpace. This class
provides a simple interface for selecting compo-
nents of the input and state vectors and outputting
the state and its derivative. If a derivative is pro-
vided by JSBSim, that value is used. If a deriva-
tive is not calculated in JSBSim, then the default
state space component class will implement a fi-

Table 3 Easy Star UAV Trim Comparison, No
Ailerons, 10 deg Bank Turn, 40 ft/s

simplex interval
angle of attack, deg 1.19 2.78
throttle, % 0.514 0.51
elevator trim, % −0.7226 −0.7
side slip, deg −0.8595 −0.05
rudder, % −0.03273 −0.01
ẇ, ft/s2 0.9013 1.19
u̇, ft/s2 −0.07468 −0.132
q̇, rad/s2 −0.02834 −2E−05
v̇, ft/s2 0.2737 −3E−05
ṗ, rad/s2 −0.002053 −0.181
ṙ, rad/s2 −4.072E−05 3.6E−08
computation time, s 5.92 0.7

nite difference approximation for the derivative.
A multi-platform GUI interface to JSBSim’s

new linearization and trimming capabilities has
been created to help users easily obtain trim con-
ditions and linear models for aircraft in an in-
tuitive manner. This program has been called
Mavsim Trim and some screenshots are shown in
Figure 9.

4 JSBSim ScicosLab Block

ScicosLab is an open source scientific compu-
tation program. It provides a block diagram
environment, Scicos, similar to Simulink from
MathWorks. The JSBSim Scicos block enables
rapid control design and testing. Hardware-in-
the-loop blocks have been developed for use
with several current autopilots that employ the
MAVSim protocol language. This provides a
completely free and open source tool-chain for
rapid autopilot development. The JSBSim Sci-
cos block can simulate any JSBSim modeled air-
craft and forward the output data to other Sci-
cosLab blocks. The block also receives input.
This enables hardware-in-the-loop or software-
in-the-loop feedback loops. An autopilot feed-
back loop for the Easy Star UAV is shown in
Figure 10. JSBSim simulates the dynamics of the
EasyStar.

The measurable states are forwarded to the
control system block within Scicos. The output
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Fig. 3 F16 Attitude History for Trimmed 30 deg Bank Turn @ 500 ft/s
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Fig. 5 Boeing 737 Attitude History for Trimmed 10 deg Bank Turn @ 500 ft/s
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Fig. 6 Boeing 737 Position History for Trimmed 10 deg Bank Turn @ 750 ft/s
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Fig. 7 Easy Star UAV Attitude History for Trimmed 10 deg Bank Turn @ 40 ft/s
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(a) The trim setup used for the Easy Star. (b) The trim conditions used for the Easy
Star.

(c) The solver conditions used to trim the
Easy Star.

(d) An example of a converged trim solution
in the MavsimTrim GUI.

Fig. 9 Screenshots of the Mavsim Trim GUI interface to JSBSim’s new trimming capabilities.

from the control system block is fed back to the
input of the JSBSim block. If visualiztion is re-
quired outside of Scicos, the JSBSim state can be
forwarded to the FlightGear flight simulator. The
user interface for the JSBSim block is shown in
Figure 11.

When dynamics are modelled in ScicosLab,
linearization can be done through specific com-
mands. By default, ScicosLab employs a quasi-
Newton method for finding the solution. In air-
craft trim problems, the Nelder-Mead style, non
derivative optimization routine (NDCost) typi-
cally is more robust, so a version using this lat-
ter method was created. The ability to select the

optimization routine will be added to future Sci-
cosLab releases.

When relying on ScicosLab’s routines to trim
an aircraft, it is important to remember that the
routines have no knowledge of the aircraft dy-
namics and therefore cannot impose the rate of
climb and turn coordination constraints to help
reduce the dimension of the design vector. There-
fore, it is strongly suggested to separate the slow
time constants from the fast time constants in the
diagram. For instance, in Figure 10, the motor lag
block is separated from the aircraft dynamics so
that the lag system can be linearized separately.
After linearization, the motor lag and aircraft dy-
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Fig. 10 A ScicosLab Diagram using the JSBSim Communications Block.
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Fig. 11 Setting the properties of the JSBSim
Communications Block for ScicosLab.

namics blocks are combined through series mul-
tiplication of state space systems.

5 Conclusion

We have implemented a new simplex based trim-
ming method for the JSBSim flight dynamics li-
brary. It has been tested against the existing in-
terval based method. This new trimming method
is based upon the Nelder-Mead simplex method
and randomization was added to the algorithm
to avoid a deterministic behavior. At each step,
the cost was allowed to converge to a steady state
value. The new simplex based trimming method
outperformed the interval method but required
more computation.

We also created a generic state space inter-
face to the JSBSim library. This interface allows
users to create custom state space representations
which are useful for control design and dynamics
analysis.

Visualization of the trimming and lineariza-
tion process can be informative and beneficial.
Toward this end, we have developed a multi-
platform GUI to interface to the trimming and
linearization code. This user interface makes
finding a trim condition and creating a linear

model simple. The 3D model can be used for
simulation and moves during trimming to help
the user with more intuitive feedback.

Finally, we developed a Scicos block to inter-
face to JSBSim. A linear model can be used to
design a controller in Scicos/ScicosLab and the
JSBSim aircraft model can be simulated with dy-
namics and control elements within the Scicos
environment.
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Abstract  

SKYCAR is a CS-23 category aircraft   designed 

and produced by OMA SUD to be the actual 

sole multi-utility/multipurpose aircraft in the 

General Aviation High Performance Piston 

marketplace with an opening bonnet on fly. The 

out-of-standards configuration -characterized 

by a double vertical tail surmounted by a fully 

movable horizontal tail and connected to the 

fuselage by means of two large booms-  

represented the key-reason of a quite 

challenging proof of compliance to EASA 

requirements in terms of flutter instability.              

Due to the inapplicability of consolidated 

simplified criteria, rational analyses supported 

by test evidence were considered mandatory, 

thus demanding for a wide set of numerical and 

experimental activities to be performed. In this 

paper a general overview of such activities has 

been presented by pointing out the used  

approaches, analysis methods  as well as the 

numerical tools implemented on their base.    

1 Introduction  

SKYCAR is a CS-23 [1] category aircraft  

(Fig. 1) designed and produced by OMA SUD 

to be the actual sole multi-utility / multipurpose 

aircraft in the General Aviation High 

Performance Piston marketplace with an 

opening bonnet on fly.  

 
Fig. 1 - SKYCAR Aircraft 

The internal layout is flexible and can be 

changed in various configurations and for 

different uses such as aero taxi, light cargo as 

well as  for special military and civil missions. 

A synergetic and innovative architecture has 

been conceived in order to assure an unequalled 

cabin volume  thus  providing a top class 

passenger comfort and the largest baggage 

compartment among same class aircraft, while 

preserving high aerodynamic efficiency and low 

fuel consumptions. 

The resulting  two tail-booms configuration, 

and the chosen solution of a fully movable 

horizontal tail mounted on a double fin 

structure, were the key-reasons of a quite 

challenging proof of compliance to EASA 

requirements, especially with reference to 

aircraft flutter clearance justification. As a 

consequence of the unconventional aircraft 

layout, simplified criteria resulted impracticable 

both for the estimation of  stiffness and inertial 

distributions and for the evaluation of  control 
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surfaces mass-balancing useful to avoid any 

aeroelastic instability within flight envelope. A 

rational approach -based on advanced modeling 

techniques and numerical tools in close 

interaction with experimental tests- was then 

followed in order to produce the required means 

of compliance to paragraph 629 of reference 

airworthiness regulations [1]. The approach was 

characterized by two different and subsequent 

levels of analysis (Fig. 2), the first level 

covering all the activities oriented to the release 

of the  “permit to flight”  certificate  up  to  dive                                    

 

distributions. Relying upon  wind tunnel test 

data, local corrections were made to  pressure 

distributions for a proper simulation of control 

surfaces overall aerodynamics and hinge 

moments. 

Upgraded dynamic model and generated 

aerodynamic lattice were finally matched and 

flutter speeds were  evaluated in correspondence 

of several investigation cases characterized by 

different aircraft’s inertial distributions and/or 

flight altitudes.  On the base of obtained results, 

 

 
Fig. 2 - Flow chart of the approach used for flutter certification 

 

speed (VD = 184 kts) and the second properly 

referred to flight flutter tests  and to the release 

of type certificate.  

At the first level of analysis, the aircraft 

dynamic model was built  and  the related 

modes, frequencies and generalized masses 

were numerically determined. Theoretical 

modal parameters were then correlated to 

ground vibration tests results, thus allowing  for 

dynamic model upgrading by means of slight 

corrective actions on assumed stiffness/inertial 

distributions.  

Three-dimensional panel method for 

unsteady compressible flow simulation was 

used in order to generate aircraft aerodynamic 

model and to calculate modal pressure             

both in terms of flutter speed/frequencies  and 

flutter mechanism, the permit to flight up to 

dive speed  was released and the “go ahead” to 

the second level analyses and to  flight flutter 

tests was given by airworthiness authorities.  

Flight flutter tests were preceded by 

sensitivity analyses aimed to individuate the 

most promising approach for the in-flight 

excitation of the mode of interest (flutter 

mode), to predict aircraft time-responses under 

such excitation and to consequentially find out 

the optimal accelerometers disposition for data 

recording. All the analyses up to flight flutter 

test were performed by using the in-house 

developed code SANDY3.0 (whose general 
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description has been provided in Appendix) in 

combination with MSC-NASTRAN.  

Experimental trends of modal frequency/ 

damping vs. flight speed showed the absence of 

any flutter instability up to 1.2VD ; moreover, 

the excellent correlation level of experimental 

trends to  theoretical expectations represented a 

means of validation for the adopted modeling 

strategies, investigation approaches and a 

further reliability proof of the used 

computational tools.   

2 Aircraft Aeroelastic Model Generation 

Aircraft (A/C) aeroelastic model was built 

up on the base of input data (mainly coming 

from OMA-SUD drawings and preliminary 

finite elements models) and following three 

consecutive phases: 

Phase 1 generation of A/C dynamic 

(structural and inertial) model for 

theoretical modes evaluation; 

Phase 2 generation of A/C aerodynamic 

lattice for unsteady aerodynamic 

forces evaluation trough DLM 

(Doublet Lattice Method); 

Phase 3 generation of matching model 

(spline matrices at significant 

grids) for modes interpolation on 

aerodynamic lattice. 

In the next two subparagraphs a general 

description of the approaches covering the 

above mentioned phases has been reported. 

2.1 Dynamic Model  

A/C dynamic model was obtained as the result 

of a procedure made up of two main steps:  

• definition of the dynamic model for each 

A/C item (grids, stiffness and mass matrices 

at grids); 

• assembly of items’ dynamic models trough 

linkage elements.  

Depending on item’s characteristics and/or 

related input data formats, the dynamic model 

definition was carried out by referring to one of 

the two following approaches: 

(a) stiffness and mass matrices definition by 

means of DMIG (Direct Matrix Input at 

Grids, [2],[3]) and/or set of DMIG related 

to significant item’s grid nodes and derived 

by available item’s FE (Finite Elements) 

models ; 

(b) stiffness and mass matrices definition from 

an equivalent beam representation of the 

item.  

Approach (a) was used for engine-mount and 

rear fuselage (here intended as the fuselage 

portion between wing front spar’s joint up to 

tails connection frames) and control lines (all 

mechanical from the cockpit up to control 

surfaces).  

Approach (b) was used for wing, fin and for all 

control surfaces. Front fuselage was taken in 

account only in terms of its inertial contribute 

and therefore modeled by means of lumped 

masses in offset to significant grids of rear 

fuselage model.  

The linkage between item’s structural models 

was performed just by means of rigid or beam 

elements; beam elements simulating the 

connection between main lifting surface and 

related control surface (i.e.: wing-aileron, fin-

rudder, fin-stabilator) were characterized by  

suitable stiffness properties and pin flags [2,3] 

enabling control surface’s rotation around its 

hinge axis. In Fig. 3 the A/C dynamic model 

has been sketched; for clearness sake, fuselage 

lumped masses, not-structural masses (fuel, 

payload, equipments) and DMIGs related to 

control systems have not been represented. 

 
 ITEM PLANT BORDER 

 ITEM BEAM ELEMENT 

o ITEM NODE 

* MASS CG 

--- MASS OFFSET VECTOR 

o REDUCTION NODE OF A DMIG 

 DMIG ELEMENT 

 LINKING ELEMENT 

Fig. 3 - Dynamic model layout
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2.2 Aerodynamic and Matching Models  

Aerodynamic lattice (Fig. 4) was 

characterized by 682 boxes obtained by 

meshing 10 macro-panels, three of which 

related to the wing, three to horizontal tail and 

two to each vertical tail unit.  

For each panel, chordwise and spanwise mesh 

sizes were rationally chosen taking also in 

account the following criteria: 

• higher boxes density all over control 

surfaces; 

• avoidance of wake interference between 

parallel panels (i.e.: spanwise alignment of 

the boxes boundaries belonging to wing and 

horizontal tail);  

• mesh continuity between panels related to 

vertical and horizontal tails (in order to 

properly simulate tails’ mutual aerodynamic 

interference). 

No panels were added to simulate the fuselage 

and the engine nacelle (their contribute was 

however taken in account by locally correcting 

aerodynamic model’s pressure distributions on 

the base of wind tunnel tests, see paragraph 3). 

Auxiliary grids were properly defined and  

rigidly    connected    to    dynamic    model’s 

significant nodes in order to support the 

generation of spline matrices for modal 

displacements interpolation at the centroid of  

each aerodynamic box.  

Spline matrices reliability was checked by 

performing (numerical) interpolation tests on 

imposed rotation modes of control surfaces 

around their hinge axes; more in detail, for each 

control surface: 

1. an unitary rotation around control surface’s 

hinge axis was imposed as a set of modal 

displacements at dynamic model grids; 

2. modal displacements were interpolated along 

control surface boxes’ and the pressure 

distribution due to the resulting boxes 

deflections was evaluated; 

3. an unitary rotation around control surface’s 

hinge axis was imposed by directly 

deflecting its aerodynamic boxes and the 

resulting pressure distribution was evaluated; 

4. spanwise loads distributions coming from the 

integration of aerodynamic pressures 

obtained at point 2 and 3 were checked to be 

equal. 

 

 

Fig. 4 - Aerodynamic Model 
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3 Models Validation and Flutter Analyses 

Preliminary flutter analyses were carried out 

in order to fix a proper degree of mass-

balancing (d.o.b.) for each control surface. 

The robustness of adopted mass-balancing 

solution (see Table 1) was proved with 

reference to several A/C mass configurations, 

flight altitudes up to the maximum operative 

one, ±25 % variations of control lines 

harmonics with respect to their theoretically 

estimated value (both in stick-free and stick-

fixed attitudes) as well as in correspondence of 

control lines failures.  

CONTROL SURFACE d.o.b. [%] 
Aileron 80 

Stabilator 80 

Rudder 74 

Table 1 – Control Surfaces d.o.b. 

Ground vibration tests (GVT) were then 

performed in correspondence of the two A/C 

mass configurations believed most significant 

on the base of preliminary flutter analyses’ 

results: MZFW  (Max Zero Fuel weight) and 

MTOW@MF (Max Take Off Weight @ Max 

Fuel). In order to increase the level of 

correlation between theoretical and 

experimental modes, slight corrections were 

made on dynamic model with specific 

reference to: 

• structural mass distributions of the items 

modeled  according to approach (b) (see 

paragraph 2.1); 

• control line stiffness.  

Theoretical A/C modes, coming from upgraded 

dynamic model, resulted in extremely good 

correlation with the experimental ones both in 

terms of shapes and natural frequencies; same 

applied to control surfaces harmonics. For the 

sake of synthesis, in Fig. 5,   the frequency 

correlation plot has been reported with 

reference to MTOW@MF configuration only. 

Relying upon  wind tunnel test data, local 

corrections were made to theoretical pressure 

distributions in order to refine the simulation of 

control surfaces overall aerodynamics and 

hinge moments values. The resulting upgraded 

aerodynamic model was then successfully 

validated on the base of flight test data. 

determination factor:
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Fig. 5 - Modes Frequencies correlation plot 

(MTOW@MF) 

Theoretical flutter analyses were then 

addressed by referring to upgraded models and 

in correspondence of the same A/C mass 

configurations and flight altitudes used in 

preliminary aeroelastic instability calculations. 

Control surface mass-balancing was set equal  

to the values reported in Table 1 and modal 

damping was conservatively assumed equal to 

1% for all elastic modes. Flutter instabilities 

were searched in the speed range [0:1.8VD] and 

no flutter was found within the certification 

envelope (i.e.: up to 1.2VD  for stick-free / 

stick-fixed control surfaces; up to VD in case of  

control surfaces failures). The first (and only) 

flutter instability within investigation range was 

detected at 1.5VD (at sea level; 1.4VD at 

maximum operative altitude) and in 

correspondence of MTOW@MF configuration 

and  stick-free condition; in Fig. 6 the related 

frequency/damping versus speed diagram (Vg 

plot) has been reported.  

The flutter mechanism was deeply analyzed 

and discovered to be essentially due to the 

participation of three modes: fuselage lateral 

bending (flutter mode, curve 7 of Fig. 6), 

rudder symmetric harmonic and rudder 

fundamental; the first two modes (Fig. 7) being 

at quite the same frequency, around 7 Hz. The 

reason of the coupling was attributed to the 

presence of a symmetric rudder deflection in 

lateral fuselage bending mode.  

Although  outside the certification envelope, 

it was however decided to investigate the 

frequency/damping trends of the flutter mode 

by means of dedicated flight flutter tests.  
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Fig. 6 - Vg plot, MTOW@MF, stick-free condition, sea-level  

 

 
Fig. 7 - Fuselage lateral bending (left) and rudder symmetric harmonic (right) 

 

4 Flight Flutter Tests 

Flight Flutter Tests (FFT) were performed 

according to a methodology characterized by 

three main steps for each investigated flight 

speed: 

1. in-flight excitation of flutter mode (fuselage 

lateral bending, see paragraph 3) by means 

of impulsive rudders deflection consequent 

to pilot’s action on aircraft pedals (spike 

and/or doublet); 

2. acquisition (at 128 samples per second) of 

the time histories related to side 

accelerations measured on left and right 

vertical tail units; 

3. elaboration of accelerometric signals 

acquired at step 2 and identification of flutter 

frequency and damping values.  
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Investigated flight speeds ranged from 120 

kts up to A/C VD (184 kts). Flight speed range 

was covered by means of two different flights 

according to what reported in Table 2. 

FLIGHT ID. 
INVESTIGATED 

FLIGHT SPEEDS [KTS] 
95 120,135,150,165 

98 174,184 

Table 2 -  Flights Identification Numbers and  

Investigated Flight Speeds 

In order to remove propeller induced noise 

(at 40 Hz) from accelerometric measurements, 

a 32 Hz low-pass digital filter was added to the 

acquisition chain. 

For each test point (i.e.: investigated speed) 

the spectrum of the accelerations time histories 

was  iteratively auto-correlated in order to 

isolate its main frequency component [4]. 

Autocorrelations transfer function were then 

identified in frequency domain by means of a 

polynomial ratio; by properly working on the 

poles of such polynomial ratio, frequency and 

damping values of flutter mode were finally 

evaluated (Table 3). 

TEST 

POINT 

SPEED 

[KTS] 
DAMPING 

FREQUENCY 

[HZ] 

95_1 120 -0.0198 6.3492 

95_2 135 -0.0246 6.3568 

95_3 150 -0.0175 5.8792 

95_4 165 -0.0186 6.2992 

98_1 174 -0.0208 6.1886 

98_2 184 -0.0156 6.0709 

Table 3 - Flutter mode experimental 

frequency/damping vs. flight speed 

 Frequency and damping values reported in 

Table 3 resulted perfectly matching the 

theoretical trends (curve 1 of Fig. 8) thus 

further proving the high reliability of numerical 

models and adopted approaches as well as the 

robustness of aircraft’s aeroelastic stability. 

 

 

 

Fig. 8 - Flutter mode frequency/damping trends (curve 1: theoretical; green dots: experimental )  
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5 Conclusion 

A rational approach based on advanced 

modeling techniques and numerical tools in 

close interaction with experimental tests was 

followed in order to prove SKYCAR aircraft 

compliance with paragraph 629 of EASA CS-

23  airworthiness regulations. The approach 

was characterized by two different and 

subsequent levels of analysis: the first level 

covering all the activities oriented to the release 

of the “permit to flight” certificate up to dive 

speed and the second properly referred to flight 

flutter tests and to the release of type 

certificate.   

The entire flutter certification program was 

carried out by mainly referring to in-house 

developed tools  and resources. It covered a 

time frame of one year ending on January 

2010; FAA certification was released only four 

month after.  

The very short time in which such results 

were obtained not only represents a proof of 

reliability for the adopted methodologies and 

implemented tools but rather witnesses the 

great capabilities and commitment of a 

technical team which never stopped to power 

up the SKYCAR program with an 

extraordinary spirit of achievement. 

 

Appendix: SANDY3.0 general description  

SANDY code has been developed and 

upgraded within last twenty-five years with the 

intent of providing an excellent and reliable 

tool for static and dynamic aeroelastic and 

aero-servo-elastic analysis of aircraft.   

Rational approaches and validated numerical 

methods, compliant with EASA standards CS-

25 and CS-23,  have been implemented in a 

multidisciplinary computational environment 

able to accomplish the following main tasks: 

• generation of A/C dynamic model (structural 

model and inertial model); 

• generation of A/C aerodynamic model; 

• generation of accurate transfer matrices 

interfacing between dynamic and 

aerodynamic models;  

• evaluation of A/C acceleration and loads 

response due to flight and ground manoeuvre 

and/or gust; 

• evaluation of A/C static and dynamic 

acceleration and loads response to movable 

lifting surfaces deflections imposed by  

mechanical and/or electro-mechanical 

control circuits; 

• evaluation of divergence, control reversal 

and flutter speeds. 

The computational tool, and the numerical 

methods within implemented, assure fast 

analyses aimed also to investigate the influence 

of several design parameters on A/C aeroelastic 

behaviour; in other terms, it is provided the 

capability of  fast sensitivity  aeroelastic 

analysis in correspondence of variations in 

structural and dynamic properties pertaining to 

A/C components including also the integrated 

control circuits. 

The high efficient computational structure is 

based on intercommunicating routines running 

in a common software environment (Visual 

Fortran / Matlab) and properly organized in 

three macro-modules:  

• Dynamic module; 

• Aerodynamic module; 

• Aeroelastic module. 

The dynamic module includes a generator of 

A/C structural and inertial models as well as an 

internal FEM solver for the evaluation of A/C 

modal parameters. In order to perform a 

reliable modelling in reasonable time, only two 

typologies of elements are available: 

• simple mono-dimensional elements (beam, 

rod, rigid-link, spring); 

• DMIG (Direct Matrix Input Generalized) 

elements for a correct evaluation of stiffness 

and inertial properties of all those parts for 

which a mono-dimensional elements model- 

ling leads to high approximations and/or is 

not applicable at all.  

DMIG elements may also be imported by 

commercial FE software (e.g.: MSC 

NASTRAN);  same applies to A/C modal 

parameters (modes shapes, frequencies, 

generalized masses, damping) which, 

moreover, may be imported directly from
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experimental data obtained by means of ground 

vibration tests 

In order to simulate loads alleviation 

systems based on movable surfaces in feed-

back with A/C cinematic parameters 

(acceleration, velocity, displacements) and/or 

to perform fast instabilities analyses in 

presence of powered or fly-by-wire controls, 

the module is properly structured for the 

introduction of extra-modes representing 

movable surfaces deflections in addition to the 

normal modes related to A/C structure. 

The aerodynamic module is characterized by a 

generator of aerodynamic model coupled to an 

internal solver for the evaluation of modal 

pressure distributions by means of  consolida-

ted numerical methods (e.g.: Doublet Lattice 

Method). More in detail it is provided the 

capability of generating 3D (three-dimensional)  

compressible aerodynamic models as well as 

the possibility of performing  local corrections 

in pressure distributions in order to achieve a 

correct simulation of movable surfaces 

aerodynamics (as recommended by FAA AC 

25.629-1A par. 6). 

The aeroelastic module is finally constituted 

by all the routines devoted to: 

• the interpolation of modal displacements on 

the aerodynamic lattice (matching routines 

implementing 3D spline methodologies); 

• the evaluation of generalized aerodynamic 

pressures/forces and steady/unsteady 

aerodynamic influence coefficients; 

•  the solution of aeroelastic equations related 

to A/C  aeroelastic response and aeroelastic 

instabilities identification. 
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Abstract  
The Resin Transfer Molding (RTM) process is 
widely investigated as a powerful method to 
fabricate aerospace structure. So far RTM 
applications concern thin laminates and very 
little work on thick composites can be found in 
the literature. 

Nevertheless, an investigation of thick 
composites is necessary in order to extend the 
RTM advantages to primary structure. To 
achieve fast, repeatable and reliable process 
one needs to acquire some predictive modeling 
capability to simulate the resin flow within the 
mold during the injection. This capability is 
readily available for RTM process modeling, 
but it has to be extended to the fabrication of 
thick structures. 

We present experimental and numerical studies 
to determine a corrective factor of the preform 
permeability to take into account the effects of 
the transverse resin flow through the thickness 
in 2-D simulations. Numerical studies were 
compared with experimental cases. 

1. Introduction 
The Resin Transfer Molding technology is a 

competitive process to produce aeronautics 
composite structures. Nevertheless, the major 

limitation of RTM is the lack of confidence 
from the industry sector due to its preference 
towards more traditional processes, such as 
autoclave. Simulations are useful to expand the 
applications of RTM process, but predicting the 
flow front in thick preform is challenging and, 
in most cases, three-dimensional flow 
simulations are highly inefficient [1]. On the 
other hand, two-dimensional flow simulations 
of a thin arbitrary shape have a good 
correspondence with the real behavior of the 
filling phase, and it is computationally effective. 
It would be useful to take into account in the 
model the transverse flow features by means of 
anisotropic material properties in the plane. 

 Permeability is the most significant preform 
parameter that governs the resin flow. A 
corrective factor for the in-plane permeability 
involving transverse flow effects can reduce the 
three-dimensional equation system to a two-
dimensional one [1-6].  

In this paper, experimental and numerical 
investigations of the resin flow in thick sections 
of aeronautic structures are presented. An 
experimental set-up was developed to observe 
the resin flow during the filling phase. 

In order to determine the 3-D permeability 
tensor, experiments were performed on carbon 
fiber laminates with a given lamination 
sequences and fixed fiber volume fraction.  

The idea is that a thick laminate can be 
considered as formed by a finite number of 

Flow analysis during Resin Transfer Molding of thick 
structures 
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packages of layers. After determining the in-
plane permeability of several groups of 
packages, it is possible to extrapolate the 
numerical factor related with the transverse 
permeability that influences flow front behavior.  

Simulations based on finite element/modified 
control volume method were conducted 
considering the 2-D modified permeability. 
Simulations were compared with two real cases 
of thick plates realized with different resin. 

2. Theory 
The RTM process is generally modeled using 

the porous media flow approach. Figure 1 
shows a control volume extrapolated from a 
fiber reinforcement, formed by fibers and 
porosity. The continuity equation is carried out 
from the mass balance of the flow rate in the 
control volume: 

 
net flow of mass = inflow - outflow – losses 
 
The loss term is due to a volume V inside 

which the fluid mass adsorbs. 
 

 
Figure 1: concept of control volume for fiber region. 

 
The resin interstitial velocity inside the 

composite is given by Eq. (1). 
 

+ +x y zU u u u= i j k      (1) 

The resin density ρb is the mass of resin 
divided by the control 
volume containing both resin and fiber. 
Within a region partially filled fibrous, ρb is 
given by Eq. (2), 

 
ρb = ε S ρ     (2) 
 
where ε is the porosity of the volume control 

that is occupied by the resin, which can be 
expressed as ε = 1-vf. Here vf is the volume 
fraction of fiber, S is the fraction of saturation 
of pore space filled with a resin, and ρ is 
the actual density of the resin (mass of 
resin/volume of resin). The pore volume within 
the volume control is completely empty when 
S = 0, and completely full when S = 1. 

Therefore, the mass balance can be expressed 
as: 

 

 

( ) ( ) ( ) ( ) yx z
x y z

uu uS S S S
u u u S S S s

t x y z x y z
ε ρ ε ρ ε ρ ε ρ ε ρ ε ρ ε ρ

∂∂ ∂∂ ∂ ∂ ∂= − − − − − − −
∂ ∂ ∂ ∂ ∂ ∂ ∂       (3)  
 
The general governing equation that 

describes the resin flow into the open channels 
is the Navier-Stocks for viscous and non-
compressible fluid. Nevertheless, considering 
that the Reynolds’s number is less than the 
unity, the resin flow throughout the preform can 
be well described by the empirical Darcy’s law 
given by Eq. (4): 
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 (4) 
 
The Darcy’s law describes the flow of a 

viscous fluid through an anisotropic, 
homogenous, porous medium. Eq. (4) is written 
in components along the three principal axes as 
indicated in Figure 2. Eq. (4) gives the medium 
velocity profile that is directly proportional to 

the  tensor of permeability K and the pressure 

gradient P∇ , then μ is the resin viscosity. 
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Figure 2: rectangular preform with the indication of 
the principal directions x y z. Kxx, Kyy, Kzz are the 
permeability components along x,y,z. 

The tensor permeability is symmetric, so if 
the directions of the reference frame are selected 
along the main directions of the preform, as it 
appears in Figure 2, the matrix becomes 
diagonal. 

The permeability value depends on the 
preform and needs to be experimentally 
determined. In fact, a great number of the 
authors tried to calculate it by numerical and 
theoretical approaches, but the results do not 
well fit with the experimental data. 

Darcy’s law and continuity equation were 
combined to model the flow process.  

RTM parts typically have a 
thickness substantially less than the other 
dimensions [1-6], so the changes in the flow 
through the thickness can 
be neglected assuming a two-dimensional model 
and the in-plane permeability. For thick 
sections, this assumption falls. The transverse 
flow becomes very significant. 

Figure 3 shows the typical behaviour of the 
resin flow for such case. 

 

 

Figure 3: typical trend of in-plane and through 
thickness resin flow in a thick perform. 

The transverse flow is affected mainly from 
the permeability in the z direction, that results 

generally one order of magnitude lower than in-
plane permeability [2]. 

In order to establish a relationship between 
the in-plane and transverse permeability, we 
make the assumption that the flow encounters 
various simple packages as shown in Figure 4. 

The packages are made of few layers of 
given orientation. The different orientations 
change the local porosity, and so the local 
permeability. The global flow can be split into 
two fronts: the main flow direction front or 
“between packages flow” and the transverse 
direction front or “through packages flow”.  

 

 
Figure 4: package subdivision of a generic thick plate. 

The most significant front is obviously the 
main flow direction front; the transverse flow 
acts as a “brake” to the main one.  

From these considerations, we investigated 
the corrective factor, that considers the “trough 
packages flow” effects in the in-plane 
permeability values. 

3. Experimental  
Carbon fiber reinforcements, with 

commercial name of Hexcel G0926 5H Satin, 
was used for the experimental tests. The fiber 
volume fraction was fixed at 0.55 and a quasi-
isotropic sequence was adopted for each 
package. Mono-component systems such as the 
epoxy Hexcel RTM6 and the benzoxazine 
Henkel Epsilon II 99110 were used to fabricate 
the reference plates. 

The in-plane permeability was determined 
adopting a one-dimensional method, carrying 
out the flow front position as function of the 
time. Eq. (5) shows the one-dimensional version 
of the Darcy,s law, that integrated gives Eq. (6). 
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Plotting Eq. (6) by the values determined 
experimentally, the in-plane permeability value 
along the x direction is calculated as 

( )[ ]
P2

of slope)1( 2

∆

−
= fff

x

txv
K

µ
  (7) 

The thick composite plates of 300 mm x 260 
mm and thickness of 30 mm were manufactured 
by RTM, with 0.55 fiber volume fraction and 75 
layers. Figure 5 shows the manufactured plate. 

The filling time of the plate was measured. 
   

 
Figure 5: 30-mm thick carbon reinforced plate 
manufactured by RTM. The picture shows a detail of 
the thickness.   

4. Numerical analysis 
Figure 6 shows the individuated numerical 

correlation between the in-plane permeability 
and the number of packages. The permeability 
decreases with the increasing of packages. 

Numerical analyses were performed to 
simulate the filling phase of the manufactured 
plates. In order to do that, the simulations 
considered the process parameters and the 
material features of the real cases. The 
permeability values were instead determined by 
the curve in Figure 6. 

 

 
Figure 6: correlation between the in-plane 
permeability and the number of packages. 

 

 
Figure 7: trend of the filling time. In such case, it was 
taken into account the viscosity curve of the Henkel 
Epsilon II 99110 resin and the in plane modified 
permeability of 6e-12 m2. 

 

 
Figure 8: trend of the filling time. In such case, it was 
taken into account the viscosity curve of the Hexcel 
RTM6 resin and the in plane modified permeability of 
6e-12 m2. 

 
Table 1 summarizes the numerical and 

experimental results obtained for the filling 
phase of the plate. A good approximation was 
found comparing the results. 
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Table 1: numerical and experimental results of filling 
time. 

Resin Numerical filling 
time (min) 

Experimental 
filling time (min) 

RTM6 ~ 45 ~ 45 
Epsilon II 99110 ~ 26  ~ 27 

5. Conclusion 
The comparison between the experimental 

flow and the simulations shows that the 
corrective factor for the in-plane permeability 
can be successfully used to model the resin flow 
front for a thick structure by two-dimensional 
model. This result is important to design and 
manufacture primary structures while avoiding 
and/or limiting expensive trial and errors 
approach and computational costs.  

Limitations are given by the strong 
dependence of the corrective factor on the 
preform characteristics, such as fiber volume 
fraction, type of reinforcement and lamination 
sequences.  

These results are current applied to design 
the mold of an aeronautic beam, which is a 
complex large structure characterized by 
different thick sections.   
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Abstract  

In the work polymeric electrospun nanofibers 
are used as interleaving filler placed between 
adjacent plies of a CFRP laminate in order to 
study the behavior of the composite material 
under Mode II ENF mechanical tests (End 
Notched Flexure, ASTM 7246). Influence of 
nanofibrous interlayer is investigated by 
comparing absorbed energy and bending 
stiffness respect to conventional CFRP 
laminates. Laminates are made of epoxy 
resin/carbon fiber 0/90 woven prepreg; 
nanofiber mats are manufactured using 
electrospun Nylon 6,6. For considered test 
(quasi-static one), one nanofibrous layer is 
placed in specimen’s midplane. ENF tests 
reveal that the nanofibrous mats strongly 
contribute to improve bending stiffness before 
the material crisis (13,3% of increment) and a 
measurable increment of the maximum 
mechanical energy that can be absorbed by the 
material during the crack propagation (27,4% 
of increment) is registered. 

1 Introduction 

Fiber reinforced resin composites are 
typically formed by laying up a plurality of plies 
formed of reinforcing fibers and resin, cured by 

applying heat and pressure or by using a 
catalyst-promoter system. Due to the ply-by-ply 
nature of composite laminates, the susceptibility 
to delamination along interlaminar planes is an 
intrinsic and severe problem of these materials 
that can ultimately undergo structural failure. 
Interlaminar stresses concentration occurs at 
free edges, joints, matrix cracks, and under out-
of-plane loading. Delamination is often the 
dominating failure mode in composite laminates 
subjected to impact and fatigue loading. Several 
methods have been developed over the years to 
enhance the delamination resistance of the 
advanced composite laminates, such as matrix 
toughening [1,2], optimization of stacking 
sequence [3-5], laminate stitching [6,7] braiding 
[8] edge cap reinforcement [9] critical ply 
termination [10] and so on. One approach 
initially proposed by Dzenis and Reneker in 
their patent issued in 1999 [11] involves the use 
of a nano-interlayer in the form of polymeric 
nanofibrous non-woven mat fabricated trough 
the electrospinning process. Electrospun 
nanofibers possess interesting properties mainly 
due to their extremely high surface area-to-
volume ratio and, compared to conventional 
fibrous membranes, nanofibrous ones show 
higher porosity and smaller pores.  

In their patent, Dzenis and Reneker 
demonstrated that a fiber reinforced composite 
laminate with polymeric electrospun 

Reinforcements of CFRP laminates through polymer 
nanofibers produced by means of electrospinning process. 
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nanofibrous mats placed at one or more ply 
interfaces is characterized by an improved 
delamination resistance [11].  Indeed, composite 
laminates incorporating nanofibrous 
reinforcements are expected to have an 
improved interlaminar fracture toughness, 
strength, and delamination resistance towards 
static, fatigue, and impact load. In particular, 
nanofibrous reinforcement can be useful in 
suppressing and arresting delamination from 
any sources, including matrix cracks, free edges, 
notches or holes, ply drops, bonded joints, 
bolted joints, out-of-plane loading, and so on. 
The main function of nanofibers is to reduce the 
stress concentration due to mismatch of ply 
properties and to bond adjacent plies, without a 
reduction of in-plane properties and without 
increasing either the composite weight or the 
laminate thickness. Nanofibers can be small 
enough to reinforce regions of the matrix 
located in between adjacent plies of the laminate 
[12]. In addition, incorporating in laminated 
composites an entangled nanofiber layer, 
characterized by a combination of interlocked 
in-plane and out-of-plane nanofibers, might 
improve interlaminar fracture resistance, much 
like the “hooks and loops” in Velcro [13]. 

Following the pioneer idea of Dzenis and 
Reneker, other researchers have investigated the 
use of polymeric nanofibers to enhance the 
mechanical performances of laminated 
composites. However at present only few papers 
are available in the literature [14-19] and more 
research efforts are needed in order to 
investigate the benefits of electrospun 
nanofibers in reinforcing laminated composite 
materials. In reference [20] a comprehensive 
review of the recent works can be find.  

This work investigates the use of an 
electrospun polymeric nanofibrous mat as the 
interleaved material to enhance composite 
laminate mechanical performances. Nylon 6,6 
electrospun mats are produced directly on epoxy 
matrix/carbon fibers composite fabrics then 
inserted in the middle layer of a 20 plies 
stacking sequence and cured in autoclave. Final 
laminate is tested under End Notched Flexure 
(ENF) Mode II test following ASTM 7246 

standard in order to analyze bending stiffness 
and absorbed energy proprieties. 

2  Materials and Methods 

2.1 Materials 

The prepreg (GG205PIMP503) used for 
specimens fabrication is a 0/90 woven epoxy 
resin/carbon fiber prepreg (Table 1) and it was 
kindly provided by Impregnatex Compositi 
S.r.l. (Milan, Italy). The epoxy resin formulation 
used was based on a diglycidyl ether of 
bisphenol A prepolymer. 

 
Table 1: Prepreg GG205IMP50 main properties 

(Source: Impregnatex Compositi S.r.l.) 
 

Property Value 
 

Density 1.5 g/cm3 
Weight Resin 353 g/cm3 
Amount Resin 42% 
Amount Thick 0.2 mm 
PostCured Tg (DSC) 125 °C 

 
Mechanical properties 

 
Value 

Bending Resistance 850 MPa 
Bending Modulus 59 GPa 
Tensile Resistance 650 MPa 
Tensile Modulus 59 GPa 
Short beam Shear 65 MPa 

 
Nylon 6,6 Zytel E53 NC010 (Table 2) was 

kindly provided by DuPont. Formic Acid and 
Chloroform were purchased by Sigma Aldrich 
and were used without further purification. 

 
Table 2: Nylon 6,6 properties  

(Source: DuPont) 
 

Properties 
 

Value 
 

Yield Stress  84 MPa 
Nominal Strain at Break >50% 

Yield Strain 4.4% 
Tensile Modulus  3 GPa 

Notched Charpy Impact Strength 7 kJ/m2 
 
Electrospun non-woven mats were fabricated 

by using an in-house electrospinning apparatus 
(Figure 1A) composed of: (i) a high voltage 
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power supply (Spellman, SL 50 P 10/CE/230), 
(ii) a syringe pump (KDScientific 200 series), 
(iii) two chambers containing the polymeric 
solution, each one equipped with four stainless-
steel blunt-ended needles and connected with 
the power supply electrode, and (iv) a grounded 
rotating collector (length=30 cm, diameter = 6 
cm) positioned 10 cm away from the tip of the 
needles. The polymer solution located in two 
syringes, was dispensed, through a Teflon tube, 
to the two four-needle chambers that were 
positioned at the opposite sides of the collecting 
drum. Nylon 6,6 was dissolved in a Formic 
Acid/Chloroform solvent (50:50 v/v) at a 
concentration of 14% w/v. The electrospinning 
process was carried out under the following 
conditions: applied voltage 22-26 kV, feed rate 
0.3 mL/h per nozzle, at room temperature and 
relative humidity RH = 40 ÷ 50%. Electrospun 
non woven mats (Figure 1B), 25 ± 8 μm thick, 
were kept under vacuum over P2O5 at room 
temperature overnight to remove residual 
solvents. Fiber morphology was observed with a 
Philips 515 scanning electron microscope 
(SEM) at an accelerating voltage of 15 kV. Prior 
to SEM analysis, samples were sputter-coated 
with gold. Fiber diameter distribution (150 ± 20 
nm) was determined by measuring 200 fiber 
diameters with an image acquisition software 
(EDAX Genesis). Thermal properties of the 
Nylon 6,6 electrospun mat were investigated by 
means of differential scanning calorimetry 
(DSC) using a TA Instruments Q100 DSC 
equipped with the LNCS low-temperature 
accessory. The Nylon 6,6 nanofibrous mat was 
found to be particularly suitable for the purpose 
of the present work due to its chemical and 
physical characteristics: it shows excellent 
adhesion to epoxy matrix and it is characterized 
by a high-melting crystal phase (Tm = 262°C, 
Hm 65 J/g, by DSC). Therefore it was 
observed that the prepreg curing treatment at a 
temperature (150°C) well below the Nylon 6,6 
melting temperature, did not cause any 
modification in the Nylon 6,6 electrospun mat 
shape or in fiber morphology. Electrospinning 
process and chemical tests were performed at 
the G.Ciamician laboratory of Chemistry 
Faculty of University of Bologna. 

 
A: Electrospinning Apparatus  

 
B: SEM micrograph of nylon 6,6 nanofibers 

Figure 1: Nylon 6,6 electrospinning 
 
Many parameters influence the final 
morphology and the quality of the fibers 
[21,22]: the most important ones are the amount 
of each solvent, concentration of the polymer, 
flow rate, room temperature and humidity, 
applied tension and distance between nozzle and 
collector. Such effects are linked each other, and 
it causes the optimizing process to be a long 
"trial by error" iterative process. In general it is 
observed that the uniformity and the cylindrical 
shape of the fibers increase with the polymer 
concentration in the solution, as well as the 
fibers diameter. At lower concentration, the 
fibers become thinner but the amount of beads 
and defects increase. The formation of beads 
can be prevented by increasing the electrical 
conductivity of the solution (which itself 
influences the choice of the solvents), or the 
intensity of the electrical field; increasing the 
voltage needs the increasing of the flow rate 
[23-25] 
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2.2 Specimen fabrication  

Laminates were fabricated by hand lay-up 
process, stacking twenty plies with fiber 
directions parallel to the laminate borders. 
During such process, nanomodified layer is 
located as the 10th layer in order to place the 
nanofibers in the specimen middle interface. On 
the border, a Teflon sheet is introduced in the 
10th layer too, to induce the initial specimen 
delamination during ENF testing. After the lay-
up, panels were cured by using a vacuum bag in 
autoclave according to process specifications 
provided by the prepreg supplier. Laminates 
curing process was realized at the MasterLab 
laboratory of the Second Facoluty of 
Engeneering of University of Bologna in Forlì. 
Vacuum, pressure and temperature cycles are 
shown in Figure 2. Beam specimens were cut 
from the panel using an high-speed rotating 
diamond disc. From each panel, 5 specimens 
were obtained. 

 

 
Figure 2: Prepreg curing process 

2.3 Test methods 

In order to investigate the behavior of 
nanomodified laminates under Mode II fracture 
condition, End Notched Flexure (ENF) tests 
were performed following ASTM 7246 
standard. Results of nanomodified specimens 
are compared to virgin ones. Four specimens 
were tested for each configuration.  
End Notched Flexure test (Figure 3) is widely 
used for experimental evaluation of resistance to 
in-plane shear stress of delamination and it is 
known as Mode II fracture mechanism. This is a 
Three Point Bending test where the specimens 
are characterized by an initial delamination. The 
delamination is 25mm long, provided by a 

15µm thick teflon sheet placed in between the 
10th and 11th ply, i.e. the layer where the 
nanofibers might be placed and the shear stress 
reaches its maximum. Specimens are 160mm 
long, 20mm wide, 4mm thick, the support spam 
is 100mm. Specimens were tested with and 
without nanofibrous layer. Tests were 
performed under controlled displacement 
condition with 1.5mm/min constant crosshead 
rate; acquisition frequency was 10Hz. 
Maximum tension, Flexural Modulus and 
Absorbed Energy are determined for each 
specimen, and the two conditions, virgin and 
nanomodified, were compared.  
 

 
Figure 3: ENF Test 

 
Stress (σ), strain () and Flexural Modulus 

(Eflex) are calculated using the international 
standard ASTM 7246 [26]:  
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where: 
‐ P and  are applied load and opening 

displacement respectively; 
‐ L, b and h are the specimen length, 

width and thickness respectively; 
‐ m is the slope of the secant of the force-

deflection curve. 
Absorbed Energy is determined by 

integrating Stress-Strain curve. 
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3. Results and discussion  

Mechanical results for the repetitions of ENF 
tests are reported in Figures 4: 
 

 
A: ENF mechanical results for virgin specimens 

 

 
B: ENF mechanical results for nanomodifiedspecimens 

Figure 4: ENF Mechanical Test Results 
 

 
Figure 5: Mechanical Test Comparison 

 
In the following Figure 5 comparison between 
the two conditions is presented. 
Virgin specimens (figure 4-A) showed a very 
good repeatability of the stress-strain curves: 
initially a peak stress of around 360 Mpa is 
required in order to start the crack propagation 
then lower stresses are required to propagate the 
crack but with an increasing trend. Indeed at 
specimen break (0,026 in strain) the ultimate 
stress is comparable to peak stress. In 
nanomodified specimens a greater data 

scattering is evidenced (fig. 4-B and fig. 5): two 
conditions presented a peak stress value slightly 
higher than virgin ones and a very similar 
propagation trend. The others two conditions 
instead showed much greater peak values (440 
and 500 MPa respectively) and also higher 
propagation stresses. It is also very important to 
note that in all the nanomodified specimens 
higher strain at fracture are also obtained thus 
being in correlation with a greater absorbed 
energy at break. In Figure 6 the mean curves are 
represented for both the virgin and 
nanomodified conditions: 
 

 
A: Stress-Strain Curves 

 

 
B: Energy Absorbed curves 

Figure 6: Mean curves 
 
In Table 3, maximum stress, flexural stiffness 
and mechanical energy resulting for both virgin 
and nanomodified configurations are presented. 
Energy Absorbed is normalized respect to the 
specimen’s width. Symbols  and  indicate 
respectively the mean value and the standard 
deviation of all the performed tests. 
From Figure 6 and from Table 3 it can be 
observed that the presence of nanofiber strongly 
influences the behavior of the laminates. 
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Table 3: ENF Mechanical Test Results summary 
 max [MPa]
   

Virgin 393 2.45 
+22.8 

Nanomodified 483 27.7 
 

 Eflex [MPa]
   

Virgin 48.1 0.56 
+13.4 

Nanomodified 54.5 4.1 
 

 Energy Absorbed [J/m]
   

Virgin 258 19 
+33.8 

Nanomodified 345 47 
 
Flexural Modulus is increased by nanofibers, 
even if they are placed in the mid-plane of the 
laminate and the mat thickness does not 
significantly affect the total thickness of the 
laminate. In the mid-interface, maximum shear 
stress and crack tip are located: nanofibers 
tough the interface, and it directly influences 
flexural stiffness. Presence of the nanofibrous 
mat at the mid-interface contributes to increase 
both the maximum value of the stress and the 
energy absorbing capability. In particular, 
considering the curves in Figure 6(A) and the 
values in Table 3, it can be observed that the 
nanomodified specimen has a maximum stress 
value that is about 22.3% higher than the 
maximum value of the virgin specimen. 
Likewise it can be noted that in the case of the 
nanomodified laminate the strain value, when 
the maximum stress is reached, is higher than 
the strain value at the maximum stress of the 
virgin specimen. In summary, in the case of a 
end notched flexure laminate, the nanofibrous 
mat contributes to increase the maximum 
sustainable stress and, at the same time, it 
contributes to delay the first material crisis. 
Moreover, it can be observed that the general 
trend of the stress for the nanomodified 
specimen overcomes that of the virgin laminate. 
After the first stress drop it can be observed that 
the stress values of the nanomodified and of the 
virgin laminate increase following trends with a 
similar slope but different absolute values. In 
particular the stress values of the nanomodified 
laminate always overcome the stress values of 
the virgin laminate.  Such a behavior can be also 

evaluated by the mechanical energy diagram 
reported in Figure 6(B). From this diagram it 
can be noted that at strain values higher than 
those at which the laminate crisis takes place, 
after the two trend break points, the mechanical 
energy stored into the nanomodified laminate 
overcome the energy stored into the virgin one. 
Mechanical energy data reported in Table 3 
confirm these data: the maximum mechanical 
energy that can be stored by a nanomodified 
laminate is about 33.8% higher than in the case 
of the virgin laminate. 

3 Conclusion 

In the present work electrospun nanofibrous 
Nylon 6,6 random mats were used as 
interleaving in composite laminates. Specimens 
were composed of twenty plies of woven carbon 
fibers - epoxy resin prepregs. Nanofibrous mat 
was placed in the mid-plane of beam shaped 
specimens that were tested under Mode II of 
fracture investigated by means of End Notched 
Flexure tests. Both virgin and nanomodified 
laminates were considered. The results analysis 
and discussion can be summarized as follow: 

 
‐ flexural modulus is increased by 

nanofibrous mats in the particular case 
investigated, i.e. when only one mat is 
placed at the mid-interface of specimens; 

‐ nanofibrous mat enhances the maximum 
value of the force that has to be applied 
to initiate the longitudinal crack 
propagation; 

‐ nanomodified composite laminates, 
when subject to the interlaminar crack 
propagation, can absorb an higher 
amount of mechanical energy with 
respect to the virgin ones. 

ENF results demonstrate that the interleaved 
nanofibrous mat can enhance composite 
delamination strength and damage tolerance.  
Obtained results indicate that several 
engineering areas, where composite laminate are 
applied, can benefit from the usage of 
electrospun nanofibrous mats, in particular in 
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the case of structural components. Due to the 
reduced damage progression sensitivity under 
Mode II of fracture it is expected that 
nanofibrous mats can enhance reliability of 
structural components used in aeronautic 
vehicles.  
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Abstract  

Infrared Thermography (IRT) is a methodology 

which allows for: remote detection of thermal 

energy that is radiated from objects in the 

infrared band, conversion of such energy into a 

video signal, and representation of the object 

surface temperature map. This methodology 

constitutes a great potentiality to be exploited in 

aeronautics, in a lot of application fields and for 

several different purposes.  

In fact, an infrared imaging system is the right 

solution for maintenance purposes and non-

destructive evaluation (NDE) of materials, 

which are practically based of heat transfer by 

conduction. On the other side, IRT has also 

proved its suitability for measurements of 

convective heat fluxes in complex fluid flows 

and for investigation, through the Reynolds 

analogy, of the flow field behaviour also over 

complicated body shapes. This latter is for the 

comprehension of fluid dynamics phenomena 

such as flow instability including transition 

from laminar to turbulent flow, flow separation 

and reattachment.  

The scope of this presentation is to review some 

of the most relevant experimental results 

obtained by the author, and the research team 

he belongs to, over the past several years, in the 

study of the application of infrared 

thermography to both thermofluid-dynamic 

purposes and non-destructive testing. 

The thermo-fluid-dynamic aspect will cover 

several complex fluid flows, which range:  

•  from natural convection, up to 

hypersonic flows; 

• from still, to moving channels; 

• from steady, to unsteady flows.  

Within this context, the attention will be 

particularly focused on the comprehension of 

the complex phenomena which may arise when 

considering different fluid flow configurations 

involving thermofluid-dynamic aspects, with 

variation of Reynolds and Mach numbers, flows 

which strike on a surface, jets in a cross-flow, 

aerodynamic bodies at an angle of attack, or 

flows confined inside a duct such as those for 

turbine blades cooling. 

Instead, the non-destructive testing aspect will 

analyze: 

• several different materials (metals, 

plastics, composites, hybrid composites)  
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• many structures and components 

(sandwich panels, honeycombs, turbine 

blades)  

• different types of anomalies (slag 

inclusions, voids, impact damage, 

delamination). 

This part of the presentation will be devoted to 

the temperature mapping over a solid body and 

the related useful information which such a map 

may supply referring to different NDE 

application fields.  One main field of 

applications relates to ascertain  materials 

conditions, within which the use of an infrared 

camera is of remarkable value and for certain 

problems represents the unique solution. In fact, 

an infrared imaging device allows for a fast and 

precise acquisition of the temperature map, so it 

consents to discovering buried anomalies in the 

material. As a matter of fact, nowadays, 

infrared thermography is gaining ever more 

importance amongst NDE techniques. 
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Miriam Pandolfi Bianchi

Dipartimento di Matematica, Politecnico di Torino, Torino, Italy

Ana Jacinta Soares
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Abstract

The dynamics of different wave problems, as

the steady detonation, the acoustic perturbation

and the light scattering, can be satisfactorily

described by means of pertinent models of the

Boltzmann equation. The present study deals

with the extension of the exact and approximate

models of the Boltzmann equation to a gas mix-

ture of four constituents undergoing a reversible

bimolecular reaction. Such models constitute

the starting point for a consistent derivation

of reactive Euler equations and reactive equa-

tions with Navier-Stokes, Fourier and Fick con-

stitutive equations. Aim of this paper is to en-

lighten the mathematical aspects of the method-

ology which allows to formulate and solve the

above said wave propagation problems on the ba-

sis of a shared kinetic framework. At the same

time, some relevant results recently obtained by

the authors in previous papers for the mentioned

wave problems are also reviewed.

1 Introduction

Physical processes where gas phase chemical re-
actions occur, are described at various levels

in literature, as documented in the books [1,
2, 3]. The investigation of chemically reacting
flows is in fact fundamental in order to enlarge
the knowledge of significant fields ranging from
plasma chemistry to atmosphere physics at high
altitudes, from ionization processes accompany-
ing the reentry of hypersonic vehicles to chemi-
cal technology, and several others.

In particular, the kinetic study of non-
equilibrium effects and their influence on the
main aspects of reactive gas systems constitute
the object of a large production concerned with
the chemical kinetics Boltzmann equation (BE).

A chemical reaction occurring in a gas causes
a perturbation of the local equilibrium, distur-
bing the molecular velocity distribution from its
Maxwellian form and the reaction rate from its
equilibrium value, whereas elastic collisions con-
tribute to restore the equilibrium. These devi-
ations appear to be more relevant at higher at-
mosphere altitudes where the elastic collisions
are not sufficient to sustain the equilibrium of
the gas flow, as discussed in Ref. [4]. A depar-
ture from the Maxwellian velocity distribution,
due to the proceeding of the reaction itself, is in
general responsible of the reaction rate decrease
and may also induce qualitative changes of the
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system properties.
The non-equilibrium effects arising in a di-

lute gas system whose constituents undergo a
bimolecular chemical reaction, were recognized
in the pioneering study by Prigogine and co-
workers [5, 6] for the simple reaction A1+A1 →
A2 + A3. They first generalized the Chapman-
Enskog solution of the BE to the case of react-
ing gases with slow chemical reactions, for which
the chemical relaxation time is longer than the
mechanical one, and showed that the rate coeffi-
cient decreases from early stages of the reaction
for which the role of products can be neglected.

As known, see the book [7], the most rele-
vant model which describes the evolution of a
rarefied gas is the integro-differential BE. The
integral form of the collision operator represents
a mathematical complexity for both theoretical
studies and numerical simulations. On the other
hand, the Bhatnagar Gross and Krook (BGK)-
-type models, replacing the integral operator by
a relaxation linear term which retains the main
properties of the exact BE operator [3], can be
more easily handled.

The present study deals with the extension of
both exact BE and approximate BGK modeling
to a gas mixture of four constituents undergo-
ing a reversible bimolecular reaction. The for-
mer is assumed to derive the Euler equations in
Subsection 3.1, in view of the steady detonation
wave problem of Section 4. The latter is adopted
to deduce the reactive equations with Navier-
Stokes, Fourier and Fick constitutive equations
and transport properties in Subsections 3.2 and
3.3, in view of both the sound wave propagation
of Section 5 and the light scattering problem of
Section 6. On the other hand, the fundamental
mathematical features of these modellings are
summarized in the following Section 2.

2 Kinetic modelling

The main aspects of the exact BE and approx-
imate BGK kinetic modellings, at microscopic
level, are here briefly recalled in order to state
the hydrodynamic picture, at the macroscopic
level, which constitutes the common basis for
the wave problems of Sections 4, 5 and 6.

The present modellings refer to a gas mixture

of four constituents with a reversible reaction
of type A1+A2⇋ A3+A4. For each constituent
Aα, α = 1, 2, 3, 4, let mα denote the molecular
mass, with m1 + m2 = m3 + m4, εα the for-
mation energy of a molecule and fα(t,x, c) the
one-particle velocity distribution function.

At the microscopic scale, in the phase space,
the evolution of the mixture is described by the
kinetic equations

∂fα

∂t
+ cαi

∂fα

∂xi
=

4
∑

β=1

QE
αβ +QR

α , (1)

whereQE
αβ andQR

αβ are elastic and reactive colli-
sion operators. Their explicit form is of integral
type when the exact BE modelling is assumed,
whereas it is homogeneous of degree one when
the approximate BGK modelling is considered.
The detailed expressions of the exact BE colli-
sion operators are well known in literature, see
for example [7] and [3]. Moreover the considered
approximate BGK collision operators have been
derived in paper [8] by imposing that the pro-
duction terms are the same in both BE and BGK
models. Consequently, both modellings share
the same conservation laws of mass, momentum
and total energy of the mixture, and the com-
mon macroscopic picture, which is relevant for
the wave propagation problems considered here,
is provided by the hydrodynamic system

∂nα

∂t
+∇·(nαuα) = τα, α = 1, . . . , 4, (2a)

∂

∂t
(̺v)+∇·(̺v ⊗ v + P) = 0, (2b)

∂

∂t

(3

2
nkBT+

4
∑

α=1

nαEα+
1

2
̺v2

)

+∇·
[

q+Pv

+
(3

2
nkBT+

4
∑

α=1

nαEα+
1

2
̺v2

)

v
]

= 0. (2c)

In the above system, kB is the Bolzmann con-
stant, the main independent macroscopic fields
are the constituent number densities nα, mean
velocity v and temperature T of the whole mix-
ture, with ̺ =

∑4
α=1mαnα. Moreover τα and

uα are the constituent reaction rate and diffu-
sion velocity, P and q are the mixture pressure
tensor and heat flux vector, whose kinetic defi-
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nitions are

τα =

∫

R3

QR
α (fα) dcα, (3)

uαi =
1

̺α

∫

R3

mαξ
α
i fα dcα, (4)

Pij=

4
∑

α=1

∫

R3

mαξ
α
i ξ

α
j fαdcα, (5)

qi=

4
∑

α=1

(
∫

R3

1

2
mαξ

2
αξ

α
i fαdcα + nαεαu

α
i

)

, (6)

where ξα = cα−v is the peculiar velocity of the
α-constituent. The presence of these last quan-
tities renders the system non-closed so that a
closure procedure must be applied for a speci-
fied flow regime.

3 Hydrodynamic closures

The closure of the hydrodynamic system (2a-2c)
is achieved once τα and the further fields uα, P
and q are expressed in dependence on the main
macroscopic fields.

The Chapman-Enskog methodology is used in
a chemical regime close to equilibrium for which
the elastic and reactive frequencies are of the
same order. An approximate solution of the
kinetic Eqs. (1) is determined as an expansion
around the Maxwellian equilibrium distribution

f (0)α =nα

( mα

2πkT

)
3

2

exp
(

−
mα(c

α
i − vi)

2

2kT

)

(7)

of the form

˜fα=f
(0)
α [1 + φα] , (8)

where φα represents the deviation from the me-
chanical equilibrium and turns out to be explic-
itly depending on the main macroscopic fields
̺α, v and T . Thus the approximation ˜fα in
turn depends on such main fields and is then in-
troduced in the kinetic definitions (3-6). Such
dependence is strictly related to the choice of
the kinetic modelling, which can be either the
exact BE or the approximate BGK equations,
together with pertinent assumptions of elastic
and reactive cross sections. Consequently, the

structure of the elastic and reactive collision ope-
rators QE

αβ and QR
αβ is specified.

At each level of the Chapman-Enskog proce-
dure, the constitutive laws for τα, uα, P and q

result from the actual computation of the inte-
grals in definitions (3-6), once fα is replaced by
its corresponding approximation ˜fα.

3.1 Reactive Euler equations

At the first-order of the Chapman-Enskog
method, the approximate solution ˜fα is the

Maxwellian f
(0)
α which includes the non-equili-

brium effects induced by the chemical reaction
only, when the number densities nα are not con-
strained by the mass action law.
The corresponding constitutive laws are the

reaction rate law

τα =

∫

R3

QR
α (f

(0)
α ) dcα (9)

with conditions

τ1 = τ2 = −τ3 = −τ4, (10)

which assure the correct chemical exchanges pre-
dicted by the reaction, and the further laws for
uα, P and q

uα = 0, P = pI, q = 0, (11)

where I represents the identity matrix and p the
mixture pressure.
The hydrodynamic system closed at this level

consists in the reactive equations given by (2a-
2c) together with the constitutive laws (9-11.)
Such system, which is appropriate when the

transport effects are absent, is the mathemati-
cal tool for the kinetic description of the steady
detonation wave and its linear stability.

3.2 Reactive Navier-Stokes equations

At the second-order of the expansion procedure,
the approximate solution ˜fα in the form (8)
is characterized in terms of the deviation φα
containing the effects of the transport fluxes.
The corresponding constitutive laws are then the
reaction rate law

τα =

∫

R3

QR
α (f

(0)
α [1 + φα]) dcα (12)

and the generalized Fick, Navier-Stokes and
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Fourier laws, respectively given by

uαi =
1

̺α

∫

R3

mαξ
α
i f

(0)
α φα dcα, (13)

Pij=p δij +
4

∑

α=1

∫

R3

mαξ
α
i ξ

α
j f

(0)
α φαdcα, (14)

qi =

4
∑

α=1

(
∫

R3

1

2
mαξ

2
αξ

α
i f

(0)
α φαdcα

+ εα

∫

R3

ξαi f
(0)
α [1 + φα]dcα

)

. (15)

The hydrodynamic system closed at this level
consists then in the reactive equations given by
(2a-2c), together with the reaction rate (12)
and Navier-Stokes, Fourier and Fick constitutive
equations (13-15).

In particular, when the kinetic modelling is
chosen, the deviation φα is explicitly determined
and the constitutive laws (13-15) permit to de-
tail the transport picture through the actual
computation of the transport coefficients.

Thus, the system closed at this level is suitable
for a flow regime where the transport properties
are relevant. They constitute the basis for the
kinetic description of the sound wave propaga-
tion and light scattering spectra.

3.3 Transport properties

The transport picture is here represented start-
ing from the kinetic modelling of paper [8],
which is based on the BGK collision operators,
hard-spheres elastic cross sections and Present’s
reactive cross sections. Therefore, the genera-
lized Fick, Navier-Stokes and Fourier laws are
deduced respectively in the form

dαi = −

4
∑

β=1

x
eq
α x

eq
β

Dαβ

(

uαi − u
β
i

)

, (16)

Pij = pδij − µ

(

∂vi

∂xj
+
∂vj

∂xi
−

2

3

∂vr

∂xr
δij

)

, (17)

qi = −λ
∂T

∂xi
+

4
∑

α=1

(

5

2
kT + εα

)

neqα u
α
i , (18)

where xeqα = n
eq
α /n

eq denote equilibrium molar
fractions, dαi the constituent diffusion forces and

Dαβ, µ and λ are the diffusion, shear viscos-
ity and thermal conductivity coefficients. They
turn out to be known functions of T , nα and
both elastic and reactive collision frequencies.

As an application, the behavior of the trans-
port coefficients and the influence of the chemi-
cal reaction are investigated for the elementary
reaction H2+ Cl ⇋ HCl+H. For brevity only
some diffusion coefficients are reported here, the
others being quite similar.

The results of Fig. 1 show an increasing be-
havior with T which is more pronounced for the
inert mixture.

300 600 900 1200 1500
T

5e-05

0.0001

0.00015

0.0002

0.00025

Dαβ

[H
2
] - [Cl]

[H
2
] - [HCl]

[Cl] - [HCl]

Figure 1: Diffusion coefficients Dαβ as function
of T . Dashed line: inert mixture; solid line: re-
active mixture.

300 600 900 1200 1500
T

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

Pr

Figure 2: Prandtl number as function of T .
Dashed line: inert mixture; solid line: reactive
mixture.

Moreover the Prandtl number of the considered
mixture, whose kinetic definition is given by
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Pr=
5µ

2λ

[

4k(neq1 +neq2 +neq3 +neq4 )

m1n
eq
1 +m2n

eq
2 +m3n

eq
3 +m4n

eq
4

]

, (19)

is represented in Fig. 2.

The results show a decreasing behavior with
T , as expected, and an acceptable range of val-
ues of Pr, lying inside the difference between the
BGK approximation and the exact BE evalua-
tion for the Prandtl number of a single gas.

4 Steady detonation waves

In this section the kinetic dynamics of a planar
detonation wave arising in an explosive gas is
studied for an Eulerian reactive mixture, accord-
ing to Subsection 3.1, in a flow regime for which
mechanical equilibrium and strong chemical dis-
equilibrium hold, and diffusion, shear viscosity
and heat flux are absent.

The kinetic modelling is based on the ex-
act BE collision operators, and on a particu-
lar choice of reactive cross sections with thresh-
old energy, which satisfies the micro reversibil-
ity principle and extends the Present model, see
Refs. [3] and [9]. The hydrodynamic system is
formed by Eqs. (2a-2c) reduced to one space di-
mension and closed with the constitutive laws
(11) and rate law (9) in the form

τα=
[

−n1n2

(m3m4

m1m2

)3/2
exp

(

−
E

kBT

)

+n3n4

]

Sα,

(20)
where Sα is a weight function depending on tem-
perature and threshold velocity.

With reference to the classical ZND (Zel-
dovich, Von Neumann and Doering) structure
of a detonation wave [10], a non-reactive shock
wave propagating in a quiescient mixture is fol-
lowed by a finite reaction zone sustained by the
energy release of an exothermic chemical reac-
tion. The Rankine-Hugoniot (RH) conditions
connect the fluxes of the main fields between
the initial state, ahead of the shock, and an ar-
bitrary von Neumann (VN), intermediate (I) or
final state (F) behind it. Figure 3 shows a deto-
nation wave profile for the total number density
versus the wave thickness, for an elementary re-
action of the explosive hydrogen-oxygen chain
[11].

Figure 3: Detonation wave profile of number
density n versus the wave thickness, for Mach
number Ma = 1.6888 and detonation velocity
D = 3500.

The linear stability of the steady detonation
wave can also be studied, analysing the response
of the steady solution to small rear boundary
perturbations, which induce a distortion ψ(t) in
the position of the planar shock wave. Such
distortion may either decay with time or grow
larger affecting the steady character of the det-
onation wave solution.
The mathematical approach of the linear sta-

bility problem requires the linearization of the
reactive Euler equations and RH conditions
through a normal mode expansion of the main
fields around the steady solution, in the form

z(x, t)=z∗(x) + exp(at)z(x), (21)

ψ(t) =ψ exp(at), a, ψ ∈ C, a=α+ iβ,

where z(x, t) represents the vector of the main
fields, z∗(x) steady detonation solution, z(x)
unknown space disturbances, ψ complex ampli-
tude of the shock distortion, α and β perturba-
tion growth rate and frequency.
Consequently, the sign of α determines the

stability behaviour of the steady solution z∗(x).
The resulting stability equations with related
RH initial conditions provide the evolution of
the disturbances z(x) in the reaction zone.
As discussed in paper [12], Fig. 4 shows a ty-

pical instability behaviour of the steady solution
since the perturbation increases in time, whereas
the further Fig. 5 describes a typical stability
behaviour.
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Figure 4: Instability behaviour of the mass den-
sity perturbation versus time at different states,
for growth rate α = 0.01 and disturbance fre-
quency β = 0.01.

Figure 5: Stability behaviour of the mass den-
sity perturbation versus time at different states,
for growth rate α = −0.01 and disturbance fre-
quency β = 0.01.

5 Sound wave propagation

In this section the propagation of sound waves
in a reactive mixture where the transport ef-
fects are relevant is studied, according to Sub-
sections 3.2 and 3.3, by a normal mode analy-
sis at the Navier-Stokes, Fourier and Fick level.
The kinetic modelling is based on the approxi-
mate BGK collision operators, and Present’s re-
active cross sections. The hydrodynamic system
is formed by Eqs. (2a-2c) reduced to one space
dimension and closed with the constitutive laws
(16-18) and rate law in the form

τα = ναnαnγk
(0)
σ

A

kT
, (22)

0 0.10 0.20 0.30 0.40 0.50
ω

0.96

0.97

0.98

0.99

1.00

v 0 / 
v ph

Case (a) with reaction
Case (a) without reaction 
Case (b) with reaction
Case (b) without reaction

Figure 6: Phase velocity for two mixtures of the
H2-Cl system.

0 0.1 0.2 0.3 0.4 0.5
ω

0

0.02

0.10

0.04

0.06

0.08

0.12

α 
v 0 / 

ω
Case (a) with reaction
Case (a) without reaction
Case (b) with reaction
Case (b) without reaction

Figure 7: Attenuation coefficient for two mix-
tures of the H2-Cl system.

where k
(0)
σ is the first approximation to the for-

ward (σ = 1) and backward (σ =−1) rate con-
stants [8], A is the affinity of the forward chem-
ical reaction, and γ = 2, 1, 4, 3 for α = 1, 2, 3, 4,
respectively. The kinetic dynamics of the longi-
tudinal sound waves is studied assuming small
complex amplitudes and exponential factors de-
pending on the complex wave number κ and real
wave angular frequency ω,

ñα = n(eq)α + nα exp[ı(κx− ωt)],

ṽ = v exp[ı(κx− ωt)], (23)

˜T = T0 + T exp[ı(κx− ωt)].

The behavior of the wave phase velocity vph =
ω/Reκ and attenuation coefficient α = Imκ is
shown in Figs. 6 and 7, for two mixtures of the
Hydrogen-Chlorine system, where the elemen-
tary bimolecular chemical reaction H2+Cl ⇋

HCl+H takes place, in both reactive and inert
conditions. Two cases are considered, namely
case (a) xeq1 = 0.1, xeq2 = 0.618, xeq3 = 0.082,
x
eq
4 = 0.2 and case (b) xeq1 = 0.2, xeq2 = 0.424,
x
eq
3 = 0.076, xeq4 = 0.3.
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6 Light scattering spectra

The spectrum of the light scattered by the re-
active mixture at thermodynamic equilibrium
returns a wide information on non-equilibrium
thermodynamics and transport properties of the
gas. In particular, a relevant aspect of such a
phenomenon is the decay of the thermal density
fluctuations, which is mainly ruled by the trans-
port coefficients, see Ref. [13]

In this section the dynamics of light-scattering
phenomenon is studied starting from the hydro-
dynamic picture of Subsections 3.2 and 3.3, in
order to describe the response of the reactive
mixture in thermodynamical equilibrium to the
incident light field.

When a monochromatic linearly polarized
plane light wave impinges upon a gas mixture,
the intensity of the scattered light is related to
the so called dynamic structure factor S(q, ω),
q and ω being the wave vector and shift in the
angular frequency.

As known, see Ref. [13], the intensity of the
light scattered by the mixture is classically eval-
uated by means of the time correlation functions
of the constituent number density fluctuations
due to the interaction of the light field with the
gas. The decay of such fluctuations is mainly
ruled by the transport coefficients of the consid-
ered mixture and is strictly depending on the
dynamic structure factor S(q, ω). This factor
constitutes the main mathematical tool within
the light-scattering dynamics. It is defined in
terms of the Laplace-Fourier transforms of the
cross and auto correlation functions of the con-
stituent number density fluctuations, namely

S(q, ω)=

4
∑

α,γ=1

aαaγRe
[

〈δnα(q, iω)δnγ(q, 0)〉
]

,

Above, aα, α = 1, . . . , 4, denote the atomic po-
larizability of the α-constituent.

The factor S(q, ω) can be expressed in
an equivalent form, in terms of the macro-
scopic perturbations ñα of the number densities,
namely

S(q, ω)=

4
∑

α,γ=1

aαaγRe
[

〈ñα(q, iω) ñγ(q, 0)〉
]

. (24)
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Figure 8: Case (a). Dynamic structure fac-
tor versus the reduced angular frequency, for
different values of the uniformity parameter y.
Reactive mixture (solid line) and inert mixture
(dashed line).

In this equation the presence of ñα and ñγ in
place of their corresponding fluctuations, is jus-
tified thanks to the Onsager reciprocity regres-
sion hypothesis, which states that the fluctu-
ations δnα regress to equilibrium according to
the same hydrodynamic equations which govern
the relaxation to equilibrium of the macroscopic
perturbations ñα. Therefore, the factor S can
be explicitly computed from the hydrodynamic
Eqs. (2a-2c) closed with the constitutive laws
(16-18) and rate law (22). More specifically, the
hydrodynamic system and the closure conditions
must be first linearized around a thermodynam-
ical equilibrium state, namely

nα = neqα + ñα, vi = ṽi, T = T0 + ˜T , (25)

and successively Laplace-Fourier transformed.
In Eqs. (8), neqα and T0 represent constant num-
ber densities and mixture temperature of an
equilibrium state with vanishing mean velocity,
whereas ñα, ṽ and ˜T are small unknown pertur-
bations of the corresponding main fields.

The procedure finally consists in solving the
resulting algebraic system for the perturbations
ñα, which involves all the transport coefficients,
and performing ensemble average over the initial
state in order to compute the dynamic structure
factor through Eq. (25).
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Figure 9: Case (b). Dynamic structure fac-
tor versus the reduced angular frequency, for
different values of the uniformity parameter y.
Reactive mixture (solid line) and inert mixture
(dashed line).

Some numerical simulations have been per-
formed for two different mixtures of the
Hydrogen-Chlorine system where the chemical
reaction H2+Cl ⇋ HCl+H occurs. The light
scattering spectrum, through the Rayleigh and
Brillouin peaks, is represented in Figs. 8 and 9
as function of the reduced angular frequency, for
different values of the uniformity parameter y.
See the book [13] for the definition of the pa-
rameters. Two cases are analyzed, namely case

(a) xeq1 = x
eq
2 = 0.33, xeq3 = x

eq
4 = 0.17 and

case (b) xeq1 = 0.1, x
eq
2 = 0.618, x

eq
3 = 0.082,

x
eq
4 = 0.2.

7 Conclusions

The methodology applied to formulate and solve
the different wave problems, as steady detona-
tion wave, sound waves propagation and light
scattering which have been treated by the au-
thors in Refs. [8, 12, 14] respectively, are here
focused at the end of outlining the common fea-
tures of the kinetic approaches which are based
on either the exact or the approximate extended
models. The results obtained on the basis of the
proposed kinetic modellings for each of these ap-
plications show an appreciable agreement with
the ones known in classical literature.

The following improvements and extensions

however can be considered.

The study of the steady detonation wave and
its linear stability could include the heat of reac-
tion and the dissipative contribution due to an
endothermic reaction as well as the transport
effects. In addition, this analysis could also be
extended to the bi-dimensional case.

At last, the dynamics of acoustic waves and
light scattering could be widened starting from
the exact BE rather than resorting to the ap-
proximate BGK equation and considering a de-
tailed description of the transport picture, where
also cross effects would be taken into account.
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Abstract  

Numerical simulations are performed to observe 

some particular cases of cylindrical converging 

shocks being reshaped into a polygonal form by 

the interaction with aerodynamic obstacles. 

Since lenticular obstacles introduce a weaker 

perturbation with respect to cylindrical ones, 

the number of obstacles must be increased to 

guarantee that the whole shock surface is 

affected.  Therefore, the final polygonal shock 

shape is usually made of more edges than that 

obtained by using cylindrical obstacles. 

We observed a different shock reshaping 

process if the initial shock is already polygonal. 

In fact the simultaneous symmetry in the 

obstacles position and the concavity of the 

convergent shock results in two reflections (the 

first one of the shock against the obstacle; the 

second one of the reflected shock wave at the 

symmetry surface), which interact with the 

shock itself, eventually modifying its geometry 

into an almost linear one. 

All the simulations have been performed for 

standard air using an unstructured-grid 

adaptive code. 

 

1 Introduction 

The problem of cylindrical converging 

shocks has been investigated in several studies, 

because of its relevance to diverse applications 

including Inertial Confinement Fusion and 

Sonoluminescence. In the latter cases, the 

desired effect is to attain high pressure and 

temperature at the center of the implosion. 

Previous both numerical and experimental 

studies [1] show the intrinsic instability of these 

shocks fronts. This implies that the shock 

effectiveness may decrease, as a consequence of 

a loss of regularity of the surface.  

Fortunately, a second aspect of the unstable 

behavior of converging shocks is the possibility 

of modifying their shape in relatively easy 

ways. One of the most effective one consists in 

placing a number of obstacles along the path of 

the shock, which cause a modification of its 

shape. In particular, if the obstacles are properly 

shaped and placed, the shock fronts turns from 

cylindrical into polygonal, which is a stable 

configuration. 

Most of available references concern 

converging shocks meeting cylindrical obstacles 

[2, 3], and demonstrate the effectiveness of use 

of obstacles in reshaping the shock waves. 

Unfortunately, cylindrical obstacles cause also 

not negligible losses [4]. As a consequence, 
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recent studies focused upon the possibility of 

employing lenticular obstacles, whose 

aerodynamic shape is more suitable in order to 

reduce these losses [1].  

This paper illustrates the results from 

numerical simulations performed on cylindrical 

converging shocks with different configurations 

of aerodynamic obstacles in a symmetrical 

arrangement.  It consists of four sections: the 

first one presents a summary of the 

characteristics of the problem, and the adopted 

guidelines in the research of results.  The second 

section describes the various conditions of the 

domain and the flow field of each simulations, 

with special regards to the different highlighted 

phenomena. The third part illustrates the results 

of the simulations and reports some 

considerations about the quality of the generated 

shocks.  The final section contains conclusions, 

remarks and future developments of the work. 

2 Physical problem characteristics  

2.1 Description of the phenomenon 

The reference framework is that illustrated in 

Fig. 1, concerning the case of  eight 

symmetrical aerodynamic obstacles. A 

cylindrical shock is converging towards the 

origin, and aerodynamic obstacles are 

symmetrically placed. 

Thanks to the symmetry of the physical 

problem, we refer to a slice of the whole 

domain, whose boundaries represent symmetry 

lines [5]. 

With both cylindrical and lenticular 

obstacles, the cylindrical shock turns 

approximately into a polygon, with its vertexes 

placed in correspondence to either the obstacle 

axis or the symmetry lines. A narrower 

observation reveals that the final shape of the 

shock front is closer to an astroid: the sides 

concavity is not zero, even though very small, 

and it is turned outwards.  

With reference to Fig. 2, the shock reshaping 

process takes place in at least three steps. 

Firstly, as soon as the shock reaches the 

obstacle leading edge, it is reflected. This first 

reflection, following identified as “wave A”, is 

the Regular reflection and immediately affects 

the shock, reversing its local concavity 

outwards. Like the rest of the phenomenon, also 

wave A is unsteady and it moves away from the 

obstacle in time, while the perturbed shock 

continues propagating inwards. 

 

 
Fig. 1 Sketch of the investigated problem. The 

highlighted part is the computational domain: this 

reduction is possible thank to the geometrical 

symmetry. 

 

The second reflection occurs when wave A 

reaches the symmetry surface. The resulting 

wave, named “wave B” in Fig. 2, propagates 

towards the center of the implosion. 

The third step of the polygonalization is the 

interaction between wave B and the shock and, 

consequently, which starts as soon as wave B is 

formed. The reshaped shock concavity is turned 

outwards, see Fig. 2. 

Immediately after this step, the shock is 

approximately polygonal, with 2n sides, where 

n is the number of obstacles. Nevertheless, the 

propagation velocity of the shock portions that 

were formed after the interaction with wave A is 

lower than Mach number of the sides generated 

by the wave B. As a consequence, the first ones 

interacts with the latter and eventually 

disappear.  Afterwards, the shock consists of a 

polygonal front, whose vertexes are in 

correspondence of the symmetry axis of the 

obstacles, as represented in Fig. 2 [6]. The final 

configuration of the shock depends on both the 
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shock  Mach number and the obstacles 

geometry. 

 
Fig. 2 Sketch of the evolution of the shock front 

shape, highlighting waves A and B, and the symmetry 

boundaries 

 

In fact, if the shock reflection occurs as a 

strong Mach reflection, a further modification in 

the shock shape occurs, starting from the 

trailing edges of the obstacles. In this case, the 

shock transforms again into a 2n-polygon, with 

the new sides converging faster than the 

previous ones. Eventually, the shock turns again 

into an n-polygon, but now its vertexes are 

placed along the symmetry lines. 

Otherwise, only a negligible shock 

deformation is observed at the vertexes, due to 

the weak reflection. Therefore, the polygonal 

shock approaches its center with the same shape 

as defined after the third step. This double 

possibility is confirmed also by [4] in case of 

cylindrical obstacles. 

2.2 Difference between cylindrical and 

aerodynamic obstacles 

Previous works show that the interaction 

between cylindrical obstacles and converging 

shocks is usually sufficient to produce the 

desired reshaping effect. Nevertheless, because 

of high viscous losses, this kind of obstacles 

appears to be not optimal. Recently, the 

attention moved towards aerodynamic obstacles, 

which produce a weaker interaction with the 

shock. A drawback of e.g. lenticular obstacles is 

that also the size of the shock affected region is 

smaller and consequently the number of 

obstacle is to be increased for the reshaping 

process to occur effectively. 

This works moves from the observation that, 

by increasing the number of obstacles, the 

relevant arc of the shock approaches a straight 

line.  The consequent question is whether it is 

possible to obtain a reshaping not only of 

cylindrical, but also of polygonal or planar 

shock fronts by means of disturbances. The 

above question is also supported by the results 

in [6], which show a “self-reshaping” of 

polygonal shock, due mainly to Mach 

reflections, downstream the obstacles and, 

consequently, when the shock is already 

polygonal. 

3 Numerical simulations setting 

The observations presented in this paper 

make reference to simulations performed using 

standard air as test fluid, threated as a perfect 

gas. 

3.1 Explored shock-obstacle configurations 

Three kinds of numerical simulations were 

considered in order to highlight different 

behaviors.  A first set of simulations deals with 

simple planar shocks propagating in a 

rectangular domain and meeting one obstacle.  

This case is the most simple one, since the 

shock wave is not interacting with the symmetry 

plane and it is not concave. The interest towards 

such a simplified condition is twofold. On the 

one hand, these simulations allowed us to 

quantify the disturbance on the shock shape 

introduced by an aerodynamic obstacle, mainly 

in terms of the size of the affected region. On 

the other hand, this simple configuration 

allowed to validate the capability of the adopted 

software to capture the shock wave with the 

required accuracy. In particular the simulations 

were performed using the Flowmesh
 
code from 

the Aerospace Department, Politecnico di 

Milano  [7]. 

Following this preliminary assessment, the 

second condition that was investigated is that of 

a cylindrical implosion meeting forty obstacles 

(see Fig. 3). In this case, the angle in the origin, 

corresponding to a configuration with forty 

symmetrical obstacle, is = 4.5°.  

The difference with respect to the cases with 

few obstacles [3] is both practical and 

theoretical. Indeed, the higher is the number of 

obstacles, the more simultaneous is the 

convergence of the shock and, consequently, the 
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higher are pressure and temperature at the center 

of the implosion, that is the desired effect, i.e., 

in Inertial Confinement Fusion application. 

 

 
Fig. 3 A sketch of the computational domain for 

the implosion simulations 

 

Moreover, focusing on a very small section 

of the circumference allows to compare the 

results of the cylindrical shock to those of a 

plane one converging in the same conditions, 

and to investigate the sole effect of the shock 

convexity. Eventually, the number of obstacles 

influences also secondary reflections, for 

example of wave B on the obstacle. 

Nevertheless, this kind of considerations have 

not been the object of this paper, where 

secondary reflections have been considered as 

negligible, and may be the topic of a future 

work. 

The third set of simulation is a regular forty-

sided-polygonal shock propagating towards    

the center an encountering the forty 

aerodynamic obstacles considered above. This 

problem is interesting because it links the first 

two cases. Indeed, the high number of sides 

makes this shock front very close to the 

cylindrical one but still with zero concavity. 

Therefore, the comparison between the second 

and this third set of simulations is useful in 

order to observe the influence of the curvature 

of the shock in the interaction first with the 

obstacle, and later with the wave B. The very 

small difference of concavity between these two 

cases will highlight also small effects of 

reshaping due to the shock curvature. Moreover, 

the angle between each side and the symmetry 

line is so small that only a weak reflection 

occurs, that is to be considered negligible, as 

shown in the results section. This is a further 

element that assimilates the two last considered 

geometries, since the cylindrical shock is 

everywhere normal to the infinite symmetry 

surfaces. 

All the three sets of simulations have been 

performed using obstacles of the same shape. 

They are made of a circular arc; the angle 

formed by the two tangent lines at the leading 

and trailing edge is 40°, see figure 3. The ratio 

between the obstacle length and its distance 

from the origin is not constant for the different 

configurations.  This is not expected to affect 

the comparisons, because the simulations have 

been performed using a software based upon 

Euler equations, and consequently any effect of 

boundary layer or recirculation has been 

neglected. 

Another feature common to all the 

simulations is the Mach number of the shock: 

three different numbers have been investigated, 

respectively of 1.2, 1.4 and 1.6. 

3.2 Numerical parameters 

The used code is the in-house-developed 

Flowmesh, which allows to perform mesh 

adaptation. In all simulations, the dimensionless 

ratio between the minimal element dimension 

and the unit length has been set to 10
-6

. This 

quantity turned out to be a good compromise 

between the speed of calculation and the 

accuracy. All the simulations have been ran 

with a Courant – Friedrichs – Lewy number 

evolving from 1 to 100. 

3.3 Initial conditions 

For the two sets of simulations concerning 

planar shocks, initial conditions have been set 

thanks to Rankine-Hugoniot conditions. 

External pressure, density and velocity 

components have been calculated from the 

unperturbed state and the shock Mach number; 

the discontinuity has been placed at a distance 

of R = 9.5 from the origin. 

On the other hand, the initial condition for 

the cylindrical implosion simulation was chosen 

in order to mimic the effect of a “cylindrical 

diaphragm” [8]: a pressure discontinuity was 

placed at R = 21.5, with a ratio of 10 between 

internal and external pressure. Everywhere 

density is homogeneous and both velocity 
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components are equal to zero.   The solution of 

the cylindrical Riemann problem is made to 

avoid a complex initialization procedure 

because the converging shock produces a non-

uniform post shock condition due to its 

cylindrical shape.  Unfortunately, such a choice 

forced us to place the initial discontinuity 

further away, to ensure that the contact 

discontinuity following the shock did not affect 

the shock polygonalization process.  In the latter 

case, the boundary condition at the right 

boundary is a non-reflective Riemann condition, 

to avoid the reflection of the rarefaction wave 

moving outwards. 

4 Results 

Numerical simulations of the planar shock 

problem (see Fig. 4 for the initial mesh) show 

that the influence of the obstacle remains 

limited, and its most important effect is the 

generation of wave A. This is particularly 

evident by the observation of Fig. 5, which 

reports the density maps of the flow field 

generated by the interaction of the planar shock 

with the obstacle at two different Mach 

numbers. Notice that both the size and the 

intensity of the disturbance in the shock shape 

are very small.  

 
Fig. 4 Domain and adapted mesh used in the 

simulation of the simple planar shock meeting one 

obstacle. The grid is finer in radius R = 9.5 where the 

shock has initially been placed. 

 

Moreover, as shown in Fig. 6, about one 

chord downstream the obstacle, both the 

reflected wave and the disturbance faded almost 

completely. This means that the only wave A is 

not sufficient to completely reshape the shock. 

 

 

 
Fig. 5 Density colormap of the flow field after the 

interaction of the simple planar shock with one 

obstacle at half chord downstream the obstacle. Mach 

number is 1.2 and 1.6 respectively 

 

 
Fig. 6 Density color map of the case with Mach 

number 1.2. The shock is 1.3 chords downstream the 

obstacle. 

 

Observations of the simulation performed on 

the real implosion are now presented. 
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Fig. 7 Domain and adapted mesh used in the simulation of converging cylindrical shock meeting forty obstacles. 

In radius R = 21.5 there is the pressure discontinuity, in correspondence of the denser region of the grid 

 

The computational mesh, defined at time t = 

0 after a grid adaptation process, is reported in 

Fig. 7. 

Figure 8a illustrates the propagation of the 

unperturbed shock. Figures 8b and 8c show the 

formation of waves A and B.  Figure 8d shows 

the reflected shock as it approaches the trailing 

edge of the obstacle. Finally, in Fig. 8e the 

shape of the shock front leaving the obstacle is 

represented, where the Mach reflection at the 

symmetry plane is clearly visible. 

 

a.  
 

b.  
 

c.  
 

d.  
 

 

 

e.  

Fig. 8 Density color maps of the evolution of the 

cylindrical shock. a: unperturbed shock. b: wave A 

formation and local inversion in the shock concavity. 

c: wave B formation and influence on the shock. d: 

new sides extension, against the previously formed. e: 

final shock shape. 

 

Finally, the case of the polygonal shock with 

forty obstacles is addressed. In all the explored 

cases there is an interaction between the 

incident shock and the obstacle, even though 

weak. Because of the proximity of the obstacle 

to the symmetry surface, wave A reaches the 

symmetry surface and it is reflected, but its 

influence on the reshaping is very limited. 

Figure 9 illustrates the initial mesh of the 

simulated slice, with the grid refinement at the 

shock initial position. Since a reflection behind 

the shock is expected, due to the symmetry 

condition at the upper symmetry boundary, the 

grid is refined not only in correspondence of the 

shock, but also close to the upper boundary. 

Figure 10 shows the propagation of the shock 

at Mach number 1.6: the low value of density 

gradients across wave A and wave B is evident 

(Fig. 10a and 10b). Moreover, as shown in Fig. 

10d, the final effect on the reshaping is weak, 

since the reflection at the trailing edge of the 

obstacle compensates previous modifications to 

the front shape. 
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Fig. 9 Domain and adapted mesh used in the simulation of the converging planar shock meeting forty obstacles. 

The grid is finer at R = 9.5 where the shock has initially been placed, and behind the shock, where its reflection on 

the symmetry surface occurs. 

 

The same effect has been observed also in  

the other two cases at different Mach numbers.  

 

a.  
 

b.  
 

c.  
 

d.  

Fig. 10 Different steps in the propagation of the 

forty sides polygonal shock. a: formation of waves A 

and B. b: zoom in correspondence of the interaction 

between wave B and the shock. c-d: final reshaping 

effect. 

5 Conclusion 

Numerical simulations were performed in 

order to explore the phenomenon of the 

reshaping of converging shocks. 

Our simulations confirmed that aerodynamic 

obstacles can provide the reshaping, but for the 

considered cases reshaping occurs only if the  

incident shock is curved.  A further 

consideration concerns the shock Mach number: 

the higher it is, the more evident is the effect of 

the interactions, at least when Mach remains 

between 1 and 2.  The interaction among waves 

is also a very important factor. 

To maximize both the temperature and the 

pressure at the center of the implosion, the   

optimal combination of Mach number of the 

shock, number of obstacles, chord-distance ratio 

and gas is to be chosen.  In this respect it  may 

be interesting to extend the present research to 

shocks propagating in real gases, to vary the 

position of the obstacles to produce a non-

symmetric shock configuration, and to study 

suitable obstacle shapes that reduce the intensity 

of the shock reflection at the trailing edge. 
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Abstract  

The MHD interaction in a hypersonic argon 

flow was experimentally investigated around 

conical test body. The aim of the experiment 

was to produce a database to be used for the 

validation of numerical codes for the analysis 

and simulation of the magnetofluiddynamics in 

hypersonic flows. This paper summarize the 

work carried out in the High-Enthalpy Arc

heated hypersonic wind Tunnel of Alta, Pisa, 

Italy, in cooperation with The Department of 

Electrical Engineering of the University of 

Bologna, under the support of The European 

Space Agency. In the experiments reported, the

MHD interaction has been investigated 

Mach 6 ionized argon flow. The experiments 

has shown a large effect of the MHD interaction 

on the values of the measured quantities.

experimental results has been numerically 

investigated. A discussion of the results is 

presented here. 

1 Introduction  

The utilization of the MHD-interaction in the 

hypersonic flight has been investigated since the 

late ’50 [1], and is receiving an incr

interest. Many possible applications of the 
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The MHD interaction in a hypersonic argon 

low was experimentally investigated around a 

. The aim of the experiment 

was to produce a database to be used for the 

validation of numerical codes for the analysis 

and simulation of the magnetofluiddynamics in 

summarize the 

Enthalpy Arc-

heated hypersonic wind Tunnel of Alta, Pisa, 

Italy, in cooperation with The Department of 

Electrical Engineering of the University of 

Bologna, under the support of The European 

xperiments reported, the 

has been investigated in a 

. The experiments 

has shown a large effect of the MHD interaction 

on the values of the measured quantities. The 

experimental results has been numerically 

investigated. A discussion of the results is 

interaction in the 

been investigated since the 

an increasing 

Many possible applications of the 

MHD interaction for hypersonic 

proposed and are currently investigated, such as 

thermal flux mitigation, flight control and shock 

control at the inlet of an air breathing 

[2-7]. In AJAX project
 
MHD techniques are 

utilized to by-pass kinetic energy of the working 

fluid from the supersonic diffuser to the nozzle.

By doing this, the flow velocity in the 

combustion chamber is reduced to acceptable 

values, even for high Mach numbers. 

The knowledge of the physics of the MHD

hypersonic flow interaction is essential for the 

application of this technology to the hypersonic 

flight. Various experiments has been carried out 

in Russia [8-9], in USA [10], in Japan

and in European countries [13]

[14], the experimental results of the MHD 

interaction in hypersonic regime on a 

a Hall electrodynamic configuration has been 

presented. In order to maximize the effect of the 

MHD interaction, a magnetic field 

perpendicular to the test body surface were 

used, and a set of electrodes had been posed on 

the test body surface to shor

field (i.e. the electric field component in the 

U×B direction). However, despite of the 

electrodes configuration, the measured electric 

potential on the test body surface revealed that 

the Faraday component of the electric field was 

not shorten. The proposed explanation is that 

the boundary layer, constituted by a low 
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MHD interaction for hypersonic flight has been 

proposed and are currently investigated, such as 

thermal flux mitigation, flight control and shock 

control at the inlet of an air breathing thruster 

MHD techniques are 

pass kinetic energy of the working 

fluid from the supersonic diffuser to the nozzle.
 

By doing this, the flow velocity in the 

combustion chamber is reduced to acceptable 

values, even for high Mach numbers.  

e knowledge of the physics of the MHD-

hypersonic flow interaction is essential for the 

application of this technology to the hypersonic 

Various experiments has been carried out 

, in Japan [11,12] 

]. In a recent work 

, the experimental results of the MHD 

interaction in hypersonic regime on a ramp with 

a Hall electrodynamic configuration has been 

presented. In order to maximize the effect of the 

MHD interaction, a magnetic field 

perpendicular to the test body surface were 

used, and a set of electrodes had been posed on 

the test body surface to shorten the Faraday 

field (i.e. the electric field component in the 

B direction). However, despite of the 

electrodes configuration, the measured electric 

potential on the test body surface revealed that 

the Faraday component of the electric field was 

rten. The proposed explanation is that 

the boundary layer, constituted by a low 
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electrical conductivity plasma, introduces a high 

electric resistance for the current between the 

test body and the core flow and prevents the 

shortening of the Faraday field, hence causing a 

reduction of the effect of the MHD interaction. 

A particular attention has been then devoted 

in designing a 2D test body to operate in a low 

density plasma. In this condition, the plasma is 

characterized by relatively high values of the 

electron mobility and, thus, of the Hall 

parameter. This means that the electric current 

density will exhibit some tendency to flow in a 

perpendicular direction to the magnetic flux 

density and the electric force per charge unit E + 

U×B. As a result, for high values of Hall 

parameter, it would be advisable to exploit the 

Hall component (i.e. the component parallel to 

the flow velocity) of the electric field to sustain 

the current density which generates MHD 

interaction. Experimental results as well as a 

discussion on the numerical rebuilding are here 

presented. 

2 Experimental Facility 

Alta High-Enthalpy Arc-heated Tunnel 

(HEAT) is a pulsed hypersonic wind tunnel 

operative since 1996 [15, 16]. It can produce 

Mach 6 flows in a low to medium Reynolds 

number range (10
4
-10

6
).  In the wind tunnel 

settling chamber the gas is heated by means of 

an arc discharge powered by a 260 kW DC 

power supply and delivering arc currents up to 

630 A during running times of 20-300 ms. In 

the settling chamber a total specific enthalpy up 

to 6 MJ/kg with stagnation pressures up to 9 bar 

can be obtained. The gas heater can be operated 

with air, nitrogen, argon, CO2 in a pulsed, quasi-

steady mode. At the exit of the settling chamber 

a nozzle is mounted. The effective test section at 

the exit of the nozzle has a diameter of 55 mm. 

The arc heater scheme is shown in Fig. 1. The 

wind tunnel (gas heater and nozzle) is installed 

on a vacuum test section of 600 mm diameter. 

In the test section there are optical accesses 

from all sides. This section is connected to a 

vacuum chamber of a volume of 4.1 m
3
. The 

chamber is evacuated by four rotary pumps to 

reach an ultimate pressure of 10 Pa before each 

run. The flow characteristics are obtained by 

means of pitot probes [17] provided with fast 

miniaturized piezo-resistive pressure 

transducers and stagnation temperature probes 

provided with fast coaxial thermocouples or 

thin-film gauges. In the settling chamber the 

pressure is measured by fast pressure 

transducers. Accuracies of about 3% are 

obtained in all pressure measurements. The total 

enthalpy is evaluated from the arc discharge 

power and compared with the values obtained 

from the stagnation temperature measured in the 

test section. The total enthalpy error is ±5-10%.
 

The test gas used in this experiment is argon. 

The nozzle utilized for the experiments reported 

in this paper is a Mach 6 conical nozzle, with an 

effective exit test section of a diameter of about 

50 mm and is shown in Fig. 2.  

 

 

Fig. 1.  Arc heater scheme.  

 

 

Fig. 2.  Mach 6 nozzle mounted at the exit of the 

settling chamber 

 

Properties such as electron temperature and 

electron density are required for the evaluation 
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of the electric transport properties of the plasma 

(i.e. electron mobility and electrical 

conductivity), which are essential data for the 

numerical rebuilding of the experiment and for 

the interpretation of the experimental results. 

Thus, a crucial point is the evaluation  of the 

plasma parameter in the free stream flux at the 

nozzle exit. In order to do this, optical 

diagnostics and microwave measurements have 

been utilized.  

The diagnostic results reported in this paper 

are from pressure measurements and electric 

voltage measurements in the shock layer of the 

test body, and imaging of the plasma under the 

MHD interacting effect. A PCO SensiCam 

SVGA interline CCD color camera, with a 

minimum exposure time of 100 ns, has been 

utilized for the imaging of the MHD interacting 

plasma. The CCD quantum efficiency peak is 

nearly 53% at a wavelength of 380 nm. The 

electric measurement are done by means of sets 

of electrical probes mounted on the test body 

wall. In order to perform the pressure 

measurements miniaturized Kulite fast pressure 

transducer (model XCS-062-5A) was mounted 

flush with the wall, along the lateral surface of 

the test body. Due to the expected low level of 

the pressure to be measured, the pressure signal 

was sent to an amplifier circuit based on the 

Analog Devices SSM2019 chips, that allows 

x10, x100, and x1000 DC gain. The signals 

were acquired through the HEAT data 

acquisition system, based on the Labview 7 

environment and a National Instruments 6071 

board. 

3 Test Body Design 

At the low plasma densities, typical of the re-

entry of hypersonic vehicles into the 

atmosphere, the Hall parameter is high. The test 

body design is thus aimed to exploit the Hall 

field to sustain the Faraday current which 

generate the MHD interaction. In order to do 

this, a conical geometry with the axis of the 

cone directed along the gas free stream flow has 

been chosen. The magnetic flux density is 

generated by means of permanent magnets. The 

configuration adopted appears to be particularly 

suitable as it does not require any conductor 

carrying current for the generation of the 

magnetic flux density.  

 

 

Fig. 3.. Test bodies 

The test body is shown in Fig. 3. It is made 

of two sections. The first one is a cone with a 

half-vertex angle of 22.5◦ and a base diameter of 

40 mm. The second section is a cylinder, 

starting from the cone base with a length (height 

of the cylinder) of 48.3 mm. The cylindrical 

section was added in order to allow the 

placement of a third magnet. The Magnetic field 

necessary for the MHD interaction is produced 

by an array of three permanent magnets in the 

cone central part, at the cone base, and in the 

cylinder central part. Four sections of ARMCO 

iron alternate the magnets, and they are placed 

at the cone vertex, the central parts of the cone 

and cylinder, and the base of it. The B-field 

distribution generated by the permanent 

magnets as a result from the analysis performed 

by means of the finite element magnetostatic 

numerical code is shown in Fig. 4. A non 

magnetic test body has also been made, in order 

to produce a reference measurements of the 

flow without MHD interaction. 

In fig. 3, the magnetic and non magnetic test 

bodies are shown, along with the nylon 

covering. In the figure, the test body on the left-

hand side is the magnetic test body used for the 

MHD-interaction experiments. The non 

magnetic test body on the right-hand side is 

completely made of aluminum. The reinforced 

nylon shell can also be observed. Four 

electrostatic probes are placed on the shell, to 

provide a measure of the Hall field produced by 
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the MHD interaction. Pressure sensors has been 

placed in the iron elements on the magnetic test 

body, and in the corresponding position on the 

non magnetic one. 

 

 

Fig. 4.  Magnetic field around the small cone test body  

4 Flow Characterization 

In order to perform the aerothermodynamic 

characterization of the produced flow, the 

following set of instruments was used:  

−two absolute Kulite XCS-062 sensors in the 

tunnel settling chamber (one with a 250 psi FSO 

and one 100 psi),  

−a supersonic pitot probe equipped with a 

Kulite XCS-062-5A miniaturized pressure 

sensor for high frequency Mach number 

retrieval 

−a hemispheric stagnation point temperature 

probe equipped with a MEDTHERM coaxial 

thermocouple for the stagnation enthalpy and 

total enthalpy retrieval through the 

Sutton&Graves relations [18]. 

A complete mapping of the nozzle flow was 

performed both for low and high-enthalpy 

conditions. The characterization activity 

allowed to determine the core flow dimensions, 

actual axial symmetry degree of the flow, 

fluctuations both for what concerns Mach and 

temperature, repeatability of the test conditions. 

The picture in Fig. 5 shows the typical flow 

profile at the nozzle exit, and provides an 

estimation of the deviation from the axial 

symmetry. In fig. 6, the Mach number map of 

the test section area is reported. 

 

 

Fig. 5. Radial profile of the flow Mach number: mean 

profile (red) superimposed on the actual values in 

different sections. 

 

 

Fig. 6.  Mach number profile in the test section 

In general, for all of the considered 

conditions, the flow can be considered axial 

symmetrical and uniform for a diameter of 

about 40 mm (the Mach number at 20 mm is 

always within 9-10% higher than the value of 

the core flow), with a slight non-symmetry 

starting at 18 mm (maximum value of the 

asymmetry 4%). The flow expansion continues 

in the test section with an increase of 5 % in the 

first 50 mm. Relatively high differences in total 

enthalpy level can be individuated comparing 

different runs, probably due to the complicate 

flow pattern that is created in the settling 

chamber at this low pressure levels: this  leads 

to the need of several repetition (at least 5) in 

each test condition in order to gather a 

statistically significant sample. The flow 
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condition utilized in the experiment are listed in 

Table 1 

Table 1. Flow Characteristics in the test conditions 

Condition 
Mach 

Number 
Mass flow 

rate 

Average 

pressure in the 
heating 

chamber 

Gas 

temperature in 
the heating 

chamber 

 [-] [g/s] [bar] [K] 

A 6.16 5.034 0.537 4455 

B 6.14 5.851 0.608 3850 

C 6.20 7.027 0.671 3344 

 

In order to gain information about the plasma 

characteristic of the flow, spectroscopic and 

microwave diagnostic has been utilized.  

The radiation intensity emitted by the plasma 

in the stagnation region before expansion in the 

nozzle has been measured. In order to do this, 

an F/4 mm collimation lens of a focal length of 

40 mm has been placed in the heating chamber 

and was focused on the central region of it. The 

lens was connected through a 600 µm optical 

fiber to a Jobin-Yvon Hr 460 spectrometer, with 

a 460 mm focal length, an F/5.3 focal ratio, and 

JY 1200 lines/mm holographic grating. An 

SVGA fast shutter PCO CCD camera with a 

resolution and a pixel size of 6 µm × 6 µm was 

connected to the spectrometer. 

Line emission, continuum recombination 

radiation and Stark broadening has been 

observed. The electron number density ne in the 

heating region has been determined by 

measuring the broadening effect of Hydrogen α 

and Hydrogen β lines of wave lengths of 

656.28 nm and 486.50 nm respectively. 

Hydrogen was present as an impurity due to the 

diffusion pumps utilized by the vacuum system. 

These lines are broadened due to the Coulomb 

interactions and are characterized by a Lorentz 

shape (Stark broadening). The Stark broadening 

shape depends on the charged particles 

surrounding the emitters and hence on ne. Data 

table in [19] has been utilized to obtain the final 

results 

As at partial local thermal equilibrium 

(PLTE) condition may be assumed, the free 

electrons have a Maxwellian electron energy 

distribution determined by the electron 

temperature and the radiation energy 

distribution due to the recombination electron-

ion delivering a particle excited at the l level is 

obeys the Boltzmann equation. The values of 

the radiation intensity at two different wave 

frequencies allow determining Te and, when Te 

is known, the radiation intensity at a wave 

length allows deriving ne. In the test considered 

both Te and ne have been derived by the 

experimental values of the continuum 

recombination radiation [20]. The electron 

number density is also obtained by the Saha 

equation at the value of the electron temperature 

obtained by the measurements.  

The electron number density and the 

collision frequency of the plasma in the free 

stream at the exit region of the nozzle have been 

determined by the microwave absorption 

technique [21]. In order to do this, the 

measurements have been carried out before the 

test body placing. The results obtained are 

summarized in Table 2, where the values of the 

electron density obtained utilized the different 

approaches described so far are reported. 

Table 2  Electron number density in the heating 

chamber at conditions A, B and C of Table I  

 Hα Hβ 
Griem 

Hβ 
Contin. 

ArI- 

430 nm/ 

Contin. 

Saha 

 [m-3] [m-3] [m-3] [m-3] [m-3] [m-3] 

A 8.5E+21 2.8E+21 3.0E+21 3.2E+21 1.55E+22 3.3E+21 

B 8.0E+21 2.4E+21 2.7E+21 2.8E+21 1.39E+22 1.9E+21 

C 6.1E+21 1.8E+21 1.9E+21 1.3E+21 1.20E+22 8.0E+20 

 

The microwave diagnostic set up consisted of 

a microwave generator, two horn antennas and a 

crystal detector. A Gigatronics 1018-009 

microwave generator, able to produce a non-

modulated microwave signal from 50 MHz up 

to 18.5 GHz with a power exit of 10 dBm, has 

been used. Two 15 dB horn antennas designed 

for an optimal working frequency between 12 

and 18 GHz have been placed inside the 

vacuum vessel, at opposite sides of the plasma 

flow, at about 50 mm from the nozzle exit. In 

this configuration the microwave beam crossed 

about 60mm with the Mach 6 nozzle and 80mm 

with the Mach 15 one. An HP 8472A crystal 

detector with a bandwidth of 10 MHz - 18.5G 

Hz, was connected to the receiving horn. In 

order to enhance the signal to noise ratio, at 
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each condition considered seven different 

signals have been detected and the transmission 

factor was determined from their average. 

Microwaves diagnostic has confirmed tha, 

during the expansion, the plasma kinetics is 

essentially frozen, and the ionization degree 

does not vary significantly. 

5 Experimental Results on MHD 

Interaction 

A picture of the interaction around the small 

cone model at test condition A is shown in fig. 

7. Three bright rings are clearly observed in the 

regions where the B-field intensity is maximal 

and its direction is perpendicular to the flow 

velocity. This corresponds to the region facing 

the iron sections of the magnetic test body. 
 

 

Fig. 7.   MHD interaction around the small cone (test 

condition 1) 

The pressure time behaviors on the cone 

surface are shown in figs. 8-10 for flow 

conditions A, B, and 3C, respectively. The plots 

were taken with and without MHD interaction 

(red and blue lines, respectively). In these 

experiments, the intensity of the fluctuations 

appears to be reduced. This is due to the better 

insulation used in these experiments. 

In table 3, the summary of the test results 

with and without MHD interaction, pressure 

increases, and pressure coefficient  Cp with and 

without MHD interaction and its increase at the 

three flow conditions considered in this 

experiment is reported. For all values given in  

Fig. 8.   Pressure measurements with and without 

MHD interaction at flow condition A: average 

pressure for the non-magnetic case is 9.01 mbar - 

MHD interaction case is 10.34 mbar  (14 % increase) 

 

Fig. 9.   Pressure measurements with and without 

MHD interaction at flow condition B: average 

pressure for the non-magnetic case is 10.30 mbar - 

MHD interaction case is 11.78 mbar  (13 % increase). 

Figure Fig. 10.    Pressure measurements with and 

without MHD interaction at flow condition C: average 

pressure for the non-magnetic case is 11.77 mbar - 

MHD interaction case is 12.97 mbar  (10% increase). 
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the table, the averages between 100 and 200 ms 

from the flow-pulse starting time are reported. 

Table 3 refers to the measurements done by 

means of the probe placed on the conical 

surface. An increase between 10% and nearly 

15% of the pressure and an increase between 

7% and 13% of pressure coefficients were 

observed. These confirm the results obtained in 

the runs with the large test body. The 

measurements of the pressure sensors placed on 

the cylindrical surface are reported in Table 4. 

The accuracy in this region is low due to the 

low values of the pressure in this location and 

the vicinity to the sensor minimum threshold. 

Nevertheless, the increases of the pressure and 

the pressure coefficient at conditions A and B 

were recorded.  
 

Table 3. Time averages of the pressure measurements 

on the cone sensor. 

Cond. 

Press. 

No 

MHD 

[mbar] 

Press. 

MHD  

[mbar] 

Pressure 

increase 

[%] 

Cp 

no MHD 

Cp 

MHD  

Cp increase 

[%] 

A 9.01 10.34 14.78 0.344 0.390 13.44 

B 10.31 11.68 13.31 0.343 0.388 13.27 

C 11.77 12.97 10.16 0.343 0.366 6.88 

 

Table 4. Time averages of the pressure measurements 

on the cylinder sensor. 

Cond. 

Press. 

No 

MHD 

[mbar] 

Press. 

MHD  

[mbar] 

Pressure 

increase 

[%] 

Cp 

no MHD 

Cp 

MHD  

Cp increase 

[%] 

A 1.01 1.06 5.4 0.010 0.012 10.5 

B 1.26 1.34 6.5 0.014 0.017 17.6 

C 1.43 1.43 ~0.0 0.013 0.013 ~0.0 

 

The Hall voltages measured during the 

experiments at flow conditions A, B, and C and 

at a stagnation pressure of 0.455 mbar are 

shown in Fig. 11, corresponding to the blue, 

green, light blue, and red lines, respectively. 

The dotted line indicates the Hall potential 

differences between the cone vertex and a 

position at 41 mm from the vertex and along the 

flow direction on the cone lateral surface. The 

full line corresponds to the Hall potential 

difference measured between the cone vertex 

and a probe at 17 mm from the vertex. These 

measurements indicate the Hall fields ranging 

between 400 and 500 V/m. 

 

Fig. 11. Hall voltage distribution along the test body 

wall .  

6 Numerical investigation on the MHD 

Interaction around the Test Body 

A two dimensional model has been 

developed for the solution of the 

magnetohydrodynamic problem [22]. The 

model has been developed under the low 

magnetic Reynolds number assumption [23].  

A cell-centered finite volume formulation has 

been adopted for the spatial discretization of the 

fluid dynamics. Fluxes are evaluated by means 

of a centered scheme, corrected by an Osher 

scheme. A second order accuracy is obtained, 

by a combination of upwind and centered 

discretization of the gradient. Electrodynamics 

is considered to vary as a sequence of steady 

state solutions driven by the evolution in time of 

the fluid dynamics and is solved by means of a 

finite element approach. Time integration is 

performed utilizing an explicit scheme, based on 

a fourth-order Runge-Kutta method.   

A sensitivity analysis has been performed 

assigning three different values of the electron 

temperature. On the basis of the assumed values 

of electron temperature and ionization degree, 

the electric transport properties has been 

evaluated, utilizing the results of a model based 

on a two terms approximation of the 

Boltzamann equation, in the assumption of a 

maxwellian distribution of the electrons. In Fig. 

12 are reported the quantity nAr×µe as a function 

of electron temperature and ionization degree. 

From the results reported in Fig. 12, the 

electrical conductivity and the electron mobility 

are evaluated in the assumption of constant 
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electron temperature and ionization degree on 

the calculation domain. In the given assumption, 

the term nAr×µe is constant on the domain. The 

electrical conductivity expressed as: 

( )
eAree

neen µαµσ ==
 (1) 

is also constant, whereas the electron mobility is 

inversely proportional to the plasma density. 

Three values for the electron temperature has 

been chosen in order to evaluate the electric 

transport properties. The values of the free 

stream electrical conductivity and electron 

mobility corresponding to the condition chosen 

for calculation are shown in Table 5  
 

 

Fig. 12. nAr×µe as a function of electron temperature 

and ionization degree 

Calculations have been initially carried out 

on the domain shown in Fig. . The domain is 

discretized by means of a 26032 points mesh. In 

Fig. 4, the computed pressure distribution 

around the test body is reported. The numerical 

rebuilding reproduced qualitatively the flow 

field (Fig. 13), and some of the flow patterns 

revealed by fast imaging appear to be correctly 

replicated (Fig. 14). In Fig. 15 the Faraday 

component (i.e. the azimuthal component) of 

the current density is reported.  

Table 5. Free stream electric transport properties 

Case Te σ µ e,∞ 

1 [eV] [S m-1] [m2 s-1 V-1] 

2 0.221 493 120 

3 0.086 262 52 

 0.052 135 24 

 

  

Fig. 13.  Computed pressure field without and with 

MHD interaction 

 

Fig. 14.  Comparison of flow structure details between 

simulation and fast imaging (right). 

 

 

Fig. 15.  Azimuthal current density 

In Fig. 16, a very good agreement between 

the measured and calculated pressure value can 

be observed at position 1 for the set C of electric 

transport properties. Also the calculated voltage 
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(Fig. 16) gets close to the measurements; 

however, a comparable agreement is not 

reached. This points out the need of a 

refinement in the modelling of the phenomenon. 

A plasma kinetics model would take into 

account the electron behaviour and the 

ionization processes, providing a more realistic 

description of the electric transport properties of 

the plasma. A comparison between the 

measured and calculated values of pressure on 

the test body wall is reported in Table 6 
 

 

Fig. 16. Pressure on the body wall 

 

Fig. 17.   Voltage on the body w all 

 

Table 6.  Comparison between calculated and 

measured values of the pressure 

 Meas. Calc. Diff.  

% 

Exp. 

Uncert. % 

P pos. 1 [Pa] 

(no MHD)  

1031 1030 0.10 0.3 

P pos. 1[Pa] 

(MHD)  

1168 1178 0.86 4.3 

P pos. 2 (no 

MHD) [Pa] 

125.5 168 33.86 26.4 

P pos. 2 (MHD) 

[Pa] 

133 229 91.62 47.7 

7 Conclusion 

The MHD interaction in a hypersonic flow 

was experimentally investigated around a 

conical test body. The electrical-connection 

scheme allowed short-circuiting of the Faraday 

current inside the plasma, enhancing the effect 

of the MHD interaction. Pressure, imaging, and 

electrical observations were done. A pressure 

increases on the conical section of the test body 

caused by the MHD interaction has been 

observed. The pressure increase in this 

experiment was between 7% and 15%. 

The images around the test body showed a 

rather different flow field in the tests without 

and with MHD interaction. The Hall field was 

measured by means of electrical probes placed 

along the test body. The measured values of the 

Hall field were in the range between 400 and 

500 V/m. 

A rebuilding of a MHD experiment has been 

also presented. The analysis has been performed 

utilizing a low Rem approximation. The result 

obtained seem to be in a reasonably agreement 

with the experimental data available. The Hall 

parameter substantially affects the 

electrodynamics in the plasma and, as a result, 

the whole MHD interaction around the test 

body. Evidences has been found of a significant 

influence of the calculation domain on the 

results obtained. An improvement of the 

analysis is expected including the plasma 

kinetics modeling for a more accurate 

determination of the electric transport parameter 

in the flow. 
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Abstract

In this paper we propose a comparison between
two Reynolds–Averaged–Navier–Stokes (RANS)
turbulence models as Spalart–Allmaras (S–A)
and the more recent transitional k–ω SST in
descibing low Reynolds number laminar bub-
ble bursting stall for three different airfoils: a
NACA 0012 used as reference airfoil with a well
known behaviour and a NACA 0018, widely used
on many vertical–axis–wind–turbine (VAWT), of
which TU Delft recent experimental data al low
Reynolds number are available. Finally an ex-
tension to higher Reynold number is proposed
with an analysis on S809 airfoil. Emphasys is
posed on different turbulence models desciption
of experimental physical condition such as turbu-
lence intensity and flow field description of lami-
nar separation inside bubble.

1 Introduction

In this paper we propose a comparison be-
tween two Reynolds–Averaged–Navier–Stokes
(RANS) turbulence models as Spalart–Allmaras
(S–A [1]) and the more recent transitional k–ω

SST (in the following indicated as TR k–ω SST
[2, 3]) in trying to predict low Reynolds number
laminar bubble bursting stall for three different
airfoil.
• NACA 0012 airfoil with a well known be-

haviour ([4, 6, 5, 7]);
• NACA 0018, widely used on many vertical–

axis–wind–turbine (VAWT), of which re-

cent experimental data at low Reynolds
number are available [8] by TU Delft;
• NREL S809 airfoil ([9, 10, 11, 12]), typ-

ically used on stall controlled horizontal–
axis–wind–turbine (HAWT) and character-
ized by a “flat” stall.

Such calculations would provide a survey of
advantages and limitations of low turbulence and
low Reynolds numerical simulations in describ-
ing both low angle of attack bubble dominated
drag coefficient regime and laminar bubble burst-
ing stall for which several investigations based on
interactive boundary layer panel methods ([13,
14, 15, 16]) have been carried out in past years.
The flow conditions under investigation represent
the main working conditions for small–size wind
turbines, especially for those which are stall con-
trolled.

Emphasys is posed on different turbulence
models capability to descipt the real condition
of experimental test, such as turbulence intensity,
and flow field description of laminar separation
inside bubble.

Concerning the NACA 0012, many numeri-
cal analysis have been performed among which:
Marongiu and Tognaccini [4] have conducted 2–
D steady RANS simulations using the Menter
SST turbulence model to investigate the flow at
a Reynolds number equal to 135000; Shur et alii
[7], have made a Detached–Eddy simulation at
a Reynolds number of 100000; Alrefai [6] have
reported some static pressure measurements at
a Reynolds number of 110000 prior to suction
control investigation made in the Andrew Fejer
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wind tunnel at the Illinois Institute of Technol-
ogy’s Fluid Dynamics Research Center; Lee and
Gerontakos [5] have made static pressure mea-
surements at a Reynolds number of 135000 as a
starting point of their oscillating airfoil investiga-
tions in the low–speed, suction–type wind tunnel
in the Aerodynamics Laboratory at McGill Uni-
versity.

Regarding the NACA 0018 airfoil, Timmer [8]
has shown experimental results for lift and drag
coefficients with and without forced transition in
the low–turbulence TU Delft wind tunnel for a
Reynolds number between 150000 and 100000.

Concerning the NREL S809 airfoil, Wolfe and
Ochs [11], have performed 2D steady CFD sim-
ulations using a commercial code that solves the
Favre-averaged Navier Stokes equations with fi-
nite volume approach. Their approach consists
in splitting the computational domain in two re-
gions: a fully turbulent region with a standard
k/ε turbulence model and a fully laminar one
confined only in a limited portion. In this work
an analysis at a Reynolds number of 2.0× 106

for a range of angle of attack comprises between
0 and 20 degrees has been made. Furthemore,
Guerri et alii [12] perform numerical computa-
tions using an unsteady incompressible RANS
solver comparing two different turbulence mod-
els as the SST k–ω of Menter and the RNG k/ε

assuming in both cases a fully turbulent flow. In
this work the flow field is also analyzed at sev-
eral angles of attack from 0 to 20 degrees con-
sidering the influence of the free stream turbu-
lence intensity on results for a Reynolds number
of 2.0× 106. Experimental investigation on this
airfoil has been conducted by Somers [10] in the
low–turbulence wind tunnel facility of Delft TU
for a Reynolds number equal to 1.0×106, and is
used as a comparison for our numerical results.

The numerical methods on which is based our
work is detailed in Section 2. A first validation
using NACA 0012 airfoil experiments is intro-
duced in Section 3.1NACA 0018 follows in Sec-
tion 3.2 and extension to different Reynolds num-
ber is made with S809 analysis in Section 3.3 and
a final discussion is provided in the concluding
Section 4.

2 Numerical Methods

The needs of investigating low Reynolds number
flow, such that the flowfield is mostly laminar or
transitional, has lead us to take in consideration
the use of a transition model.

Even if with the actual S–A and k–ω SST mod-
els it is not possible to predict the transition point
to agree with the real physical transition, some
recommendations for freestream turbulence lev-
els have been made ([17], [18]). Such sugges-
tions were not based upon matching freestream
turbulence levels from wind tunnel or flight, but
rather upon considerations related to preserving
potential cores and maintaining the integrity of
the turbulence quantities throughout the bound-
ary layers .

Our study takes as starting point the possibil-
ity to achieve a fair agreement between the S–A
and k–ω SST turbulence methods acting on Tur-
bulence Intensity for k–ω SST for the freestream
boundary condition.

The Spalart Allmaras method ([1]) in its stan-
dard form has been used for the calculations
shown in this work, modifying the Turbulence
Intensity to very low values, such that a bubble
formation, separation and transition to turbulence
flow condition could be observed; these value are
typically lower than 10e−10.

The Turbulence Intensity values used in the ap-
proach of Menter (Menter-2006,Langtry-2006)
are related strictly to the one forseeable in wind
tunnel testing. This method of predicting transi-
tion is based upon experimental correlations that
usually relate the free-stream turbulence intensity
and the local pressure gradient to the transition
momentum thickness Reynolds number, defined
as Reθ = ρθU0/µ , where θ is the momentum
thickness and U0 the local freestream velocity.
Such task is even more complicated in modern
CFD methods based on non structured grid (used
to approximate complex geometries) and paral-
lel calculation, in wich the information must be
shared on different machine, since the integration
of boundary layer parameters would result very
difficult.

As detailed in [19, 20], the transition model
is based on two transport equations: a transport
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Table 1 Mesh details

Parameter Value

Mesh type C–shape
Mesh size (–) 180493
Airfoil nodes (–) 510
Far–Field nodes (–) 908
Outlet nodes (–) 399
Chord length (m) 0.058
Far–Field — Airfoil distance (unit chord) 30
Outlet — Airfoil distance (unit chord) 30

equation for intermittency, used to trigger tran-
sition locally; and a second transport equation
that computes the transition onset momentum–
thickness Reynolds number. The essential part
of the model lies in the second transport equa-
tion that links the empirical correlation to the on-
set criteria in the intermittency equation, coupled
with SST k–ω model of Menter ([21]).

The analysis on all treated airfoils has been
performed generating a C–shape structured mesh
whose characteristics are given in table 1. To en-
sure a full developed wake behind the airfoil and
the respect of a far–field condition on the upper
and lower outer boundary we have imposed a dis-
tance of 30 c (i.e. chords) from leading edge and
trailing edge in horizontal direction, and again 30
c from chord line in vertical direction.

The height for the first cell layer is prescribed
imposing y+' 1 near wall for a correct treatment
of boundary layer with the different turbulence
models used.

The actual size of the mesh has been choosed
after a sensitivity analysis of aerodynamic coef-
ficient (such as the lift coefficient Cl) respect to
mesh nodes number on the airfoil, and equiva-
lently the mesh cells number.

In figure 1 can be observed the trend of force
coefficients for NACA 0012 airfoil with respect
to nodes/cell number, and then the choosen mesh
size appears motivated as a compromise between
field solution accuracy and computation time.
The calculation has been performed on a PC with
Intel R©CoreTMi7 CPU 920 2.67 GHz and 12 GB
of RAM. In addition, the specific value for chord
length is such to get a value of Reynolds number
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(a) Cl sensitivity to mesh size
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(b) Cd sensitivity to mesh size

Fig. 1 NACA 0012 Mesh sensitivity analysis:
— dependence on cell number,
−− dependence on airfoil nodes,
· − · dependence on time per iteration.

Re = 135000 with value of air density (ρ) and
molecular viscosity (µ) computed at a tempera-
ture of T = 288K.

The slope of lift coefficient Cl with respect to
mesh cell number when passing from the medium
to big size mesh is ∂Cl

∂cell number ' 2.5e−9.

3 Results

3.1 NACA 0012

The turbulence models adopted for our analysis
are Spalart–Allmaras (S–A) [1] and the more re-
cent transitional k–ω SST ([2, 3]).

In both cases boundary condition for farfield
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and outlet is set to Pressure-Far–Field and
Pressure-Outlet, the Mach and Reynolds number
are set to M = 0.1 and Re = 135000, the solver
type is of coupled–implicit type with gradient
evaluated with least square cell method and each
equation is discretizated at second order. The
convergence criteria is based on equations resid-
ual of 10e−7, and in case of residual oscillation a
mean value on 40000 iterations has been consid-
ered.

The main difference between the two turbu-
lence methods consists in the definition of turbu-
lence parameters: in TR k–ω SST we have inter-
mittency set to a constant value equal to 1 while
in S–A this quantity isn’t present; moreover, in
TR k–ω SST a more physical value for turbulent
intensity, set to 1% (closer to wind tunnel value),
has been considered, while in S–A the same value
has been lowered to 10e−14; finally the turbulent
length scale has been set equal to chord length,
i.e. 0.058m for both methods.

The results obtained can be compared to those
of a two–dimensional k−−ω SST RANS simula-
tion code at Re = 135000 ([4]), to experimental
test data at Re = 110000 ([6]), to experimental
data at Re= 135000 ([5]) and to a Detached Eddy
Simulation (DES) case at Re = 100000 ([7]). We
specify that experiments reported in [5] seems to
be almost 3D showing a possible separation close
to the end parts of the model tested. The compar-
isons are shown in figure 2.

In figure 2(a) a greater surplus of lift at the low
angle of attack range can be noted in the TR k–ω

SST curve respect to both S–A and the Marongiu
[4] results, while the stall part of the curve is
more similar for both methods. The value of
maximum Cl appears to be the same for both the
TR k–ω SST and the k–ω SST of Marongiu [4],
while the S–A predicts a Cl value greater than
∼0.05 with respect of the previous one and an in-
crease even greater than ∼0.05 is obtained in the
experiment of Alrefai [6]. The stall angle value is
again similar between the TR k–ω SST and the k–
ω SST of Marongiu [4], i.e. 12deg, while the S–
A method returns a value∼1deg less; in all cases
the post–stall decrease of Cl starts about 1÷2deg
after the maximum Cl angle.

In figure 2(b) one could observe a value for
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Fig. 2 NACA 0012 characteristics at
Re = 135000.(a): −− S–A , · − ·
Marongiu [4], — TR k–ω SST,4 Alrefai
[6], ◦ Lee [5].(b): −− S–A , · − ·
Marongiu [4], — TR k–ω SST, � Shur [7].

drag coefficient (Cd) of TR k–ω SST and S–
A respect to Marongiu [4], while stall behavior
clearly reflects the lift coefficient trend; at low an-
gle of attack regime very little differences could
be noted respect to DNS of Shur [7], but up to
even a 20% difference would results at stall an-
gle, where clearly the different Reynold number
plays a major role.
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3.2 NACA 0018

Thus, for NACA 0018, in S–A turbulence model
simulation, a Turbulence Intensity equal to 1e−14

and 1e−10 has been choosed for Reynolds num-
ber Re = 150000 and 300000. For TR k–ω SST
turbulence model the values of Turbulent Length
Scale is now 0.25 for both Reynolds number
Re = 150000 and 300000.

The numerical results can be compared to the
experiments presented in [8], and are shown in
figures 3 and 4: the experimental data appearing
in the mentioned figures heve been captured di-
rectly from the graphics of reference [8].

For a Reynolds number of Re = 150000 the re-
sults of two turbulence method show differences
in stall prediction.

In figure 3(a) one could observe that the S–
A turbulence model describes a strong decrease
of lift coefficient Cl at an angle of attack α ∈
[13,14]deg, very similar to the behavior obtained
in the experiment, with a difference in angle of
attack of stall onset of about 1÷ 2deg. The TR
k–ω SST turbulence method fails to describe the
abrupt reduction of lift coefficient, even if it pre-
dicts a maximum lift coefficient slightly lower
(about 0.1) than the experimental one, while, for
both low and high values of angle of attack, both
turbulence method match the experimental data
closely, except the interval α ∈ [4,8]deg where
seems that a large bubble is present in wind tun-
nel test, resulting in a local lift coefficient in-
crease.

The difference underlined for lift coefficient
are reflected clearly in drag coefficient, Cd (see
figure 3(b)), thus a trend closer to experimental
data could be observed for S–A model than for
TR k–ω SST, that seems to give lower values of
Cd in post–stall region.

The behavior of moment coefficient respect to
the quarter of chord, Cm,c/4 (see figure 3(c)), is
better described by S–A turbulence model, even
if both methods capturing well the overall trend.

For a Reynolds number of Re = 300000 again
the results of two turbulence method show differ-
ences in stall behavior prediction.

In figure 4(a) one could observe that the S–A
turbulence model describes a stronger decrease
of lift coefficient Cl at an angle of attack α ∈
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Fig. 3 NACA 0018 characteristics at
Re = 150000.(a), (b), (c): −− S–A , — TR
k–ω SST, � Timmer [8].
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Fig. 4 NACA 0018 characteristics at
Re = 300000.(a), (b), (c): −− S–A , — TR
k–ω SST, � Timmer [8].

[16,18]deg respect to the behavior obtained with
the experiment, with a difference in stall on-
set angle of attack of about 1deg and maximum
lift coefficient overestimated of ∼ 20%. The
TR k–ω SST turbulence method describes a less
abrupt reduction of lift coefficient, even if it pre-
dicts a maximum lift coefficient almost coinci-
dent (about 1.05) with the experimental one but
with a difference in the angle of attack for max-
imum lift coefficient of about 1deg. Both tur-
bulence method are close to the experimental
data in post stall region, while in the interval
α ∈ [6,10]deg again seems that a large bubble
is present in wind tunnel test, resulting in a lift
coefficient increase respect to both numerical re-
sults.

For drag coefficient, Cd (see figure 4(b)), there
is a good agreement with experimental data
in low angle of attack range (α ∈ [0,10]deg),
followed by a great difference in range α ∈
[11,18]deg, although both turbulence methods
are here in good agreement.

The behavior of moment coefficient respect to
the quarter of chord, Cm,c/4 (see figure 4(c)), is
described in similar manner by both turbulence
methods in the range α ∈ [0,16]deg, except for
the region α ∈ [6,10]deg where a laminar bub-
ble appears as noticed in figure 4(a). In post–stall
region the S–A turbulence model is closer to ex-
perimental results than TR k–ω SST that showes
a higher (positive) value for Cm,c/4.

3.3 S809

For the S809, in S–A turbulence model simu-
lation, a Turbulent Intensity equal to 1e−40 has
been choosen for Reynolds number Re = 1e6.
For TR k–ω SST turbulence model the values
of Turbulent Intensity is Turbulent Length Scale
are now, respectively, 0.03 and 0.6 for Reynolds
number Re = 1e6.

Fig. 5 NREL S809 airfoil.
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Fig. 6 S809 polars at Re = 1000000.
(a), (b), (c): −−−− S−−A, — TR k–ω

SST, � Somers [10].

The numerical results are compared to the ex-
periments presented in [10], as shown in figure
6: the experimental data appearing in the figures
have been extrapolated through graphical proce-
dure from the reference [10].

For a Reynolds number of Re = 1e6 the re-
sults of the two turbulence models show signif-
icant differences in stall prediction.

In figure 6(a) it can be observed that both tur-
bulence models estimate correctly the linear part
of lift coefficient curve departing from experi-
mental values at an angle of attack of about 8deg.
Neither of them is capable of capturing well the
beginning os separation indicated by the kink ap-
pearing in the Cl(α) curve at 8deg and both over-
estimate the value of Cl,max of 0.1 for the S–A and
0.25 for TR k–ω SST. The difference in stall an-
gle of attack is for both models equal to about
1deg greater than that measured in experiments
and equal to α = 15deg. The Cl trend in post–
linear regime is better captured by the TR k–ω

SST model that forsees a two–stage stall behavior
as in the experimental curve. On the contrary, the
S–A doesn’t show a two–region stall curve, but a
single bell–shaped curve always greater than that
of TR k–ω SST model.

The differences underlined for lift coefficient
are reflected clearly in drag coefficient, Cd (see
figure 6(b)), thus a trend closer to experimental
data can be observed for TR k–ω SST model re-
spect to S–A, while seems to predict greater val-
ues of Cd in pre-stall region. However, the Cd
experimental data available from [10] describe
only the pre-stall region without giving informa-
tion about what happens at higher angle of attack.
Anyway, even in this low angle of attack range it
can be observed that the TR k–ω SST tends to
approximate the experimental data with a differ-
ence that lies in about 20 counts, while the S–A
model fails completely the description of the drag
coefficient since it predict Cd values while are al-
most greater of 25 counts than experimental data
throughout the range.

The moment coefficient values are not cap-
tured by neither methods with differences respect
to experiments, up to 40%. However TR k–ω

SST method is capable of predicting the general
behavior of Cm,c/4 curve indicating the capability
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Fig. 7 S809 CP at Re = 1000000.
(a), (b), (c): −−−− S−−A, — TR k–ω

SST, � Somers [10].

of predicting the main physical properties.
The pressure coefficient, CP, distribution could

be compared to experimental results of [10] only
into the range of angle of attack relative to a
pre-stall behavior, whit an almost linear lift co-
efficient vs angle of attack. Asit can noticed in
figure 7 some comparisons have been made for
α = 4,6,8deg for the two aforementioned turbu-
lence methods, of which the TR k–ω SST showes
a closer agreements respect to S–A model espe-
cially in the area where bubbles are present.

In particular, in figure 7(a) and (b) it can be ob-
served a quite accettable description of TR k–ω

SST on CP sudden variation at the reattachment
after laminar separation bubble, while the S–A
fails to capture this local variation, failing to de-
scribe the presence of laminar separation bubble.
The two different turbulence models give very
similar results in the 8deg case where the bubble
has moved on leading edge, as depicted in figure
7(c).

4 Conclusions

For the cases investigated in the present work, it
can be asserted that both turbulence methods are
able to describe fairly well the deep stall regime,
where the pressure contribution to aerodynamic
forces dominates the skin friction one, i.e. the
one that can be more reasonably affected by lam-
inar bubble separation and turbulent reattache-
ment. In the range of angle of attack where more
complex phenomen appear, i.e. the presence of a
laminar separation bubble and a turbulence reat-
tachement, the discrepancies between the two
different turbulence models and the experimetal
results appear to be interested by a wider spread
than those forseen in the deep stall regime (see
e.g. figures 3(a), 4(a), 6(c)).

However, as it has been shown for NREL S809
airfoil, the TR k–ω SST is able to predict the
distribution of pressure coefficient CP for a wide
range of angle of attack in a more proper manner
than the S–A model. This circumstance justifies
the greater adherence of Cm,c/4 computed by TR
k–ω SST to experimental results, since the loss
of capability in describing CP affects more the
moment coefficient (due to the arm of lift coef-
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Table 2 Summary of qualitative prediction capability for both turbulence methods for all test case

Airfoil
Condition

Method
linear range stall range post stall range

Cl Cd Cm,c/4 Cl Cd Cm,c/4 Cl Cd Cm,c/4

NACA 0012
Re=1.35e5

S–A good good – poor poor – good – –
TR k–ω SST poor good – poor poor – good – –

NACA 0018
Re=1.5e5

S–A good poor poor poor poor poor good good good
TR k–ω SST good poor good poor poor good good good good

NACA 0018
Re=3e5

S–A poor good poor poor poor good good good good
TR k–ω SST good good good good poor good good good good

S908
Re=1e6

S–A good poor poor poor poor poor poor – poor
TR k–ω SST good good poor poor good poor good – poor

ficient) than Cl . Despite the confident predictions
made for lift and moment coefficient among all
airfoil tested, there is a non negligible difference
in drag coefficient Cd prediction, most of all in
low angle of attack regime. As it has been shown
for NREL S809 airfoil, the drag coefficient pre-
dicted by both turbulence methods do not present
the laminar bucket observed in experimental re-
sults, so very large differences are to be expected
for airfoil that are interested by a laminar separa-
tion bubble, while a better description is obtained
for both NACA airfoil 0012 and 0018.

Finally, it should be taken in account that for
the two different turbulence methods are pre-
sented different turbulence parameter settings. In
order to accomplish an accetable prediction of
such low Reynolds number flow conditions, the
TR k–ω SST has a more meaningful relation to
actual turbulence intensity than S–A, that instead
has been used throughout our analysis in a very
low turbulence meaning by reducing the Turbu-
lent Intensity or the Turbulence Viscosity Ratio
to very little value. In Table 2 a summary of
the qualitative prediction capability of both tur-
bulence models for all test cases analyzed is pre-
sented. The great advantage of TR k–ω SST
seems to be the capability of stall mechanism pre-
diction, while only nebulous considerations can
be made on the actual ability of both turbulence
methods to predict the maximum lift coefficient
value and the behavior of drag coefficient in lam-
inar bucket.
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Abstract  

New interest rises in gas turbine systems 

where the combustion process takes place not at 

constant pressure, like in conventional gas 

turbine engines, but at constant volume. The 

main feature of such system is that the gas 

pressure increase is not entirely provided by the 

compressor, but also by the combustion process, 

that taking place in a closed volume increases 

the gas pressure. In this way the power 

adsorbed by the compressor is less than 

adsorbed in a conventional gas turbine engine, 

and as consequence  the available power at the 

turbine shaft is greater. By means of a 

thermodynamic numeric program that simulates 

the constant volume combustion turbine 

behavior, a parametric study is performed, 

computing at different operating conditions the 

main system performances and efficiencies.

1 Introduction  

The aircraft cost reduction has led in the last 

decades to the development of new high

and low fuel consumption propulsion systems. 

Together with these characteristics,

aspect, the pollutant emissions, has
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compressor, but also by the combustion process, 

that taking place in a closed volume increases 
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in a conventional gas turbine engine, 

quence  the available power at the 

By means of a 

thermodynamic numeric program that simulates 

the constant volume combustion turbine 

, a parametric study is performed, 

computing at different operating conditions the 

ystem performances and efficiencies. 

The aircraft cost reduction has led in the last 

decades to the development of new high-power 

and low fuel consumption propulsion systems. 

Together with these characteristics, another 

has 

become of primary importance in the 

development of new aero engines

research, the constant volume combustion 

turbine plays an interesting role. The idea is not 

new, because at the beginning of the last century 

some prototypes were built for electrical energy 

production [1-2]. However, the constant 

pressure turbine became more powerful and 

efficient, and all the engineer efforts were 

addressed to that direction, neglecting the 

constant volume turbine. Today new interest 

rises on this subject because, together with the 

possibility to reach high thermal efficiency, the 

new technology and in particular the electronic 

engine control makes the engine use more 

flexible, and also suitable for propulsion 

systems [3-5]. Some applications cons

using it as the high pressure section in a 

conventional gas turbine engine, in particular 

the valveless configuration

high frequencies can be attained, 

configuration can be considered 

[11-13]. The constant volume combustion gas 

turbine is a particular  engine that joins together 

some features of gas turbine and piston engine. 

In fact, instead of  the constant pressure 

combustion chamber used in gas turbine engine, 

the combustion process takes place i

volume (constant volume), similar to that of a 

piston engine.    
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In this way the working fluid pressure rise 

occurs in two times: first by means of the low 

pressure compressor, second as consequence of 

the closed volume combustion. So, once fixed 

the maximum cycle pressure, the power 

adsorbed for compression is less than that of a 

gas turbine engine. Consequently the available 

output power and the efficiency are greater. 

The aim of this work is to study the 

thermodynamic behavior of the system, 

computing the thermal cycle and hence the main 

efficiencies and performance. 
  

2 Thermodynamic analysis 

Fig. 1 shows the working scheme of the 

constant volume combustion turbine.  

 

Fig. 1  Working scheme of constant volume 

combustion gas turbine 

 

Air, at ambient conditions 1, enters the low 

pressure compressor C raising its temperature 

and pressure to condition defined at point 2. 

 Then it gets in the combustion chamber C.C. 

passing through intake valve I, while fuel is 

introduced by a nozzle. Once the chamber is 

completely filled, intake valve I is closed and, 

started by igniter, combustion begins. Since it 

takes place in a closed volume both temperature 

and pressure raise, reaching their maximum 

value. When combustion process is over, 

exhaust valve E opens, allowing gas to pass 

through turbine T, to drive compressor C, and 

turbine PT that provides the output power. 

When combustion chamber has been evacuated, 

valve E is closed, valve I opens and the cycle 

starts again. 

Fig. 2  Thermodynamic cycle in a 

Temperature/Entropy plane of constant volume 

combustion gas turbine 

 

In Fig. 2 it is reported in a 

Temperature/Entropy plane the thermal cycle. 

For sake of simplicity the transformations are 

considered ideal, and the ambient pressure and 

constant volume lines are marked. The thermal 

efficiency of the system is the ratio of output 

power and heat introduced; referring to the 

scheme and the cycle of Figs. 1 and 2 we can 

say that the output power is represented by the 

power turbine work, because the power 

developed by high pressure turbine is fully 

absorbed by compressor.  

The heat for unity of mass, Qin, introduced at 

constant volume in the combustion chamber, is 

equal to the gas internal energy variation 

between the points 2 and 3 in the graphic:  

 

��� = �� − �� = 	
��� − �� (1) 

 

The heat for unity of mass released is the 

internal energy variation between the points 5 

and 1: 

 

���� = �� − �� = 	���� − �� (2) 
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 Since the flow is intermittent, the turbine 

does not operate in steady conditions, as in a 

conventional gas turbine engine. In fact, the gas 

pressure and temperature at the turbine entry 

vary with time, following the combustion 

chamber conditions. When the exhaust valve 

opens, gas pressure and temperature are at their 

maximum values, corresponding with the cycle 

maxima. Then temperature and pressure at the 

turbines entry reduce their value until reaching 

their minimum, represented, in the ideal case, 

by the external pressure. In this way, at any 

cycle, the turbines are fed by gas at different 

pressure and temperature. 

The HPT and the power turbine output work 

must therefore be computed in a different way 

respect to the constant pressure turbine.  

The temperature drop T3-T5 is divided into N 

parts, each part equal to: 

 

∆� = ��� − ��/� (3) 

 

After a certain time, the temperature inside 

the combustor has reduced to the value � − ∆�. 

If we consider the expansion inside the 

combustion chamber, due to the mass reduction, 

as adiabatic and, as first approximation 

isentropic, then the pressure inside the chamber 

is: 

 

���∆� = �� �� − ∆�
� �

����
 

(4) 

 

where γ is the specific heat ratio respectively at 

constant pressure and constant volume, and the 

point 3 in the graphic of fig.1 moves downward 

at constant entropy. Although the initial 

temperature and pressure are different for 

different gas parts, since the expansion in both 

turbines is adiabatic-isentropic, the final 

temperature and pressure of the whole flow is 

constant and equal to the condition defined by 

point 5. The mass inside the combustion 

chamber at the temperature T is: 

 

�� = ��  (5) 

where �� is the gas density inside the 

combustion chamber. Considering the perfect 

gas state equation:  

 

�� = ��!� (6) 

 

During the temperature variation ∆� the 

mass through the turbines is equal to 

 �� −���∆�, and the works provided by this 

mass through the HPT and the power turbine is: 

 

"� = ��� −���∆�	���# − �� (7) 

 

where �# is a mean value between T and T-∆T. 

The whole turbine work L is the sum of the N 

works LT, where N is the number of the ∆T 

intervals.  

 

" =$"�%
&

�'�
 

(8) 

 

As previously reminded, the work L is the 

sum of the HPT and of the power turbine work. 

Since the HPT work balances the compressor 

work, the power turbine work Lpt is the 

difference between L and the compressor work 

Lc : 

 

"�� = " − "( (9) 

 

the compressor work is given by: 

 

"( = �	��� )*(
���� − 1, 

(10) 

 

where m is the mass passing through the 

compressor and the turbines (except the fuel 

mass), and *( the compressor pressure ratio. 

The  heat for unity of mass introduced during 

combustion is given by the internal energy 

difference (Equation 1). If we consider also the 

mass we can write (neglecting the fuel mass): 
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� = �	
��� − �� (11) 

 

The thermal efficiency is then given by: 

 

-�. = "���  
(12) 

3 Results 

A thermodynamic numerical code has been 

developed to simulate the behavior of a constant 

volume combustion gas turbine. The code 

solves the ideal cycle, computing the air/gas 

thermodynamic characteristics (pressure, 

temperature, density, etc.) at any point. The 

operating conditions, as compressor pressure 

ratio and maximum cycle temperature, can be 

varied, obtaining a parametric analysis of the 

system. In Fig. 3 is reported the behavior of the 

specific work (work for unit of mass) as 

function of the compressor pressure ratio and 

the maximum cycle temperature. The latter 

coincides with the high pressure turbine entry 

temperature TET. For this first analysis it has 

been considered the ideal cycle, meaning ideal 

behavior components. The gas expansion in 

turbine has been divided into 5 parts, following 

the procedure above described. The air 

conditions at the compressor entry are those at 

sea level (288K and 1 bar), and no flight speed 

is considered. 

 

 
  

Fig. 3  Power turbine specific work (output work for 

unit of mass) as function of compressor 

pressure ratio and for three TET values 

 

The graphic shows a similar behavior for the 

three TET considered. For higher temperatures 

the curves are shifted towards higher work 

values. The curves, except for the case at 

1300K, whose maximum is not present inside 

the graphic, show a maximum at low pressure 

ratios, and then decrease as pressure rises. The 

position of the curve maximum values is 

different for the three cases; as the TET rises, 

the maximum moves towards higher pressure 

ratios. The work difference with temperature is 

great; if we consider the maximum value, it is 

about 250 kJ/kg at 1300K, about 320 kJ/kg at 

1500K, and about 400 kJ/kg at 1700K of TET. 

In Fig. 4 is shown the amount of introduced 

heat during the constant volume combustion 

process, for unity of mass, as function of the 

compressor pressure ratio and for the three TET 

analyzed.  

 

 
 

Fig. 4  Heat amount introduced during the constant 

volume combustion process as function of 

compressor pressure ratio and for three TET 

values 

 
The introduced heat is continuously reduced 

as the compression ratio rises, and the behavior 

is common to the three TET. Similarly to the 

output work, also in this case the heat amount is 

greatly influenced by TET, greatly growing with 

it. 

The thermal efficiency behavior, shown in 

Fig. 5, comes directly from the previous two 

graphics. It is strongly influenced by maximum 

cycle temperature, especially at higher pressure 

ratios, rising with it. The curves present a 

maximum, whose position depends on TET: at 

low temperature the maximum is at low 
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pressure, while as temperature rises, the 

maximum is present at higher pressure ratios. 

However also at the higher temperatures, the 

maximum is  practically reached at not very 

high values: about 5 at 1300K, 7-8 at 1500K 

and about 10 at 1700K. At low temperature the 

maximum is more marked, while at higher TET 

it becomes smoother. If we compare the 

graphics of the output work with those of the 

thermal efficiency, we notice that, at the same 

TET,  the maximum power turbine work is at 

pressure ratios lower than those at which the 

thermal efficiency has its maximum. For this 

reason, also the constant volume combustion 

turbine, similarly to the conventional constant 

pressure combustion turbine, has two typical 

working conditions: the maximum power 

condition, where the output work is maximum, 

at lower pressure ratio, and the minimum fuel 

consumption condition, at higher pressure ratio, 

where the thermal efficiency reaches the 

maximum. 

 

 
 

Fig. 5  Thermal efficiency as function of compressor 

pressure ratio and for three TET values 

 

In the graphics above described, in x axis is 

reported the compressor pressure ratio, to 

specify that it is the pressure ratio provided by 

the compressor. As described in the 

introduction, this is not the actual pressure ratio, 

because the pressure is increased in the 

combustion chamber as consequence of the 

combustion, that is the main feature of the 

system. For this reason the pressure inside the 

combustion chamber after the combustion, just 

before the exhaust valve opening, is much more 

than that provided by the compressor. It 

depends on the compressor pressure ratio and on 

the TET, obviously rising with both of them. In 

Fig. 6 are reported the graphics that show this 

dependence, showing as function of the 

compressor pressure ratio and TET the 

maximum pressure inside the combustion 

chamber. In the graphics, the external pressure 

before the compressor is equal to 1 bar. It is 

interesting to note the combustion amplification 

effect on the gas final pressure. This explains 

because the output work maximum is at very 

low compressor pressure ratio. The actual gas 

pressure is much higher. For instance, at TET 

equal to 1300K the  output work maximum is 

about 2 of pressure ratio, while the actual 

pressure ratio in the combustion chamber is 

about 7-8. At 1700K the maximum is at about 5 

of pressure ratio, while the actual pressure ratio 

is about 17-18. 

 

 
 

Fig. 6  Pressure values inside the combustion chamber 

as function of compressor pressure ratio and 

for three TET values 

4 Conclusion 

A parametric study of a constant volume 

combustion turbine has been performed by 

means of a thermodynamic numeric program 

able to compute the ideal output work and the 

ideal thermal cycle of the system. The simulated 

combustion chamber is with intake and exhaust 

valves, so that combustion takes place in a 

closed volume. The program  allows to simulate 

the engine behavior at different operating 

conditions, as compressor pressure ratio and 

maximum HPT entry temperature. The codes 

solves the unsteady turbine expansion by 
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dividing it into a certain number of parts. Once 

computed the working cycle the codes allows to 

obtain the main performance and efficiency of 

system, as specific output work, introduced 

heat, thermal efficiency. 

The main results can be summarized as 

follows: 
 

• The turbine expansion division in finite 

intervals leads to good approximation in 

computing the turbine work and the 

thermal efficiency. 
 

• Although the unsteady flow reduces the 

turbine work, the power turbine output 

work remains high thanks to the low 

adsorbed work by the low pressure 

compressor. 
 

• The output work and the thermal 

efficiency are high also at low pressure 

ratio. This means that a low pressure 

compressor is sufficient to have good 

performance and efficiency. 
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Abstract 

The landing flare is widely regarded as being 

one of the most difficult aspects of piloting a 

fixed wing aircraft, and this phase of flight 

accounts for a high proportion of fatal accidents 

for civil transport aircraft.  Previous studies 

have sought to identify the piloting strategy used 

for the flare manoeuvre, and thence develop 

pilot aids to improve performance and safety.  A 

previous study at the University of Liverpool 

designed and evaluated a flare guidance 

algorithm, based on the Tau theory of visual 

perception, with some success.  This study 

sought to address the key limitations of the 

previous work; firstly by refining the display 

symbology used for the piloted evaluation; 

secondly by implementing a variation on the 

guidance strategy that was shown to be more 

successful.  The new algorithm was evaluated in 

a piloted simulation experiment, and was shown 

to provide performance comparable to an in-

service example display. 

1 Introduction 

For the first few years of the 21st century, the 

number of fatal accidents involving passenger 

airliners had been in steady decline [1].  

However, a significant number still occur 

annually - in 2010 there were 8 fatal accidents, 

including 3 cases with over 100 fatalities [1].  

The statistics for the period 1999 – 2010 are 

shown in Fig. 1.  These show that during the last 

10 years the greatest proportion of fatal 

accidents have occurred in the approach and 

landing phase of flight.  In the last four years, 

the number of occurrences of fatal accidents in 

this phase of flight has remained approximately 

constant.  This suggests a slowing of the 

downward trend of fatal accidents in the 

approach and landing flight phase which has 

been in evidence since the 1970s [1].  Reasons 

for the high proportion of accidents in this phase 

of flight include proximity to the ground and 

high perceived task difficulty [2].  Indeed, Ref. 

[2] showed that the majority of pilots surveyed 

indicated that the landing flare (typically an aft 

longitudinal stick input resulting in a pitch up to 

achieve the required reduction in vertical 

velocity in the last few seconds before 
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touchdown) is the most difficult manoeuvre 

performed during a typical flight, and that the 

most significant factor for improving 

performance is practice.  These factors suggest 

that current methods may not be fully effective 

in training pilots to consistently perform the 

flare manoeuvre in varying conditions, and that 

the learning processes involved are not well 

understood.  In fact this is alluded to in flight 

training literature.  For example the training 

manual, Ref. [3], states “Learning where to 

start the flare is a matter of trial and error”.  In 

addition to being a difficult manoeuvre, correct 

implementation of the flare is critical to the 

safety of the aircraft.  Flaring too early can lead 

to the aircraft ―ballooning‖, with the subsequent 

risk of a runway overshoot.  Flaring too late can 

result in a hard landing, i.e. making contact with 

the runway surface at a higher than 

recommended vertical velocity, potentially 

causing damage to the aircraft structure and 

injury to passengers. 

  Although Automatic Landing Systems (ALS) 

are capable of performing fully automatic 

landings (depending on the aircraft / airfield 

configuration) [4], regulations mandate that a 

proportion of landings are carried out manually 

in order to maintain pilot proficiency [4]. For 

this reason, systems that provide flare cues to 

the pilot but which do not automatically control 

the aircraft are of particular relevance to this 

manoeuvre. An example of such a system is the 

Visual Guidance System (VGS) Head Up 

Display (HUD) developed by BAE Systems [5], 

which provides the pilot with guidance cues 

prior to and during the flare manoeuvre.  

However, despite such systems being in use for 

at least 10 years [6], the statistics presented in 

Fig. 1 illustrate that there is more work to be 

done.  A question therefore arises as to how this 

problem might be approached from a different 

perspective.  This paper presents the latest 

results from research undertaken at the 

University of Liverpool with respect to display 

algorithms based upon the psycho-physics based 

Tau Theory of visual perception. 

Previous research at the University of 

Liverpool has identified piloting strategies 

based on the Tau theory of visual perception.  

Ref. [7] demonstrated that pilots flying nap-of-

earth manoeuvres in helicopters make use of the 

parameter time-to-contact, or tau ( ), to define 

their control inputs.  A subsequent study 

demonstrated that pilots of both simulated and 

actual helicopters make use of  -related 
parameters to perform runway traverse 

manoeuvres [8].  A key conclusion of Ref. [7] 

was that such strategies were eminently suitable 

for application to other phases of flight, and that 

Tau might form a suitable basis for the 

development of pilot aids.  The work cited here 

related primarily to helicopter flight.  This is to 

be expected given the nature of many rotary-

wing tasks (i.e. close to the ground) and hence 

its relevance to guidance theories that require 

some form of visual sensory input.  However, 

the development of a pilot guidance aid was 

actually first undertaken for a fixed-wing 

application in Ref. [4], that of the flare 

manoeuvre.  Here, coherent tau-based descent 

strategies were observed during this phase of 

flight in both simulated and actual flight test 

data.  One of these strategies was utilized to 

develop a flare guidance algorithm which was 

implemented in a simple head up display 

format.  This concept was evaluated against an 

in-service example [5] with some success.  

However, a number of limitations of this novel 

design were identified in Ref. [4].  The guidance 

strategy selected for evaluation in Ref. [4] was 

shown to provide the most consistent 

performance of the two.  However, the 

alternative strategy was shown to be the more 

successful, albeit with less consistent 

performance.  Secondly, the primitive 

symbology used for the evaluation exercise 

caused some confusion amongst the pilots 

whilst attempting to follow the guidance cue. 

The objectives of this study were therefore 

twofold.  Firstly to assess the second coherent 

tau guidance strategy observed in Ref. [4], and 

secondly to address the identified limitations.  

To this end, a new flare guidance algorithm has 

been designed, implemented and evaluated in a 

piloted flight simulation experiment. 

The remainder of the report is structured as 

follows.  Section 2 outlines the fundamental 

concepts of Tau theory, Section 3 details the 
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objectives of the study.  The design of the new 

guidance algorithm is outlined in Section 4, 

followed by details of the evaluation exercise in 

Sections 5 and 6. 

2 Tau Theory 

2.1 Tau Fundamentals 

The concept of performing a manoeuvre in 

order to decelerate, of which the flare 

manoeuvre is an example, is common in the 

natural world.  For example birds and insects 

perform manoeuvres analogous to the flare 

when landing [10].  Gibson, the pioneer of the 

Ecological approach to visual perception, 

hypothesized that animals control their 

movement based on the relative motion of the 

elements in their visual scene, known as the 

optic flow [11].  This approach to visual 

perception was further developed by Lee, who 

introduced the optical parameter tau ( ), the 

time to contact with an object at a distance of   

at the current closure rate   , as shown in Eq.  

(1). 

   
 

  
 (1) 

A number of subsequent studies 

demonstrated the use of  -based guidance 

strategies in the animal kingdom.  For example, 

Ref. [10] showed that pigeons landing on 

perches regulate their deceleration by keeping 

the rate of change of time to contact,     , 
constant.  Such a strategy has also been 

observed in hummingbirds landing on feeders 

[12] and car drivers braking to a halt [13]. 

2.2 Aerospace Applications 

Prior research at The University of Liverpool 

has sought to identify the control strategies used 

by pilots to both initiate [14] and execute [9] the 

flare manoeuvre.  Ref. [9] proposed that pilots 

make use of the parameter ―time-to-contact with 

runway‖,   , to control the trajectory of the flare 

(Fig. 2).   

 

Fig. 2.  Gap definition for the flare manoeuvre 

The selection of a constant value of rate of 

change of time to contact with runway,    , was 

shown to determine the characteristics of the 

flare.  Two distinct strategies were found to 

exist when closing the motion gap in Fig. 2: (1) 

a so-called ‗2-stage‘ landing. 

 

Fig. 3 Schematic of 2-stage flare strategy 

Here a constant vertical approach velocity 

(   =1) was reduced to the touchdown velocity 

by selecting some value of    <1 which results 
in a continuous but not necessarily constant 

deceleration to touchdown (Fig. 3); (2) a ‗3-

stage‘ landing. Here the constant vertical 

velocity of the approach is reduced 

approximately exponentially (    ≈0). In theory, 
of course, this would result in the aircraft never 

reaching the runway surface. As such, a third 

phase in which     is some value greater than 

zero is observed (Fig. 4). 
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Fig. 4 Schematic of 3-stage flare strategy 

 Analysis of flight test and simulated flight 

flare manoeuvres indicated that, in terms of 

touchdown velocity, the former technique was 

predictable whilst the latter gave consistently 

lower but less predictable touchdown velocities. 

2.3 Previous Tau-Based HUD Algorithm 

 The predictability of the 2-stage landing 

technique led to the development of a novel 

flare guidance algorithm based on a constant     
strategy [4]. A flight path angle cue was 

generated to command a    =1 (approach at 

constant vertical velocity) and    =0.75 (flare), 
as defined in Eq.  (2): 

       
 

         
 
 

 
 

    

     
       (2) 

where   is the vertical flight path angle,   is 

the pitch angle,   is the roll angle and   is the 
forward body velocity.  This flare algorithm was 

used to drive a basic symbology set on a Head 

Up Display (HUD) for the purposes of piloted 

evaluation (Fig. 5). 

 

Fig. 5 HUD symbology for piloted evaluation in Ref. 

[4] 

  The results of Ref. [4] demonstrated that, in 

good visual conditions, the novel tau-based 

algorithm produced results comparable to an in-

service example HUD.  There was also an 

improvement in performance in a degraded 

visual environment compared with a baseline 

case using only a Head Down Display (HDD); 

however this was not as consistent as for the in-

service example.  Two key limitations of this 

novel tau-based flare algorithm were identified 

by [4]: 

 When flown manually, the 3-stage 

approach to flaring resulted in 

consistently lower, but less 

predictable, touchdown velocities 

than for flares conducted using the 

two-stage approach. 

 The display symbology was not 
initially intuitive, resulting in some 

confusion as to which symbol the 

pilot should be following. 
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3 Objectives 

The objectives of this study were twofold.  

Firstly, to implement a tau-based flare guidance 

algorithm to command the 3-stage strategy as 

identified in [4].  Such a strategy has been 

shown to be more successful than the 2-stage 

strategy that formed the basis of the design of 

the previous tau-based flare algorithm [4].  

When flown manually, the 3-stage approach to 

flaring resulted in consistently lower, but less 

predictable, touchdown velocities than for flares 

conducted using the two-stage approach. 

Secondly, the display symbology used for 

piloted evaluation of the flare algorithm was to 

emulate the ergonomics of an in-service 

example as closely as possible, in order to allow 

a more objective comparison between the 

guidance of the novel and in-service algorithms. 

4 Algorithm Design 

A novel flare guidance algorithm was 

implemented based on the 3-stage flare strategy 

outlined in Section 2.1.  In order to achieve this, 

the value of the     command had to be varied as 

the manoeuvre progressed.  The behavior of the 

    parameter is shown in Fig. 6. 

 

During the approach stage (1), the value of 

    was set to 1, and the HUD commanded a 

constant flight path angle of 3°.  The parameter 

    was used to trigger an anticipation cue 

(―STAND BY‖) at    =6 sec and the flare 

initiation cue (―FLARE‖) at    =4 sec.  The use 

of     as a cue for flare initiation is consistent 

with both the design of the previous tau-based 

flare algorithm [4] and the findings of [14], 

which showed the value of    =4 sec to be 

appropriate for the evaluation aircraft (Section 

5.1). 

Upon passing the threshold value of    (2), 
the flight path angle command switched from 

the constant approach value to being a function 

of     as shown in Eq. (3): 

                      (3) 

The piloting task was, therefore, to minimize 

the error between     and         by controlling 

the pitch angle (and hence vertical flight path 

angle) of the aircraft.  Shortly after flare 

initiation, the reduction in the value of         

resulted in a positive value of     , 

corresponding to a nose up command which was 

sustained until the value of     was sufficiently 
reduced.  The amplitude of the nose up 

command was determined by the value of the 

proportional gain  *.  This deceleration was 

sustained until the vertical velocity (  ) of the 

aircraft passed below the target touchdown 

value of 3 ft/sec, a value which was defined by 

Ref. [15] as desired performance for this task.  

At this point (3), the         value returned to 1, 
corresponding to a constant vertical velocity 

command which was sustained until touchdown. 

During initial testing of the algorithm, the 

transition between values of         generated a 

rapid shift in the position of the guidance cue, 

significantly adding to the task difficulty.  For 

this reason, the transition between         values 
was damped by the short period natural 

frequency of the aircraft in order to improve the 

controllability of the guidance cue as shown in 

Fig. 6 (solid blue line). 

 

                                                 

 

 

 
*
 For the purposes of this study, the value of k was set 

such that the difference in      produced immediately 

after flare initiation was equal to the approach angle i.e. 
3°.  

Fig. 6 Behavior of     during the flare manoeuvre 

       

1 

0.2 

1 2 3 

  =4 sec VZ =3 ft/sec 

Undamped command 

Damped 

command 
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5 Experimental Setup 

5.1 Equipment 

Piloted evaluation was carried out using the 

HELIFLIGHT Simulator in the Flight 

Simulation Laboratory, now part of the Centre 

for Engineering Dynamics at the University of 

Liverpool (Fig. 7).  HELIFLIGHT features a 6 

degree of freedom motion base, 6 visual 

channels and an integrated HUD capability [16].  

The aircraft model used in this experiment was 

a variant of the Generic Large Transport 

Aircraft (GLTA) developed for Ref. [4].  The 

simulation software used for the aircraft 

dynamics was FLIGHTLAB [17], and the visual 

scene was generated by Landscape [18].  

Display symbology was defined using the VAPS 

HMI software package [19] and then integrated 

into Landscape for real time simulation. 

 

Fig. 7 HELIFLIGHT Simulator at the University of 

Liverpool 

5.2 Pilots 

Three pilots were selected for the evaluation 

exercise: 

 P1: Professional airline pilot and 
former military test pilot, currently 

flying short haul Airbus aircraft for a 

major carrier. 

 P2:  Current civil and former military 

test pilot, with operational experience 

of military large fixed-wing transport 

aircraft. 

 P3:  Retired professional airline pilot 

with operational experience on a 

number of large transport aircraft. 

Both P1 and P2 had extensive previous 

experience of the HELIFLIGHT simulator.  All 

pilots completed a number of familiarization 

flights before commencing the display 

evaluation task. 

5.3 Displays 

In addition to the novel HUD algorithm, a 

standard head down display, the Primary Flight 

Display (PFD) and an in-service example of a 

HUD, the Visual Guidance System (VGS) were 

evaluated for the purposes of comparison.  The 

key features of these displays are outlined in 

this section. 

PFD:  This display was used as a baseline 

case against which to compare the relative 

performance of the novel HUD, as in Ref. [4].  

The functions of particular relevance to the 

approach and landing task are shown in Fig. 8.  

It contains symbology that is representative of a 

typical flight deck but is not a facsimile of any 

particular display in current service. 

 

Fig. 8 Primary Flight Display 

VGS:  The BAE VGS was used as a baseline 

in-service example HUD.  The VGS provides 
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flight information for all phases of normal 

operational flight [5], and for this reason not all 

of the symbology was relevant to the approach 

and landing task (Fig. 9)†.  During the approach, 

the ILS glide slope indicator on the HUD 

displays the same information as that on the 

PFD.  A conformal outline of the runway is also 

displayed during the approach phase, but this is 

automatically disabled once the aircraft passed 

below 100ft.  As the aircraft descended towards 

the flare initiation point, a pre-flare cue (―+‖ 

symbol) appears from the bottom of the screen, 

moving towards the flare guidance cue.  Once 

the pre-flare cue overlays the flare guidance 

symbol, the pilot is required to follow the cue 

with the FPV symbol, hence applying and aft 

stick input and performing the flare manoeuvre.  

Once main gear touchdown is achieved, the 

flare guidance symbology is disabled. 

 

Fig. 9 Visual Guidance System (VGS) HUD 

TDE (Tau Dot Error):  Since the objective of 

the study was to evaluate a novel HUD 

                                                 

 

 

 
†
 Note that in order to clearly demonstrate the HUD 

symbology, the background scene in Figures 8 and 9 has 
been darkened.  For the piloted evaluation, a daytime 
scene was used. 

algorithm rather than a complete system, 

relevant aspects of the VGS symbology were 

emulated for use with the TDE (Fig. 10).  

During the approach stage, the guidance cue (4) 

is used to indicate the appropriate approach 

angle based on information from the ILS glide 

slope indicator.  The ―STANDBY‖ and 

―FLARE‖ messages appear in the centre of the 

screen as detailed in Section 4.  During the flare, 

the task is the same as for the VGS; i.e. to 

overlay the flare guidance cue with the FPV.  

This is achieved by the application of an aft 

stick input.  Following touchdown the guidance 

cue is disabled. 

 

Fig. 10 Tau Dot Error (TDE) HUD 

5.4 Task Definition 

A simplified approach and landing task was 

used for the purpose of evaluating the novel 

HUD algorithm.  The task started with the 

aircraft trimmed in a standard approach at -3° 

vertical flight path angle at 145kts IAS.  The 

pilots were required to maintain this approach 

condition through use of the airspeed indicator 

and ILS glide slope indicator, both of which 

were located on the PFD HDD (Fig. 8).  The 

flare manoeuvre was initiated either at the 

discretion of the pilot for the PFD-only flights 

(control case), or as directed by the HUD for the 

VGS and TDE flights.  In order to focus on the 
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longitudinal axis (the primary axis of motion for 

the flare), the lateral states of the aircraft model  

were disabled for this study.  Therefore any 

lateral stick or pedal movements made by the 

pilot had no effect on the motion of the aircraft.   

Two visual conditions were used‡: 

 GVE:   60000ft visibility, day 

 DVE: 150ft visibility (fog), day, 
equivalent to Cat IIIb RVR 

After each flight, the pilots rated both the 

task workload through use of the Bedford 

Workload Scale [20], and the performance of 

the display with the Display Controllability 

Scale [21].  In addition to the pilot ratings, the 

vertical velocity at touchdown,     , was 

recorded to provide a measure of task 

performance.  Adequate and desired 

performance criteria were defined as 3ft/sec and 

5ft/sec respectively as specified in Ref. [15]  

Each pilot / display / visual condition 

combination was repeated 5 times. 

6 Results 

6.1 GVE 

 

Fig. 11 shows the vertical velocity at 

touchdown for each of the flights in the GVE 

condition (for key to notation see Fig. 12).  The 

red and green lines represent the adequate and 

desired performance criteria respectively, as 

defined in [15].  As stated in Section 1, the flare 

manoeuvre is often considered to be one of the 

most difficult aspects of piloting a fixed wing 

                                                 

 

 

 
‡
 Due to time constraints, only P1 and P2 completed 

flights in the DVE condition. 

Fig. 12 Key to box plot notation 

Fig. 11     performance for 3 displays and 3 pilots in 

GVE conditions 
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aircraft [2].  This supposition is supported by 

the results of the PFD flights, in which each 

pilot performed at least one ―hard landing‖ (i.e. 

with a     > 5ft/sec) in spite of high levels of 

experience on large transport aircraft and 

practice in the simulated environment.  This was 

especially true for P3, who performed the 

greatest number of landings outside of the 

adequate performance criterion.  Investigation 

into the performance trend with the number of 

flights suggested that this was not due to the 

pilot requiring more practice, as the     values 
converged over time.  This was supported by the 

pilot comments, which suggested that the pilot 

believed he was achieving adequate 

performance.  A potential explanation for this 

could be a difference in appropriate piloting 

strategy between P3‘s most recent large 

transport aircraft type and the aircraft model 

used in this study. 

The VGS HUD gave a significant 

improvement in performance for P2, and a 

moderate improvement for P3.  For P1, the VGS 

HUD improved the consistency of the      

values, but moved the median value from 

desired to adequate performance.  

The TDE HUD gave an improvement in      
performance for all three pilots.  This 

improvement was particularly marked for P3, 

with the median     value moving inside the 

adequate performance criterion. 

Pilot workload and display controllability 

ratings are shown in Fig. 13.  The PFD was 

consistently awarded low ratings (for both 

scales a low rating indicates desirable 

characteristics).  Pilot comments suggested that 

this was due to the familiarity with and 

simplicity of the display symbology, the only 

objectionable characteristic being a slight 

oversensitivity of the ILS glide slope indicator.  

For this study, this instrument was driven by a 
simple function of the aircraft position and the 

desired touchdown position, which may have 

been less well damped than the in-service 

implementation. 

P1 awarded significantly higher 

controllability values to the HUDs than to the 

baseline HDD.  One reason given for this was 

the difficulty in distinguishing between the 

guidance cue and FPV symbols.  At the time of 

the test the display hardware appeared to be 

functioning correctly, and P1 fulfils the eyesight 

requirements for the JAR class 1 pilot medical 

examination [22].  P2 and P3 were subsequently 

asked to comment on the clarity of the display, 

with positive responses.  As such, P1‘s 

perceived difficulty with the clarity of the 

display is unexplained.  The TDE was awarded 

a higher controllability rating than the VGS by 

P1 due to the higher sensitivity of the flare 

Fig. 13 – Workload and display controllability for 3 

displays and 3 pilots in GVE conditions 
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guidance cue.  Eq. (2) shows that the command 

is a function of the current flight path angle, 

which resulted in a slight inconsistency in the 

behavior of the guidance cue.  However it 

should be noted that all pilots reported that this 

became easier to predict once they were more 

familiar with the display. 

Both P2 and P3 awarded similar workload 

and controllability ratings for the VGS and TDE 

(note that P3‘s workload and controllability 

scores directly correlate, hence only one line 

appears in Fig. 13), suggesting that the TDE 

algorithm provides guidance cue behavior 

comparable with the in-service example.  The 

awarded controllability ratings of 2 and 3 

correspond to display dynamics which are 

―Satisfactory without improvement” [21].  For a 

development-standard display to provide 

comparable performance to an in-service 

example is a significant result. 

6.2 DVE 

Results for the flights in the DVE condition 

are shown in Fig. 14.  Both pilots performed a 

number of hard landings for the PFD cases, a 

result which is unsurprising given the lack of 

visual cues.  Indeed, both pilots commented that 

the manoeuvre would not be attempted in such 

conditions during normal operations.  P1 was 

able to perform a single landing within the 

adequate performance criterion by initiating an 

―open-loop flare‖ at 50ft above ground level 

(AGL); i.e. estimating the required aft stick 

input based on his experience of the GVE 

flights rather than on the available visual cues. 

The VGS HUD gave a significant 

improvement in performance for both pilots in 

this degraded visual condition.  A Wilcoxon 

signed-rank test, performed on the PFD and 

VGS data for both pilots yielded a p value of 

0.002, suggesting that this is a statistically 

significant result.  This was mainly attributed to 

the runway outline symbology (Fig. 9) restoring 

appropriate visual cues during the approach, and 

the pre-flare cue giving sufficient anticipation of 

the flare (the findings of Ref. [14] previously 

highlighted the importance of initiation point to 

the success of the subsequent manoeuvre).  One 

reported negative aspect of the runway outline 

symbology was that it‘s disappearance below 

100ft caused a brief disorientation as the pilot‘s 

attention shifted from it to the guidance cue.  

Clearly such disorientation is undesirable given 

the aircraft‘s proximity to the ground at that 

time. 

The TDE HUD also gave a significant 

improvement in performance vs. the PFD cases, 

albeit marginally less significant than the VGS 

(Wilcoxon signed-rank test p = 0.005).  The 

lack of a runway outline cue was highlighted as 

a deficiency of the TDE, in addition to the 

relatively basic flare anticipation and initiation 

cues.  The workload and controllability ratings 

(Fig. 15) reflect the pilots‘ preference for the 

Fig. 14     performance for 3 displays and 2 

pilots in DVE conditions 
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VGS HUD in this visual condition.  P1 again 

awarded a high controllability rating to the 

TDE, partly due to the aforementioned display 

clarity issue and partly due to the less 

predictable nature of the guidance cue.  It 

should, however, be noted that the pilot 

accompanied the rating with the comment ―but 

it did get me down safely every time”.   

7 Conclusions and Recommendations 

A study was undertaken to design and 

implement a flare guidance algorithm based on 

a 3-stage constant     strategy (―Tau Dot Error‖ 
– TDE).  In order to perform piloted evaluation 

of this concept, the algorithm was used to drive 

a set of HUD symbology which was intended to 

emulate the ―look and feel‖ of a conventional 

in-service example.  This study built on the 

findings of Ref. [4], which implemented a flare 

algorithm based on a 2-stage constant     
strategy with some success. 

The TDE was evaluated against a baseline 

head down display (PFD) and an in-service 

example HUD (VGS).  Vertical velocity at 

touchdown,     , was used as the main 

performance metric for the flare manoeuvre.   

The results showed that the TDE HUD 

improved flare performance for all of the pilots 

tested in both good (GVE) and degraded visual 

(DVE) conditions c.f. the PFD flights.  For 2 of 

the 3 pilots tested in the good visual conditions  

the TDE gave improved performance c.f. the 

VGS HUD.  Pilot rating scales were also used to 

assess the workload and controllability 

associated with each display.  For the GVE, 2 of 

the 3 pilots tested gave ratings which indicated 

the TDE to be ―Satisfactory without 

improvement”.  In the DVE condition, the TDE 

HUD improved performance for both of the 

pilots tested, albeit not to the same extent as the 

VGS.  Pilot P1 reported difficulty in 

distinguishing between the symbols on the 

HUD, which contributed to the higher ratings 

awarded.  As this issue was not reported by the 

other pilots and no problems were found with 

the experimental setup, it remains unexplained.   

A secondary objective of the study was to 

address the limitations of the flare command 

algorithm developed in [4].  Specifically, the 

symbology used for the evaluation of the 

previous concept did not compare favorably to 

the in-service HUD example, leading to some 

confusion for the pilots when following the 

guidance cue.  Two of the three pilots tested in 

this study reported no issues with the 

symbology; the third reported clarity issues with 

both HUDs.  For this reason it can be concluded 

that this study made significant progress in 

fulfilling this objective. 

In terms of recommendations, the pilot 

comments suggest that although the TDE was 

able to provide adequate performance, there is 

still scope for improvement.  In particular it was 

reported that the simple text-based flare 

anticipation cue ―standby‖ was not as intuitive 

as the moving anticipation symbol on the VGS.  

Secondly, the dynamics of the flare guidance 

cue were reported to be slightly unpredictable 

before the pilot became familiar with the TDE.  

This suggests that further tuning may be 

Fig. 15 Workload and display controllability for 3 

displays and 2 pilots in DVE conditions 
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required to improve the dynamics.  Both of 

these issues will be addressed in the next design 

iteration. 
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Abstract 

The current paper reports on the design of a 
human-machine-interface (HMI) for the local 
controller at a hub-airport. The aim of the 
investigation was to integrate related informa-
tion that originates from separate sources in a 
concise and sensible way. The HMI consolidates 
arrival and departure planning-information, 
ground radar and stop-bar switchboard 
functionality in a single 30"  high-resolution 
display with optical-touch overlay.

The development followed a multidisciplinary 
approach combining operational, software, 
ergonomic, and product design expertise. To 
assure acceptability by the future users, 
operational controllers were involved right from 
the start. During the iterative and incremental 
design process the real-time simulation environ-
ment of DFS Deutsche Flugsicherung GmbH, 
Langen was used to evaluate the design-steps of 
the HMI.

1 Introduction

At the large hub-airports, the continuous 
increase in traffic count especially  when 
combined with a complex runway layout results 
in a tremendous workload for air traffic 
controllers [1], [2]. The primary  means by 
which a tower controller keeps track of the 
current position of an aircraft is by  looking out 
the window of the tower cab. But additionally, 
he also has to monitor a lot of information 
distributed over an assembly  of individual 
displays, each for every system of a specific 
domain, like weather, radar, departure- and 
arrival information. The sequence in which the 
information is needed by the controller while he 
is coping with his tasks is commonly not 
reflected by the segregated arrangement of the 
information. 

The recent trend towards enhanced controller 
assistance- and decision-support tools (e.g. 
Advanced Surface Movement Guidance and 
Control System (A-SMGCS), Airport Collabo-
rative Decision Making (A-CDM), Arrival-and 
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Departure Management (AMAN, DMAN)) 
leads to even more information that has to be 
presented to the controller. Typically, this has 
been achieved by incorporating additional 
displays into the controller working position but 
this is difficult during continuous 24h operation 
and often simply constrained by the lack of 
additional space.

The aim of this investigation therefore was to 
develop an HMI that integrates information 
from various different sources, improves 
legibility and readability, harmonises interaction 
and is tailored to the specific needs of a tower 
controller under heavy workload. Consequently, 
the local controller at the major hub-airport 
Frankfurt/Main was used as an example.

2 Background

Eurocontrol has investigated the integration 
of the various airport airside system components 
into an Integrated Tower Working Position 
(ITWP) [3]. The study  included a survey of the 
tower environment at  many different-sized 
airports, the definition of high-level technical, 
operational, human-factors and safety require-
ments and an exemplary prototype (Fig. 1).

Flights with information alert

Fig. 1 Eurocontrol prototype: Integrated tower 
working position (ITWP)

The approach in the present investigation 
was slightly  different as it aims specifically at 
controller positions under heavy workload and a 
successive implementation.

In a first step the focus was on the integration 
of arrival and departure flight-plan data since 
the coordination of the arrivals and departures 
on the main runway is a central part of the local 
controller‘s task and until today usually is 
provided by two separate systems that use 
different representations for the data (see Fig. 2 
and Fig. 3).

Fig. 2 Monochromatic and alpha-numeric display of 
the Departure Coordination System (DEPCOS)

Fig. 3 Timeline representation of the arriving aircraft 
on the Tower-Touch-Input-Device (Tower-TID)

Considering the presently  used systems for 
the arrival and departure information an 
integrated HMI for the planning information 
(TWR-HMI) was designed and evaluated. The 
central element of the HMI is a timeline 
representation of the estimated arrival time and 
accordingly  the expected time of departure 
(Fig. 4). The present status or ATC-clearance of 
an aircraft is colour-coded. 
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Fig. 4 Screenshot of the integrated planning HMI

The interface was designed for the WACOM 
Cintiq 21UX touch-screens. Since these 
displays are to be used with a grip-pen, the HMI 
was designed so that all necessary interactions 
can be conducted solely by using this pen. No 
additional input-device like a keyboard or 
mouse is required. Details on the development 
of this integrated planning HMI are given in [4].

The design was honoured with the iF design 
award 2009, the red dot award 2010 and  
nominated for the Designpreis der Bundes-
republik Deutschland 2011. A refined version of 
the prototype went into operation in the new 
control tower at Frankfurt  International Airport 
in 2011.

Following the idea of an incremental 
implementation, this paper describes both the 
second step which is the integration of flight-
status information and several other data and 
functionalities into the ground radar display 
(GND-HMI) as well as the third step which is 
the integration of both planning and ground 
HMI into a single, high-resolution, finger-touch 
enabled 30“ display.

3 Method

To assure acceptability  by the future users, 
operational controllers were involved right from 
the start. The HMI was developed using a multi-
disciplinary  approach combining operational, 
software, ergonomic, and product design 
expertise.

3.1 Test environment

During the iterative and incremental design 
process the real-time simulation facilities of 
DFS Deutsche Flugsicherung GmbH, Langen 
were used to evaluate the design-steps of the 
HMI (Fig. 5). To mimic the complex operational 
procedures at the Frankfurt/Main International 
Airport the tower simulator was coupled with an 
approach and apron simulator as well. 

Pseudo-pilots were involved to handle radio- 
and voice communication and to pilot the 
aircraft according to the controllers instructions. 
All simulations were run by operational 
controllers and supported and supervised by 
industrial psychologists.

Fig. 5 Real-time simulation facility

3.2 Implementation of the HMI prototype

The HMIs are realised using the QT 4 
graphic library from Trolltech/Nokia in SVG. 
This allows for a flexible graphic design of the 
HMI in a standardised graphics format. 

A client-server architecture was chosen with 
one server process dealing with the business 
logic of the flight strips and one with the 
graphic generation. The actual rendering of the 
SVG is performed for every single display by  a 
dedicated thin-client. For the communication 
between the clients and the server the SOAP 
protocol is used, which is supported by QT 
through special libraries. 
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3.3 Evaluation

Each design-step was evaluated during three 
simulation runs of 90 min each. For each 
simulation run the local controller position was 
typically taken by a different controller. After a 
brief introduction to the HMI and the possible 
interactions, the controllers were supported and 
supervised by industrial psychologists who 
logged all their difficulties with the HMI as well 
as any suggestions for improvement.

Additionally  the controllers were asked to 
verbalise their thoughts and considerations 
while working with the HMI. This special 
ergonomic method is described in [5]. 
Furthermore the industrial psychologists used a 
technique called the observer-interview. 
Findings made during the observation are 
promptly discussed with the controller. Thus 
they  can immediately be verified in the context 
of the situation where they occurred. To 
complement this data every run closed with a 
general debriefing and a guided interview of the 
controller with the focus on the design of and 
the interaction with the HMI.

After the careful review of the evaluation 
results, modifications of the HMI where derived 
and implemented, thus leading to the next 
design-step. Over the course of this study  a total 
of four design-steps, each with a typical dura-
tion of about a month, have been conducted.

4 Results 

4.1 Ground radar display

The ground radar HMI (GND-HMI) was 
designed to complement the TWR-HMI and its 
look-and-feel. The first  design iteration 
introduced the display  of the colour-coded status 
information (e.g. initial contact, cleared to land, 
line-up, etc.) in the label of an target analogue to 
the TWR-HMI. Since the simulator only 
provided track data, targets are shown as aircraft 
symbols.

The presentation of colours takes into 
account the fact that they had to be easily 
recognisable, differentiated and non-dazzling 
for both day and night displays and different 
ambient light conditions. Since only  about five 
colours can be easily distinguished at a glance, 
the application of colours was carefully chosen.

The differentiation between arrivals and 
departures is achieved not only by the informa-
tion that is displayed but also by the background 
colour of the label. Departures are light grey, 
while arrivals are dark grey.

To reduce the risk of label overlap a cropped 
enlargement of the area where a departure-
queue might build up  supplements the overall 
view (Fig. 8). Whereas the label in the overall 
view only contain the call sign and in case of an 
arriving aircraft also the taxiway (Fig. 6), labels 
in the enlargement are bigger and additionally 
contain info on the standard departure route 
(SID) as shown in Fig. 7.

During the course of the study different label 
sizes have been investigated. It was found that 
their size has to be adapted to the available 
screen size and the expected traffic density, 
carefully  balancing readability versus the risk of 
label overlap.

Fig. 6 Different label sizes for arriving aircraft

Fig. 7 Different label sizes for departing aircraft
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Further information and functionalities are 
integrated into the GND-HMI using the layer 
metaphor. Besides the optional display of the 
taxiway nomenclature, stop bars can be 
switched and runways can be marked as closed.

Stop bars

In the first implementation of the stop-bar 
functionality both interaction and display area 
were the same size (Fig. 9). Since the large red 
coloured areas might be confused with a closed 
taxiway, the display area of an stop  bars status 
was reduced whereas the interaction area was 
kept unchanged. 

The interaction was designed so that with one 
click on the interaction area the stop bar turns 
green and a timer appears that gives the 
remaining time in seconds after which the stop 
bar automatically turns back to red (Fig. 10).

Fig. 9 Cropped enlargement of the GND-HMI with 
active stop-bar and taxiway nomenclature layer

Fig. 10 Cropped enlargement of the GND-HMI
with stop-bar timer
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Runway closure

To visually indicate the temporary closure of 
a runway it can be highlighted in red (Fig. 11). 
This is achieved by  opening a small window 
showing a simplified representation of the air-
ports runway layout  and clicking the accordant 
runway (Fig. 12).

 
 

    
iPort IMAN: Anhang zum Abschlussbericht AP 2: Arbeitswiss. Unterstützung der Simulationen 2009 16 

 
Auch konnten nun einzelne Bahnen leicht gesperrt werden, indem über die Menüleiste ein 
Fenster aufgerufen wird. Darin ist ein abstrahiertes Bahnsystem abgebildet (Abb. 7; links: 
ohne Sperrung, rechts: eine gesperrte Bahn). Durch Anklicken einer Bahn wird diese gesperrt 
(rot markiert auf allen Fenstern der Bodenlagedarstellung, Abb. 8) bzw. entsperrt.  

 

 
Abbildung 7: Menüfenster für Bahnsperrung 

 

 
Abbildung 8: Ansicht mit gesperrter Bahn 

Fig. 11 GND-HMI with temporarily closed runway

 
 

    
iPort IMAN: Anhang zum Abschlussbericht AP 2: Arbeitswiss. Unterstützung der Simulationen 2009 16 

 
Auch konnten nun einzelne Bahnen leicht gesperrt werden, indem über die Menüleiste ein 
Fenster aufgerufen wird. Darin ist ein abstrahiertes Bahnsystem abgebildet (Abb. 7; links: 
ohne Sperrung, rechts: eine gesperrte Bahn). Durch Anklicken einer Bahn wird diese gesperrt 
(rot markiert auf allen Fenstern der Bodenlagedarstellung, Abb. 8) bzw. entsperrt.  

 

 
Abbildung 7: Menüfenster für Bahnsperrung 

 

 
Abbildung 8: Ansicht mit gesperrter Bahn 

Fig. 12 Menu window with simplified runway layout 
for selection of closed runway

4.2 Integrated planning and ground radar 
display

After integrating arrival and departure infor-
mation into one 21“ WACOM  21UX display 
and accompanying that  with a second WACOM 
that integrates ground radar and the lighting 
panel, the next logical step was to join both of 
them on a large touchscreen.

When choosing a suitable display size, first 
of all the view of field and the boundaries of 
hand reach have to be considered. As can be 
seen in Fig. 13, the optimum size for such a 
display appears to be approx. 27-30“. 

The additional display area of larger displays 
not only lies outside of reach but also outside of 
the viewing area. In addition, as top to bottom 
viewing angles may  still be restricted by design 
since manufactures commonly focus on the 
horizontal viewing angle, the usable display 
area might be even smaller. Thus great care has 
to be taken when arranging information on the 
available display area of large screens.

Fig. 13 Field of view and reachable area compared to 
21“, 27“, 30“ and 32“ displays

An additional goal was to evaluate the use of 
finger-based touch interactions as an alternative 
to the previously  used pen-based WACOM 
touchscreens. Despite a wide availability of 
large touchscreens in general, their display 
resolution usually  is constraint to 1080p. With 
sizes of about 32“ this leads to a pixel density  of 
only approximately 80 dpi.

As a consequence, it  was decided to equip a 
high-resolution 30“ computer display (NEC 
LCD3090WQXI) with a native resolution of 
2560x1600 with an glossy, anti-reflex coated, 
optical touch overlay. This allowed for finger 
based touch interactions and at the same time 
lead to a pixel density of 101 dpi which is even 
greater than the 95 dpi of the WACOM.

Optical imaging is a relatively new touch-
screen technology, in which two or more image 
sensors typically  are placed at the corners of the 
screen. Opposite to them infrared back-lights 
are positioned in the camera's field of view. A 
touch on the surface of the screen shows up as a 
shadow and each pair of cameras can then be 
used to locate the coordinates of the touch.
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During the investigation three different 
installation angles of the display  (15°, 30 & 60°) 
have been evaluated. Figure 16 shows the angle 
of 30° which was preferred by the operators. 
The steep angle of 60° provided a more perpen-
dicular view on the screen and thus a increased 
legibility. However, the prolonged use of the 
arm held in an unsupported horizontal position 
is well known to cause fatigue (gorilla arm). On 
the contrary, the shallow angle reduced 
legibility but more important it significantly 
increased the risk of unintended interactions. 

The great flexibility  of this prototype enables 
the analysis of a variety of different layouts of 
the time-line, the ground radar and additional 
representations of different kinds of information 
like e.g. the meteorological conditions and aero-
drome configuration.

Display of additional information

Since meteorological conditions at the airport 
are of great importance for the safe operation, 
today  a dedicated display provides the controller 
with all relevant weather related parameters. 
Figure 14 shows a concise layout  of this 
information making a separate display obsolete.

In a similar way the controls for the 
instrument landing system (ILS) of the airport 
and its status information have been arranged to 
be integrated into the 30“ display (Fig. 15).

Fig. 14 Arrangement of weather related information

Fig. 15 Arrangement of ILS controls and 
status information

Fig. 16 Evaluation of the integrated HMI with 
weather related information and ILS control panel

Figure 17 shows a screenshot of a layout for 
the local controller who is responsible for the 
parallel runway at  Frankfurt International 
Airport. This particular configuration excludes 
the display of additional weather or ILS 
information in favour of providing as much 
space as possible for the ground radar. This 
allows for the use of the stop bar functionality 
without having to zoom the ground radar view 
or the use of an additional enlarged crop. Thus, 
this 30“ display fully  integrates the functionality 
previously  split across four separate displays 
which are the arrival & departure information, 
the ground radar and the lighting panel.

5 Conclusion

The evaluation of the HMI confirmed the 
general approach of consolidating related 
information that originates from separate 
sources into a large, high-resolution, wide 
aspect-ratio touchscreen. The concise and 
sensible integration helps to reduce the number 
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of necessary displays at the controller working 
position and supports an efficient visual scan 
pattern. 

The use of a finger appears to be the most 
natural and intuitive way of interacting with a 
touchscreen. Nevertheless, the presently avail-
able touch technology that does not degrade the 
optical display  quality and is sufficiently  precise 
when used with large screen sizes basically  is 
based on the photosensor principle. This in turn 
introduces the risk of unintended interactions 
when e.g. the hell of the hand or a shirt cuff 
reaches the trigger distance of the photosensor 
or the threshold of the camera.

The great flexibility  of the prototype enables 
the analysis of a variety of different layouts of 
the time-line, the ground radar with stop bar 
switchboard functionality and additional repre-
sentations of different kinds of information like 
e.g. the meteorological conditions and aero-
drome configuration.

However, to utilise the full potential of this 
approach, the layout of a integrated HMI has to 

be carefully  adapted to the individual area of 
responsibility and the information needs at a 
specific working position. 
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 Abstract  

The encounter of wake vortices of preceding 
aircraft can present a substantial hazard to the 
follower. Separations as procedural means are 
applied to avoid such encounters; however, the 
multitude of parameters governing vortex 
evolution makes them overly conservative (and 
thus capacity limiting) in the majority of cases 
without preventing incidents altogether. 

German Aerospace Centre DLR is working 
on a Wake Encounter Avoidance and Advisory 
(WEAA) system to allow pilots to avoid 
potentially dangerous wake vortex encounters 
by a small scale tactical evasion manoeuvre. 
Such manoeuvre tries to adhere to the planned 
flight track as closely as possible and is not 
intended to require ATC permission. 

Work on the system is on-going with a larger 
time horizon but initial solutions will be 
presented: the system conceptual design and 
selected components such as wake vortex 
prediction and hazard evaluation, avoidance 
trajectory generation, and a human machine 
interface for increased situational awareness. 

1 Motivation  

The encounter of a sufficiently strong wake 
vortex of a preceding or crossing aircraft can 
pose a threat to the follower as a consequence of 
 significant induced (linear and angular) 

accelerations leading to injuries of 
passengers / crew or structural damages, 

 induced forces and moments (often 
predominantly rolling moments) leading to 
a poorly controllable flight condition or 
even (temporary) loss of control, 

 hazardous flight path deviations resulting 
from the above effects, including altitude 
loss in the downdraft of the wake. 

 
Wake vortices are often encountered in 

departure and approach operations – even close 
to the threshold, which makes them particularly 
dangerous due to ground proximity – but 
encounters also occur during cruise. Separations 
are defined under IFR to prevent hazardous 
encounters [17]; these have generally proven 
acceptably safe but the level of safety still could 
be increased 
 under VFR, or 
 in extreme meteorological situations when 

vortices behave abnormally, or 
 in situations where separations are 

inadvertently violated, cf. Learjet 45 
accident in Mexico City in 2008 [24]. 
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In these cases an encounter avoidance system 
could improve flight safety by providing a 
safety net function. As current wake vortex 
separations limit (especially approach and 
departure) capacities unnecessarily in most 
cases, such a system could alternatively assist in 
increasing airspace capacity because of its 
mitigating effect on the encounter probability. 

 
The aim of WEAA (Wake Encounter 

Avoidance and Advisory) system development 
as undertaken by DLR in the framework of its 
internal project "Wetter und Fliegen" (Weather 
and Flying) is to support pilots in avoiding 
hazardous small scale atmospheric phenomena 
such as wake vortices without necessity to 
change the flight plan or violate the active 
clearance. To that effect, potentially hazardous 
conflicts are detected and where possible 
evasive manoeuvres are defined, guided and 
monitored. Increasing the pilots’ situational 
awareness in case of a predicted encounter is 
one of the main design objectives. 

 
Where circumstances do not allow encounter 

avoidance, timely alerts can help the pilots to 
prepare themselves. Here the potential benefit of 
dedicated wake encounter alleviation functions 
of the flight controller has already been 
successfully demonstrated in flight experiments 
[1][2][3]. Such functions can be seamlessly 
integrated with WEAA even if they are not part 
of the avoidance system. 

 
WEAA is initially intended as a safety net 

i.e. to improve the existing level of safety. It is 
conceivable to use it alternatively as a means to 
increase capacity in as much as separations may 
be reduced for future aircraft so equipped; 
however, the system itself is not designed to 
suggest appropriate separations. 

 
The approach is in principle extendable to 

other phenomena such as small fields of clear 
air turbulence (CAT) but, due to the lack of 
suitable instruments for their detection, 
investigations currently focus on wake vortices. 
DLR work in this respect is complementary to 
earlier (I-WAKE [4], FLYSAFE) and on-going 
(SESAR [5]) efforts. 

2 Initial Considerations for System 
Concept 

Due to the stochastic nature of wake 
evolution and transport, zones of potential 
danger become very large over time especially 
if meteorological parameters and those of the 
generating aircraft (weight, airspeed, 
configuration) are unknown. The complete 
avoidance of these zones of uncertainty is not 
compatible with current operations and traffic 
densities. Thus a viable avoidance system 
requires a more exact knowledge of the actual 
wake position, which is only attainable with 
improved prediction based on more accurate 
generator and meteorological parameters and/or 
remote detection of the wake position. 

 
Remote detection of wake vortices could be 

performed using forward-looking LIDAR 
sensors. Unfortunately most of these sensors are 
only able to measure the line-of-sight (LoS) 
component of the flow field velocity. As wake 
encounters often occur when the involved 
aircraft have the same nominal flight path (as 
during approach and landing) the main vorticity 
components of the wake are not measurable 
with LIDAR. Additionally the measurement 
resolution and update rate of current instruments 
at distances relevant for avoidance manoeuvres 
are below requirements by several orders of 
magnitude [21]. Conceptually, however, it 
appears desirable to combine the measurement 
with a prediction based on data of the leading 
aircraft, which might be received via Automatic 
Dependent Surveillance ADS-B. A combination 
of ADS-B based prediction and LIDAR 
measurement appears promising for this purpose 
[21]. 

 
Once position and spatial orientation of the 

wake are known an evasion trajectory can be 
calculated. Aim of system development is to 
initiate the manoeuvre early enough so that it 
requires only small accelerations and ideally is 
not perceived by the passengers. With the 
expected small deviations from the original 
flight path 30 to 40 s appear a sufficient 
tentative time horizon; this value will be further 
analysed in simulation and ultimately in flight 
experiments. 
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3  Avoidance Manoeuvre Design Restraints 

The WEAA system enables avoidance of 
small scale phenomena with immediate return to 
the original flight path so by definition a change 
in the flight plan is not envisaged, nor does the 
small time horizon allow to request changes of 
the current clearance from ATC. This requires 
manoeuvres to be designed such that informing 
ATC about their execution suffices. 

As a consequence, the airspace available for 
wake evasion is limited. In the absence of 
dedicated ATC procedures the idea is to restrain 
manoeuvring to the tolerable navigation 
deviations. In principle evasive manoeuvres can 
be performed either vertically or laterally, or by 
adapting airspeed only. All three options may be 
combined if compatible with the capabilities of 
the flight guidance and control functions. 

3.1 Airspace and Navigational Restraints 

Under normal conditions each aircraft has to 
acquire the desired flight path as accurately as 
possible given its capabilities. ICAO’s Required 
Navigation Performance (RNP) concept 
[17][18][19] specifies a minimum navigational 
accuracy (Navigation System Error, NSE) to be 
met by the on-board equipment for 95% of the 
time, cf. Fig. 1. The concept includes on-board 
monitoring meaning an estimation of current 
NSE is available. Numerical RNP requirements 
are set by ICAO member states dependent on 
type of airspace and flight phase. Typical values 
are ±2 NM for cruise, ± 1 NM for arrival and 
departure and ± 0.3 NM for approach [19]. 

 

 
Fig. 1: RNP containment and accuracy limits [25] 

Twice the width of the accuracy limit defines 
the containment limit where, assuming Gaussian 
distribution of NSE, the indicated position is 
located with a probability of 99.999%.  

Taking into account horizontal navigation 
performance achieved by modern aircraft for 
most flight phases [25] and confidence intervals 
of wake vortex habitation volume predictions, 
see section 5.1, it appears that often sufficient 
lateral margin exists for manoeuvring, cf. Fig. 2. 

 

 
Fig. 2: Definition of lateral evasion corridor limits 

The tolerances on vertical position deviation, 
listed in Table 1, are significantly smaller than 
those in lateral direction. This is due to the high 
accuracy of barometric height measurement and 
the much lower vertical separations. However, 
as the vertical motion of the vortices is limited 
this option is not precluded per se. Considering 
that ATC should be informed when the altitude 
deviates ±100 ft from the cleared flight level 
(FL), it is conceivable though that for this type 
of manoeuvre a quick, possibly automated 
go/no-go decision from ATC would be required. 

Table 1: Tolerable vertical flight path deviations 
due to pilotage errors ([19] II-A-6). 

 

path 

 
As to speed adaptations, true airspeed has to 

be maintained within a tolerance margin of ±5% 
[20]. On its own this option does not appear 
effective during the envisaged time horizon. 
Moreover, configuration and airspace dependent 
speed restrictions (such as the limit of 250 kts 
below FL100) need to be taken into account. 
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3.2 Interoperability Restraints 

In addition to navigational and ATC 
requirements interoperability restraints must be 
observed during an evasive manoeuvre such that 
it is not impaired by triggering alerts from other 
systems. It is the intention of the WEAA system 
design that the independent safety net functions 
of terrain and traffic collision avoidance are not 
affected by the avoidance manoeuvre. 
Incidentally, these functions obviously need to 
have higher priority than wake avoidance. 

 
Navigating in areas close to ground, 

mountains or other obstacles it must be assured 
that the performance of an evasive manoeuvre 
does not result in an (Enhanced) Ground 
Proximity Warning System ((E)GPWS) alert. 
Therefore at low altitudes or in mountainous 
areas information about the proximity of ground 
must be considered for the generation of the 
evasion trajectory, with regard to the fact that 
(E)GPWS not only takes into account height 
above ground but also terrain closure rates. 

 
As to surrounding traffic, the WEAA system 

is not intended to handle existing TCAS 
conflicts, which take priority over wake 
avoidance. However, it must be assured that the 
wake evasive manoeuvre does not trigger new 
TCAS alerts during its execution. This does not 

necessarily mean that the wake evasion system 
must comprise a built-in TCAS functionality but 
the TCAS principle of operation needs to be 
taken into account for trajectory generation. In 
analogy to (E)GPWS, not only actual proximity 
of the aircraft is evaluated but also closure rates 
are observed. 

3.3 Performance Restraints 

When determining an evasion trajectory, the 
aircraft performance, manoeuvrability and 
passenger comfort (small accelerations and load 
factors) need to be taken into account. These 
restraints depend on the flight phase (e.g. in 
final approach passengers can be assumed to be 
seated with seatbelts fastened such that higher 
accelerations can be tolerable). The general aim 
is to achieve sufficient lead times for the 
manoeuvre such that, unlike TCAS, hard 
manoeuvring is not required. Beneficial for 
reaching this aim is that usually only small 
flight path deviations will be required. 

4 WEAA System Architecture 

With the above restraints in mind, a system 
architecture for WEAA has been developed, a 
high-level overview of which is presented in 
Fig. 3. 

  
Fig. 3: Simplified top-level functional architecture of WEAA system 
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According to requirements, the following 
tasks have to be performed by the system: 
 predict wake vortex transport and decay for 

surrounding traffic using meteorological 
data and information on the traffic (aircraft 
type, track, velocity; performance data and 
planned trajectories where available), 
possibly enhanced by remote wake vortex 
detection employing a suitable forward 
looking (LIDAR) sensor. Such prediction 
can include own vortices as they might be 
encountered under special circumstances; 

 detect wake conflicts, using prediction of 
own trajectory and that of other traffic 
(assuming in absence of better information 
that its flight track is properly described by 
extrapolating the current flight path 
vector), followed by hazard assessment 
where required. These two functions are 
closely interconnected, see section 5.2; 

 in case a conflict is detected, alert the flight 
crew and generate an evasion trajectory, 
taking into account terrain and traffic 
collision avoidance requirements as well as 
own ship flight performance, flyability 
restraints and passenger comfort; 

 provide guidance for the necessary evasive 
manoeuvres to the pilots, e.g. on Primary 
Flight Display (PFD) and Vertical Speed 
Indicator (VSI); 

 monitor manoeuvre execution (by pilot via 
flight director in manual flight or by AFS 
when autopilot is in use); and 

 display an overview of the situation to 
increase the pilots’ situational awareness, 
e.g. on the Navigation Display (ND). 

The WEAA system constantly updates the 
trajectory upon reception of new input data. The 
stability of the prediction remains a major point 
for further investigations. 

 
Two design options have been defined for the 

determination of necessary wake parameters: 
 The basic design is based on prediction of 

the wake vortex location using information 
and sensors that are in principle available 
and onboard a transport aircraft today. 

 The enhanced system design employs wake 
characterisation from prediction and vortex 
measurement by means of a suitable sensor 

such as LIDAR [12]. These have not yet 
achieved sufficient technological maturity 
[21] and their installation on transport 
aircraft is not foreseeable in the near future. 
Hence, this option is seen as a long term 
one but among the aims of further WEAA 
system assessment is to evaluate benefits 
and necessity of a LIDAR sensor. 

 
Figure 5 shows a more detailed functional 

system break-down of the WEAA system with 
the two design options. The system architecture 
is as generic as possible but where necessary 
adapted to DLR’s ATRA research aircraft (Fig. 
4) which is the envisioned test bed for future in-
flight system integration and evaluation. 

 

 
Fig. 4: DLR’s ATRA research aircraft 

5 System Components and Initial Results 

The WEAA system realisation, which is a 
work-in-progress, uses a modular architecture to 
allow a step-by-step implementation of 
components and to allow trade-off studies for 
different configurations. For instance, the 
benefit of using a LIDAR sensor in addition to a 
pure wake prediction will be evaluated. 

Various existing and on-going component 
implementations are discussed hereafter. 

5.1 Wake Vortex Prediction 

Wake vortex prediction is effected with 
HOLZÄPFEL’s P2P tool [6][7], a real-time 
capable probabilistic two-phase wake vortex 
prediction model. P2P takes into account effects 
of aircraft configuration, wind, wind shear, 
turbulence, stratification and ground proximity. 
It has been extensively validated on LIDAR 
measurements and numerical (LES) simulations 
[7][8], cf. Fig. 6. Alternatives to the P2P model 
could be NASA’s APA [10] or PVM [11]. 
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Fig. 5: Functional architecture of WEAA system (with optional LIDAR detection) 

(refer to appendix for abbreviations) 
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Fig. 6: Sample wake vortex prediction from P2P 

showing calculated nominal (D2P, red and blue lines) 
and measured (symbols) values for vortex decay *and 

lateral positions y*. Green lines are associated 2 
confidence intervals for prediction (P2P) [9] 

5.2 Hazard Assessment 

WEAA’s hazard assessment function uses 
the Simplified Hazard Area Prediction (SHAPe) 
method by HAHN and SCHWARZ [13][14][15] to 
quantify the severity of a potential wake 
encounter. In relation to the nominal wake 
vortex positions, areas are determined outside of 
which no hazard due to the wake exists (Fig. 7) 
i.e. where flight operations can be considered as 
safe and undisturbed.  

 

Fig. 7: Sample result from SHAPe hazard assessment 
showing a simplified hazard area (red rectangle) based 

on roll control ratio RCR (cf. Eq. 1) around nominal 
wake vortex positions (black circles) 

(modified from [16]) 
 
The hazard assessment criterion used by 

SHAPe is the roll control ratio RCR defined as 

ll

WVl

C
C

RCR
max,

,  (1)

where Cl,WV is the coefficient of the rolling 
moment induced by the vortex wake and Cl max, l 
the coefficient for the maximum rolling moment 
obtainable by roll motivator deflection (roll 
control power). Numerical values for acceptable 
RCR have been derived experimentally from 
piloted trials [15]. 

 
The extent a, b of the hazard areas given by 

SHAPe (Fig. 7) is added to the wake vortex 
habitation volumes predicted by P2P. Hazard 
assessment thus is closely connected to conflict 
detection, as the permissible distances a, b to 
the assumed position of the vortex cores 
determine the size of the volumes for which 
conflict detection is necessary (with a = b = 0 
meaning the wake does not represent a relevant 
hazard any longer). In addition, the level of 
hazard and hence a, b may depend on the 
encounter geometry. 

5.3 Evasive Trajectory Generation using a 
Potential Field Based Method 

The conflict resolution function, cf. Figs. 3 
and 5, has the task to modify the planned flight 
path as little as possible while avoiding the 
hazardous zones (comprising wakes, terrain, and 
the safety zones around other traffic). Due to the 
limited manoeuvrability of a passenger aircraft 
many algorithms successfully used in unmanned 
aerial vehicle (UAV) technology cannot be 
applied. The method chosen uses a potential 
field approach. Danger zones are modelled by 
penalty barrier functions which are added to the 
nominal potential field function characterising 
the intended flight path. This approach assures 
avoidance trajectories close to the originally 
planned flight path and, by contrast to TCAS, 
automatic reacquisition of the nominal flight 
path after clearance of the danger zone. 

 
For first studies the evasion options have 

been restrained to pure lateral or vertical motion 
with a decision algorithm based on encounter 
geometry, cf. Fig. 8. Motion in all three spatial 
dimensions plus adjustment of flight speed, i.e. 
4-D evasion, is conceivable though. The 
trajectory generated by the algorithm is 
smoothed to ensure flyability. 
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Trajectory 
Smoothing 

Decision 
Algorithm 

2-D Trajectory 
Generation 

Fig. 8: Sequence of avoidance trajectory generation 
(modified from [22]) 

 
The algorithm has been successfully tested in 
flight simulation in cruise conditions [22] and 
will be further applied to other flight phases. An 
example is depicted in Fig. 9. 

Fig. 9: Example of generated avoidance trajectory on 
a potential field represented by the surface [22]. Black 

line indicates wake segment to be avoided. Initial 
(green ) and smoothed (red ) trajectories are shown 

5.4 Human-Machine-Interface 

A human machine interface (HMI) for WEAA 
has been further developed from existing third 
party design work in the FLYSAFE project. 
Guidance symbology established for TCAS 
manoeuvres is reutilised as far as applicable. 
Flight Director and Primary Flight Display are 
used to guide the avoidance manoeuvre. Hazard 
zones, the track for the (lateral) evasive 
manoeuvre and headings currently to be avoided 
are depicted in the Navigation Display. The 
latter has been favourably evaluated for 
increasing situational awareness of the pilots 
[23], which is crucial even if the manoeuvre is 
executed by the autopilot. If available, the 
Vertical Situation Display (VSD) is also used. 
 
An alerting logic and callouts supporting the 
manoeuvre have been defined adopting TCAS 
principles where possible. Positively evaluated 
in a fixed-based simulator study [23], this initial 
HMI design will be further refined. 

6 Conclusion 

DLR is developing a Wake Encounter 
Avoidance and Advisory System (WEAA) that 
allows tactical small-scale evasion to avoid 
possibly hazardous wake encounters. WEAA 
initially has a pure safety net function, assuring 
interoperability with existing safety functions 
TCAS and (E)GPWS / TAWS. The pilots’ 
situational awareness is a key driver in system 
design and development. 

 
DLR’s objectives in WEAA development are 

a system proof-of-concept and in-depth 
investigation of selected components. This 
includes trade-off studies to assess the necessary 
level of detail in modelling and hence 
complexity of the system functions. 

 
Pre-existing DLR knowledge has been 

exploited in the form of the P2P wake vortex 
prediction model, wake parameter identification 
from forward-looking sensor measurements (as 
a long term option), and severity assessment for 
a predicted encounter (SHAPe method). This 
means that several key system components are 
already available and well tested. 

 
Initial development work has focused on the 

approach and cruise phases, encompassing a 
method for evasion trajectory generation using a 
potential field based approach, an investigation 
into forward looking sensor requirements for 
wake detection, and the enhancement of a pilot 
display concept for manoeuvre guidance and 
increased situational awareness. Current stand-
alone implementations of these functions have 
been successfully tested in flight simulation. 
Further testing of HMI and wake prediction in a 
flight experiment with DLR’s research aircraft 
ATTAS is imminent. 

 
 Further Work 

 
On-going work includes further development 

of component functions such as conflict 
detection concept and algorithms as well as a 
refinement of the conflict resolution algorithms 
taking into account (E)GPWS & TCAS 
interoperability, passenger comfort, and aircraft 
performance. Next steps comprise enhancing 
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severity assessment (graded hazard assessment, 
non-roll dominated encounters) and further 
studies on enhanced wake characterisation using 
(LiDAR) measurements. The WEAA concept of 
operation will be assessed for all flight phases 
(current implementations focus on cruise flight 
and the approach phase). Different concepts for 
pilot assistance will be analysed with respect to 
workload and situational awareness. 

 
System integration is a major task for the 

future; the proof-of-concept implementation in 
an engineering flight simulator is already on-
going. As a perspective increasingly complete 
functions are planned to be evaluated in motion 
based simulation and during flight-testing with 
ATRA. These experiments will support an 
eventual benefit analysis under realistic 
conditions. 
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 Symbols 

* normalised circulation (current 
circulation  over theoretical initial 
value 0) 

Cl rolling moment coefficient 
Cl, WV coefficient of rolling moment induced by 

wake vortex 
H vertical distance 
RCR roll control ratio (see Eq. (1)) 
X longitudinal distance in horizontal plane 

(along intended flight path) 
Y lateral distance in horizontal plane 

(perpendicular to intended flight path) 
l deflection of roll moment motivator 

(usually aileron and/or roll spoiler) 
 standard deviation 
a horizontal extent of hazard area (relative 

to nearest vortex centre) 
b vertical extent of hazard area (relative to 

nearest vortex centre) 

t* normalised wake vortex age 
y* normalised lateral wake vortex motion 

(distance travelled over initial wake 
vortex separation) 

y distance in spanwise direction 

 Abbreviations  

a/c aircraft 
ADIRU Air Data and Inertial Reference Unit 
ADS-B Automatic Dependent Surveillance – Broadcast 
AFS Auto(matic) Flight System 
A/P Autopilot 
APA Aircraft Vortex Spacing System [AVOSS] 

Predictor Algorithm 
ATC Air Traffic Control 
ATM Air Traffic Management 
ATRA [DLR’s] Advanced Technology Research 

Aircraft 
ATTAS [DLR’s] Advanced Technologies Testing 

Aircraft System 
BADA Base of Aircraft Data [Eurocontrol Aircraft 

Performance Data Base] 
CAT Clear Air Turbulence 
DLR Deutsches Zentrum für Luft- und Raumfahrt 

(German Aerospace Centre) 
D2P Deterministic 2-Phase [Wake Vortex 

Engineering Model] 
EGPWS Enhanced Ground Proximity Warning System 
FL Flight Level 
FMA Flight Mode Annunciator 
FMGC Flight Management and Guidance Computer 
FMGS Flight Management and Guidance System 
FMS Flight Management System 
GPWS Ground Proximity Warning System 
G/S Glide Slope [of the Instrument Landing 

System] 
HMI Human Machine Interface 
ICAO International Civil Aviation Organisation 
IFR Instrument Flight Rules 
kts knots 
LES Large-Eddy Simulations 
LIDAR Light Detection and Ranging 
LOC Localiser [of the Instrument Landing System] 
LoS Line-of-Sight 
NASA [U.S.] National Aeronautics and Space 

Administration 
ND, N/D Navigation Display 
NM Nautical Mile 
NSE Navigation System Error 
PEst Parameter Estimation 
PFD Primary Flight Display 
P2P Probabilistic 2-Phase [Wake Vortex 

Engineering Model] 
PVM Probabilistic Wake Vortex Model 
RCR Roll Control Ratio 
RNP Required Navigation Performance 
SESAR Single European Sky ATM Research 
SHAPe Simplified Hazard Area Prediction 
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TAWS Terrain Awareness and Warning System 
TCAS Traffic Alert and Collision Avoidance System 
TIS-B Traffic Information Service – Broadcast 
UAV Unmanned Aerial Vehicle 
VFR Visual Flight Rules 
VSI Vertical Speed Indicator 
VSD Vertical Situation Display 
WEAA Wake Encounter Avoidance and Advisory 

[System] 
WIMS Weather Information Management System 
XTK cross-track 
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Abstract  

FanWing is an aircraft configuration that 

uses a simple cross-flow fan mounted in the 

wing to provide distributed propulsion and 

augmented wing lift at very low flying 

speeds.  One of the current flight-test vehicles 

has been modified to accept both a novel 

OHS twin-tail arrangement and a new wing 

section and this has shown both increased 

flight stability and reduced drag, leading to 

significantly higher cruise speeds.    

The good slow flight capability, inherent 

safety and relatively quiet propulsion of the 

FanWing rotorcraft could fit well with cargo 

operations close to urban areas. A comparison 

with aircraft and helicopters showed that the 

recent developments of the FanWing concept 

could now uniquely offer short-field 

performance close to that of helicopters and 

tilt-rotor aircraft, but with operating 

economies close to that of conventional 

aircraft.  

 

 

1.   Introduction 

This paper briefly reviews the history of the 

FanWing aircraft concept and then reports 

some of the author‟s recent aerodynamic 

activities to improve flight characteristics and 

to increase flying speeds.   Finally it reports 

an economic study of short-field cargo 

operations comparing this configuration with 

established aircraft configurations. 

     FanWing is a powered-lift aircraft 

configuration that uses a simple cross-flow 

fan mounted in the wing to provide 

distributed propulsion and augmented wing 

lift at very low flying speeds. The fan‟s tip 

speed is considerably lower than the tip 

speeds of conventional aircraft propellers or 

helicopter rotors, so it offers unique 

opportunities for improved propulsive 

efficiency and reduced noise footprint.  The 

result is that FanWing may offer many of the 

advantages of both fixed-wing aircraft and 

helicopters.  

 

2.   Background  
Although several earlier, and more 

complex, horizontal-axis rotor concepts [1] 

had been explored since the early 1900s, it 

was only in 1998 that the simple FanWing 

concept was evolved and first flown by 

Patrick Peebles.   

 

 
 
  Fig. 1 Early flight model of FanWing 

 

Early wind tunnel tests confirmed the key 

performance parameter to be the ratio of fan 

blade tip speed to aircraft speed.....the Tip 

Speed Ratio, TSR [2, 3]. Maximum lift 

coefficient values of over 10 have been 

measured at low speed on the original 

FanWing section, and this offers remarkably 
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low take-off speeds and true STOL 

performance. 
 

 

    
 

    Fig. 2 A 2-D wind tunnel model at ICL 

 

 

   
 

   Fig. 3 Early wind tunnel testing 

 

Other models of increasing size and power 

efficiency have flown and most recently there 

were daily flight demonstrations of a UAV 

variant of FanWing during the Farnborough 

Air Show in 2010.   

 

       
 

   Fig. 4 FanWing at Farnborough in 2010 

 

Thus far the FanWing concept has 

demonstrated the ability to fly slowly and 

safely in the regime of helicopters, and 

efficiently in the regime of fixed-wing 

aircraft. This economical loitering capability 

would be ideal for surveillance UAVs.   

In an early attempt to widen the 

FanWing‟s flight speed envelope there have 

been further development flight tests.   At the 

low speed end of the envelope, exploratory 

tethered flight tests have demonstrated the 

potential to hover and fly vertically. 

 

   

     
  

          Fig. 5 Tethered VTOL hovering tests 

 

       

3.  Recent Aerodynamic Developments  

 

3.1   Objective -- Higher Cruising Speed 

Recent developments of FanWing have 

concentrated on further widening the flight 

envelope, in particular with three 

aerodynamic modifications to allow flight at 

higher speeds.  The combination of ultra-short 

field performance and moderate cruising 

speeds would greatly widen the field of 

potential applications of FanWing. 

 

3.2   OHS Tail Configuration 

One of the current flight-test vehicles has 

been modified to accept a novel OHS twin-

tail arrangement which moves the tails from 

the intense fan-stream and wing downwash 

flow directly behind the wing, to positions 

where they can exploit the upwash flow from 

the wingtip vortices.   

The OHS tail arrangement was first 

developed and flown on radio-controlled 

models over 20 years ago by Professor John 

Kentfield at Calgary University, [4, 5].  The 

current author has derived design rules for the 

optimum use of OHS and estimates of the 

performance advantages of OHS [6].    
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Flight testing of FanWing with the OHS twin-

tail has shown both increased flight stability 

and reduced drag, leading to higher flight 

speeds.  

In addition, when the elevators of the OHS 

tails are used differentially, they can provide 

roll control as well as pitch control.  This 

allows the wing to be built as a simple lifting 

surface without ailerons.  

 

      
 

       Fig. 6 FanWing model with OHS tails 

 

     
  
       Fig. 7 Twin-tail OHS model 2011 

 

 

3.3   High-Speed Wing Section Design 

The fixed wing section of FanWing has 

recently been modified following a series of 

2-D and 3-D wind tunnel tests of many 

alternative fan and wing combinations.   

 

        
 

 Fig. 8 2-D wind tunnel tests in 2010 

 

Examples are shown below of the wing 

section with its trailing edge lengthened to 

reduce profile drag at lower lift coefficients 

whilst retaining the excellent CLmax values.   

 

 

 
 

Fig. 9 Baseline (top) and two high-speed sections 

 

Wind tunnel tests of the 2-D model did indeed 

show that the CLmax values were little 

changed, but the longer section was found to 

have less drag and a much improved thrust 

margin at cruise.  

 

 

 
           Fig. 10 Cruise (Thrust – Drag) margin 

 

 

Based on the results of these 2-D model tests 

and using appropriate „fan laws‟, it is 

estimated that a full-size FanWing aircraft 

will have a cruise speed near to that of a 

helicopter. 

 

The opportunity was taken with the 2-D 

model to measure lift, drag, thrust and power 

characteristics over a much wider range of 

TSR values than had been possible 

previously.  This was done to provide data 

which could be used in take-off and cruise 

performance calculations, as reported later in 

section 5.    

905



George R Seyfang 

 

CEAS 2011 The International Conference of the European Aerospace Societies 

An example is shown of the CLmax vs TSR 

and it is seen that very high values were 

achieved.   

 
    Fig. 11 Maximum lift vs fan tip-speed ratio 

 

In addition to improving the cruise drag 

characteristics, the long chord section greatly 

improved the „gliding‟ performance in the 

power-off, auto-rotation mode. 

 

 
     Fig. 12 Glide ratio in auto-rotation mode  

 

 
       Fig. 13 Lift in auto-rotation mode  

 

Other testing with a short rounded nose 

extension was found to further improve the 

performance in the auto-rotation mode. 

 

 
 

   Fig. 14 3-D wind tunnel model 2011 

 

The long chord high-speed section was also 

tested at 3-D on a half-model, mounted at one 

side of a larger wind tunnel, and similar 

improvements performance were obtained.    

The 3-D model was also used to examine the 

horizontal wing-tip extensions fitted to earlier 

flight models.  These were found to add little 

benefit and have since been removed for 

simplicity.  

Flight testing of the new, longer wing section 

on a large FanWing model has confirmed the 

improved flight performance characteristics 

and has achieved much higher cruise speeds.  

 

 
 

Fig. 15 Flight tests of high-speed section 2011 

 

 
 

Fig. 16 Example of flight test telemetry 

 

 

 

906



Recent Developments of the FanWing Aircraft 

 

CEAS 2011 The International Conference of the European Aerospace Societies 

 

3.4   Fan Blade Design 

The fan blade sizes, numbers, cambers and 

setting angles have been evolved to 

satisfactory performance levels in an ad hoc 

way with wind tunnel and flight models.  

There have also been several partially 

successful attempts to model the complex fan 

airflows with CFD. [7, 8, 9].   

Recent activities have included testing many 

fan blade arrangements in a simple water 

channel at different TSRs.   

 

 

 
 

  Fig. 17 Water channel tests 2011 

 

 

 
 

  Fig. 18 Examples of the fan-blades tested 

 

 

Indications from the flow-visualisation tests 

suggest that the optimum fan blade 

arrangement is not overly-critical.   It is 

intended to repeat this wide-ranging fan blade 

study in a wind tunnel to capture the thrust, 

drag and power requirements at various 

airspeeds and fan rotation speeds.  

 

 
      Fig. 19 Fan-blade efficiency measurements 

 

 

 

4.    Operational Features of FanWing 

4.1   Flight Safety 

Relative to conventional twin-engine aircraft 

with propellers, the FanWing concept has 

three inherent safety features. 

Firstly, it does not stall in the way that a 

normal wing stalls.  This is because the wing 

is blown by the fan and the air does not 

separate if the rotor is sufficiently powered. 

Secondly, it avoids any asymmetric thrust and 

lift in the event of a single engine failure.  

FanWing aircraft will have the fans on each 

wing connected by a cross-shaft so that both 

fans continue to be powered equally at all 

power levels.  The mounting positions for the 

engine do not affect this feature and engines 

may be positioned centrally in the fuselage, at 

mid-wing span or at the wing tips, depending 

on operational or structural needs.   

Thirdly, even in the event of total power loss 

then the FanWing is able to auto-rotate and 

continue to develop lift at low speeds and so 

provide a safe and controllable glide.   

 

4.2   Flyover Noise 

Relative to conventional propeller aircraft and 

helicopters, the FanWing will cause less fly-

over noise nuisance for several reasons.   The 

fan has a larger projected area, it has lightly 

loaded blades and they are moving at much 

lower tip speeds.   These factors all reduce the 

noise generated at source.   In addition, the 

fan exhausts above the wing surface and so is 

partially shielded from observers on the 

ground.  
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However, there is an additional noise source 

on FanWing due to the moving blades passing 

close to the fixed wing surface. Solutions 

have included a slight skew to the rotor blades 

or to the fixed structure to spread the 

interaction, and minor changes to the 

separation gap between blades and fixed 

structure. 

 

 

5.     A STOL Cargo Study 

5.1   Opportunities for STOL Operations 

Previous economic studies have suggested 

that there would be a greater demand for air-

cargo operations if they could be operated 

from multiple short airstrips close to 

industrial areas, and away from crowded 

regional airports. The demonstrated safe, slow 

flight capability and relatively quiet 

propulsion of the FanWing rotorcraft would 

fit well with such operations close to urban 

areas.  

Other potential applications of a STOL cargo 

aircraft might include short-range military 

transportation and civilian operations in 

countries and terrains which do not have an 

extensive road, rail or water infrastructure. 

This STOL study was carried-out privately 

with the objective of answering two 

questions; „what is the cost of designing for 

short-field performance and which aircraft 

technologies are most appropriate?‟    

  

       
 
     Fig. 20 A notional FanWing cargo aircraft 

 

 

5.2   Types of Aircraft Compared 

This study considered four types of aircraft; 

Conventional STOL, FanWing STOL, 

Helicopter and Tilt-Rotor. Each type offers 

different combinations of cruise speed, 

airfield length and operating cost. The 

comparisons shown here were done at a 

design concepts level, with a sizing mission to 

transport a 5000kg shipping container over a 

range of 500km. 

Conventional STOL aircraft data was taken 

from an unpublished STOL cargo study.  

Variants with different field lengths were 

generated by changes of wing area and engine 

power, and re-sizing to the design mission.   

FanWing STOL aircraft were based on the 

Conventional aircraft, re-computed for the 

effects of the FanWing propulsion and lift 

system, as measured in wind tunnel and flight 

reported in section 3. 

Helicopters have true VTOL capability and 

data was based on open-source information 

for the Boeing CH-47 Chinook. 

Tilt-Rotor aircraft also have true VTOL 

capability plus a much higher cruise speed 

and data was based on open-source 

information for the Boeing V-22 Osprey. 

 

5.3   Comparison of Aircraft Types 

The two key performance and economic 

parameters chosen for presentation here are 

the take-off run and D.O.C., the direct 

operating cost.  D.O.C. is a very powerful 

parameter since it includes flying costs, 

maintenance costs and capital costs.  In turn, 

these reflect such relevant flight performance 

features as fuel consumption and cruise speed. 

The results of the study are shown in Fig. 21 

below and it is seen that FanWing variants 

offer a niche capability between a 

Conventional STOL aircraft and the two 

VTOL types having significantly higher costs. 

 

    
                         
          Fig. 21 Results of Cargo Study 
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6   Conclusion  
Recent aerodynamic developments of the 

FanWing aircraft configuration have 

increased its cruise speed considerably. 

A comparison of four different aircraft and 

rotorcraft configurations has shown that the 

FanWing concept now offers an interesting 

and unique capability, with short-field 

performance close to that of helicopters and 

tilt-rotor aircraft, but with operating 

economies close to that of conventional 

aircraft.  
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Abstract  

The induced drag of box wing aircraft is 

assessed with the help of literature data. The 

theoretical foundations of static longitudinal 

stability and controllability are presented and 

applied to the box wing aircraft. The results are 

interpreted and put into practice with the help 

of a medium range box wing aircraft based on 

the Airbus A320. Stability in cruise is attained 

by increasing the ratio CL,1/CL,2 to a value of 

1,74, which is the ratio of lift coefficients of the 

forward and the aft wing. According to biplane 

theory this results in a 3,4 % increase of 

induced drag. Applying aerodynamic theory for 

closed wing systems no increase would be 

expected. With the stated ratio of lift coefficients 

results a relatively small envelope for the center 

of gravity (CG). Consequently the aircraft is 

designed to be well balanced with regard to its 

CG. The individual CGs of the airframe, 

engines, fuel and payload are all located 

approximately at the same position. Hence the 

CG shift is minimized for different payload and 

fuel quantities. 

 

1 Introduction 

As stated in Flightpath 2050 civil aviation 

transport is facing challenges like globalization, 

climate change and a cumulative scarcity of 

resources [1]. To cope with these challenges, 

aircraft have to become more efficient, 

especially concerning energy and fuel 

consumption. Flightpath 2050 states: "In 2050 

technologies and procedures available allow a 

75% reduction in CO2 emissions per passenger 

kilometre ... these are relative to the capabilities 

of typical new aircraft in 2000." Benefits of 

alternative fuels are seen in addition to this. [1] 

It is questionable, if these goals are realistic. 

Without doubt the latest aircraft emerging on 

the market have pretty much exhausted the 

inherent saving potential of conventional 

configurations without reaching the goal of a 

75% CO2 (or fuel) reduction. Therefore it 

becomes a necessity also to exploit all saving 

potentials originating from the aircraft 

configuration. It is not a question anymore if 

unconventional configurations find acceptance 

or not. Quite simply, without unconventional 

configurations stated Flightpath 2050 goals will 

not be reached. One of these configurations is 

the box wing aircraft, a biplane with oppositely 

swept wings whose tips are connected by 
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extended winglets (see Fig. 1). The most 

recognized benefits of this configuration are its 

low induced drag and alleged structural 

superiority. 

 

 

Fig. 1 Example of a box wing aircraft [2] 

 

From literature it can be understood that it is 

difficult to attain static longitudinal stability and 

controllability for box wing aircraft. Civil 

transport aircraft have to be stable in flight [3]. 

Consequently the design of the aircraft is greatly 

influenced by the requirements according to 

static longitudinal stability and controllability. 

In this paper these requirements are analyzed 

and possibilities for attaining stability are 

presented. The easiest to accomplish is having 

different lift coefficients at both wings which, in 

the case of equal wing areas, leads to an unequal 

division of lift between both wings. Applying 

biplane theory this results in an increase of 

induced drag [4]. Thus assuring stability is in 

conflict with aerodynamic efficiency. 

In this paper the above approach is applied to 

the design of a medium range box wing aircraft. 

Its special design characteristics because of 

stability requirements are outlined and the 

decrease of aerodynamic efficiency according to 

biplane theory is assessed.  

2 Aerodynamic Efficiency of Box Wing 

Aircraft 

2.1 Induced Drag 

A prominent aerodynamic feature of the box 

wing configuration is its low induced drag 

(Di)box. It can be expressed in relation to the 

induced drag (Di)ref of a conventional reference 

wing with the same span. The published 

equations mostly have the form 

 

( )
( ) bhkk

bhkk

D

D

/

/

43

21

refi

boxi

⋅+
⋅+

=  
(1) 

 

where h/b is the height to span ratio, which is 

the vertical gap between both wings divided by 

the wing span of the whole configuration. k1 up 

to k4 are free parameters which are adjusted so 

that the result of Eq. (1) comes close to 

measured or calculated data. Equation (1) is 

only applicable when both the box wing and the 

reference wing configuration have their 

optimum span loading. In literature there exist 

several solutions for the parameters k1 to k4. A 

common result is given in [4] reading 

 

( )
( ) bh

bh

D

D

/81,204,1

/45,01

refi

boxi

⋅+
⋅+

=  
(2) 

 

which slightly overestimates the actual 

reduction of induced drag, as confirmed in [5]. 

For the design of the medium range box wing 

aircraft a more conservative approach is taken, 

coming from [6]: 

 

( )
( ) bh

bh

D

D

/219,244,0

/9594,044,0

refi

boxi

⋅+
⋅+

=  
(3) 

 

Figure 2 shows a graphic comparison of the 

Eqs. (2) and (3). 
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Fig. 2 Reduction of induced drag acc. to Eqs. (2) and 

(3) 
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2.2 Conditions for Minimum Induced Drag 

For a conventional cantilever wing the lift 

distribution for minimum induced drag is 

elliptical. The conditions concerning the box 

wing configuration are more complex, since the 

span wise distribution and also the division of 

lift between both wings have to be considered. 

2.2.1 Span Wise Lift Distribution 

In [7] it is indicated that the lift distribution 

for minimum induced drag is a combination of 

an elliptical and a constant part for the 

horizontal wings and a linear and butterfly 

shaped part for the vertical winglets, as it is 

shown in Fig. 3. 

 

 

Fig. 3 Lift distribution of a box wing configuration [7] 

 

As depicted in [8] the ratio of the constant to 

the elliptical part increases with higher h/b 

ratios. The investigations in [8] were performed 

for cantilever wing-winglet configurations, but 

the qualitative results should be transferable to 

box wing configurations. 

2.2.2 Lift Division between Both Wings 

According to biplane theory both wings have 

to generate the same amount of lift so that 
minimum induced drag is achieved [4]. With the 

help of Eq. (4) presented in [4] the induced drag 

of an arbitrary biplane can be calculated. It 

reads 

 

( ) 









++=

2
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2
2

21

21

2
1

2
1

bii 2
1

b

L

bb

LL

b

L

q
D σ

π
 

(4) 

 

where q is the dynamic pressure, Li the lift of 

the individual wings, bi the span of the 

individual wings and σ is the wing interference 

factor which depends on the h/b ratio. In [4] the 

equation for calculating the minimum induced 

drag of a biplane is derived as well, being 

( )
2

1
2

2

minbi,i

σ
π

+
⋅=

qb

L
D

 
(5) 

 

where L is the total lift and b the span of both 

wings. Equation (5) is only applicable if both 

wings generate L/2 and have equal wing spans. 

Now the relation of the actual drag of a 

biplane with equal wing spans to the minimum 

induced drag can be formulated. It is assumed 

that the result is applicable to box wing 

configurations as well. Dividing Eq. (4) by Eq. 

(5) and introducing the lift ratio 

 

2

1

L

L
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(6) 

 

yields 
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(7) 

 

Using 

 

( )
( )

12
refi

boxi −=
D

D
σ  

(8) 

 
which is concluded from [5] and taking Eq. 

(3) it is possible to plot the ratio of the actual to 

the minimum induced drag depending on the h/b 

ratio and the lift ratio (Fig. 4). 
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Fig. 4 Induced drag penalties according to biplane 

theory 
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The derivation of Eq. (7) can be found in [9]. 

In section 4.2 it will be shown that the lift ratio 

has a value about two. For h/b ratios of about 

0,2, which is a reasonable value for actual 

aircraft, a 4 % increase of induced drag would 

occur. 

The induced drag penalty results when 

applying biplane theory. But there also exists a 

different approach which takes account of the 

characteristics of a closed wing system. 

Amongst others it is presented in [10] and [11] 

and states that for a closed wing system 

minimum induced drag can also be achieved 

when both horizontal wings generate a different 

amount of lift. This is possible by adding a 

constant circulation loop to the distribution of 

circulation of the whole wing configuration. An 
example of the resulting lift distribution is 

depicted in Fig. 5. Adding a constant circulation 

loop does not change the elliptical parts, but the 

constant part of one horizontal wing is reduced 

while that of the other wing is increased by the 

same amount. Consequently the winglet loading 

changes as well. 

 

 

Fig. 5 Lift distribution with unequal lift of both wings 

 

[2] and [5] apply the conditions according to 

biplane theory to the design of a box wing 

aircraft. This approach was taken for the 

medium range box wing aircraft presented in 

section 4 of this paper. The applicability of the 

proposals in [10] and [11] is part of ongoing 

studies. 

3 Static Longitudinal Stability and Con-

trollability of Box Wing Aircraft 

3.1 Basics 

For assessing static longitudinal stability and 

controllability of a box wing aircraft its CG 

envelope is taken as reference. It is the 

permissible region of the aircraft’s center of 

gravity. The forward limit is defined by 

controllability requirements (control limit). The 

aft limit is the neutral point, which is defined by 

stability requirements (stability limit). For a 

stable and controllable aircraft the control limit 

has to be situated in front of the stability limit. 

The condition for a controllable aircraft is a 

positive pitching moment about the center of 

gravity (MCG) which counters the negative 

pitching moment generated by the wings. With 

the help of the pitching moment coefficient 

CM,CG this condition reads 

 

0CG, >MC .
 

(9) 

 

There are two conditions for a stable aircraft. 

The stability condition requires that the slope of 

the pitching moment coefficient with regard to 

the lift coefficient CL is negative [12]: 

 

0
d

d CG, <
L

M

C

C
.
 

(10) 

 

The trim condition requires that the pitching 

moment coefficient at zero lift is positive [12]: 

 

( ) 0
0CG, >

=LCMC .
 

(11) 

 

The conditions given with the Ineqs. (9), (10) 

and (11) are applied to the equilibrium of 

moments of the aircraft in horizontal and non-

accelerated flight neglecting control surfaces or 

a horizontal stabilizer. This results in a 

formulation of the stability limit and the control 

limit of the CG. 

3.2 Equilibrium of Moments in Horizontal 

and Non-Accelerated Flight Neglecting 

Control Surfaces 

The formation of the equilibrium of moments is  

based on the scheme shown in Fig. 6. 
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Fig. 6 Forces and moments acting on a box wing 

aircraft 

 

The lift forces L1 and L2, the weight mg and 

the pitching moment of the wings about their 

aerodynamic centers M1 and M2 are considered. 

Drag and thrust are neglected, so that the 

vertical distance between both wings is 

irrelevant. The CG position h is expressed as 

multiple of the length of the mean aerodynamic 

chord (MAC) of the forward wing 1c , measured 

from the leading edge of MAC1. The position of 

the aerodynamic center of the forward wing h0 

is also expressed as multiple of 1c , measured 

from the leading edge of MAC1. For 

simplification h0 is assumed to be 0,25. The 

distance between the aerodynamic centers of 

both wings is given with l’, the distance 

between the CG and the aerodynamic center of 

the aft wing with l. 2c  is the length of MAC2. 

The aerodynamic centers are assumed to be at 

25 % of the respective MAC. 

The following equations only show results of 

the formulation of the equilibrium of moments. 

A detailed derivation is presented in [9]. 

According to Fig. 6 the equilibrium of moments 

reads 

 

( ) .0212101CG =++−−= MMlLchhLM
 

(12) 

 

Introducing the total lift L and building the 

coefficient form of Eq. (12) results in 
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with 'ic  as the relative length of the 

respective MAC given by 
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where the length of the total MAC c  is 

defined with 

 

2211 scscc +=  (15) 

 

according to [9]. s1 and s2 are the relative 

reference areas of the individual wings: 
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'V  is the modified volume coefficient of the 

aft wing. It is defined with 
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3.3 CG Envelope 

Applying the conditions given by the Ineqs. 

(9), (10) and (11) to Eq. (13) results in a 

formulation of the control and the stability limit 

of the CG position. The condition for 

controllability reads 
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Here all parameters are either defined by 

aircraft geometry or the flight state. The 

condition for stability is 
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where the determination of the gradient 

dCL,2/dCL requires special attention (see section 
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3.4). The other parameters are defined by 

aircraft geometry. The trim condition reads 

 

( ) 0'''
02,222,111, >⋅−+
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(20) 

 

The lift coefficient of the aft wing at zero 

total lift (CL,2)C,L=0 can be determined with the 

help of the gradient dCL,2/dCL. The appropriate 

equation is 
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(21) 

 

assuming that the gradient dCL,2/dCL is 

constant. All other parameters in Ineq. (20) are 

geometric or aerodynamic constants. The 

pitching moment CM,i of all airfoils is assumed 

to be -0,1 which is sufficient for the preliminary 

design of the medium range box wing aircraft. 

3.4 Determination of dCL,2/dCL 

[12] shows that it is possible to calculate the 

gradient dCL,2/dCL with the help of the 

following expression: 
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where a2 is the lift curve slope of the isolated 

aft wing and a the lift curve slope of the whole 

aircraft. ε is the downwash angle and α the angle 

of attack with regard to the zero lift line of the 

aircraft. a2 is estimated with the help of Eq. (23) 

given in [13]. 
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(23) 

 

A is the wing aspect ratio, φ50 the sweep 

angle at half chord and M the Mach number. 

The total lift curve slope a is determined 

according to section 4.5.1.1 in [14]. There the 

influence on the aft wing because of the 

vorticity generated by the front wing is taken 

account of. Interferences between the fuselage 

and the forward wing are considered as well. 

The average downwash gradient dε/dα is 

estimated according to method two in section 

4.1.1 of [14]. The related equations for 

calculating the lift curve slope of the whole 

aircraft as well as the downwash gradient are 

extensive and therefore not shown in this paper. 

The interested reader can find the relations in 

[9]. 

The evaluation of Eq. (22) is done with the 

help of a spreadsheet which is further referred to 

in section 3.5. 

3.5 Evaluation 

The conditions derived in section 3.3 are 
evaluated with the help of a spreadsheet. Input 

parameters are the geometry of the wing 

configuration and the aerodynamic parameters 

for cruise flight. Like this it is possible to assess 

different geometric and aerodynamic 

configurations. Flight phases other than cruise 

have yet to be investigated. 

It is desired to have the greatest possible CG 

envelope, which means that the stability limit 

should be situated as far aft as possible while 

the control limit should be situated as far 

forward as possible. 

3.5.1 Stability Limit 

The stability condition [Ineq. (19)] depends 

on the gradient dCL,2/dCL and on the modified 

volume coefficient 'V . A high value for 

dCL,2/dCL is beneficial for static longitudinal 

stability. Under practical conditions 

dCL,2/dCL = 1 can already be considered to be a 

very satisfying value. dCL,2/dCL mostly depends 

on the sweep of both wings. The sweep of the 

forward wing needs to be high. For example, 

reducing the sweep angle from 35° to 0° results 

in a reduction of about 10 % for dCL,2/dCL . The 

aft wing is swept forward. Here a lower amount 

of sweep is favorable. For example, a reduction 

of sweep from -25° to 0° yields an increase of 

about 6 % for dCL,2/dCL . These values apply for 

the medium range box wing aircraft presented in 

section 4. 
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The stability limit highly depends on the 

modified volume coefficient 'V . A high value 

improves stability. 'V  increases with increasing 

l’ and hence when the wings are placed far apart 

from each other. 

Looking at the trim condition [Ineq. (20)] it 

becomes obvious that the important parameters 

are the lift coefficient of the aft wing at zero 

total lift (CL,2)C,L=0 and the modified volume 

coefficient 'V  which has a positive value. For 

attaining static longitudinal stability the aft wing 

has a lower lift coefficient than the forward 

wing, hence (CL,2)C,L=0 < 0 (see Fig. 7). This 

results in the left hand side of Ineq. (20) being 

positive, even if pitching moment coefficients 

are negative. 
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Fig. 7 Lift coefficients of the individual wings vs. total 

lift coefficient of the box wing aircraft 

 

Manipulating the pitching moment 

coefficient of the wings (or possibly the 

fuselage) is not considered at this stage, but will 

be discussed in section 3.6. According to Eq. 

(21) (CL,2)C,L=0 depends on the lift coefficient of 

the aft wing at the investigated flight state as 

well as the total lift coefficient at this flight state 

and the gradient dCL,2/dCL. A low value for the 

lift coefficient of the aft wing CL,2 helps to 

comply with the trim condition. For a given 

total lift coefficient this means that the ratio 

CL,1/CL,2 needs to be high. 

For conventional tail aft configurations the 

positive zero lift pitching moment is provided 

by the horizontal stabilizer which produces a 

downward force and thus lets the aircraft pitch 

up. 

3.5.2 Control Limit 

For having a stable and controllable aircraft 

the control limit has to be situated in front of the 

stability limit. The more forward the control 

limit, the larger the CG envelope. Thus the sum 

of the right hand side of Ineq. (18) has to have 

the smallest possible value. In the beginning it is 

assumed that both wings have equal mean 

aerodynamic chord lengths and wing areas. 

Thus 'V  can only be changed with the help of 

the longitudinal distance of both wings l’. This 

parameter is however influenced by the sweep 

of both wings, their integration with regard to 

the fuselage and the tail as well as a feasible 

winglet sweep. Consequently changing l’ 

requires a complete redesign of the aircraft. So 

the only parameter to be freely manipulated in 

Ineq. (18) is the lift coefficient of the aft wing. 

All of the other parameters are defined by the 

flight state. Consequently the ratio CL,2/CL needs 

to be low (or CL,1/CL,2 needs to be high), as it 

was already desired at the end of section 3.5.1. 

3.5.3 CG Envelope Diagram 

It is possible to plot the CG envelope 

depending on the modified volume coefficient 

of the aft wing. The relating diagrams are shown 

in Figs. 8, 9 and 10 for different values of 

CL,2/CL,1. They apply for the medium range box 

wing aircraft presented in section 4 under cruise 

conditions with maximum take off weight and 

maximum payload. The CG envelope is the 

region forward of the stability limit and aft of 

the control limit. In Fig. 8 the ratio CL,1/CL,2 is 

unity. It can be seen that the box wing aircraft is 

unstable because the control limit is aft of the 

stability limit. Having a value lower than one 

(Fig. 9) moves the control limit further aft 

which deteriorates stability. The diagram for a 

properly chosen ratio of CL,1/CL,2 is depicted in 

Fig. 10. The relating CG envelope is indicated 

with the green line and is about 48 % MAC, 

which equals 24 % MAC for a conventional 

reference aircraft. The CG of the aircraft is 

within the allowable limits taking account of a 

static margin of about 5 % MAC in terms of a 

conventional wing. The static margin is 

indicated with the yellow line. In Fig. 10 the CG 

envelope would increase with higher values for 
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'V . Hence the longitudinal distance between 

both wings should be increased for a larger CG 

envelope.  

 

 

Fig. 8 CG envelope diagram for an unstable box wing 

aircraft (CL,1/CL,2 = 1) 

 

 

Fig. 9 CG envelope diagram for an unstable box wing 

aircraft (CL,1/CL,2 < 1) 

 

 

Fig. 10 CG envelope diagram for a stable box wing 

aircraft (CL,1/CL,2 > 1) 

For conventional tail aft aircraft the CG 

envelope diagram is used in order to determine 

the required 'V  for a desired CG envelope. Like 

this it is possible to size the horizontal stabilizer 

independently from the other aircraft 

components. This approach is not possible for a 

box wing aircraft. Here the value for l’ and the 

resulting 'V  is the result of the designed 

configuration. Based on the design the CG 

envelope diagram is drawn and it is checked 

whether the aircraft’s CG is within the 

allowable limits. If this is not the case, the 

aircraft has to be completely redesigned because 

the design of the wings, the fuselage, the tail 

and the resulting CG position all depend on 

each other. For conventional tail aft 

configurations it is possible to move the wing 

independently if it does not suit the CG position. 

3.6 Alternative Ways of Attaining Stability 

In section 3.5 the option of having unequal 

lift coefficients is favored for attaining static 

longitudinal stability. However, there also exist 

alternative options which have not been 

mentioned yet or which were intentionally 

excluded in order to explain the main idea in 

simple terms first. 

It is possible to combine wing twist and 

sweep so that the wing has a positive pitching 

moment. A part of the wing configuration in 

front of the CG has to produce a high amount of 

lift (e.g. the center region of the forward wing) 

while a part aft of the CG produces less lift or 

even a downward force (e.g. center region of the 

aft wing). This principle is also applied to flying 

wings where the wing tips mostly generate a 

downward force. This approach is not 

considered for the design of the medium range 

box wing aircraft because it causes the span 

wise lift distribution to deviate from the 

optimum. 

Another option is an adaption of the airfoils. 

With the help of reflexed airfoils whose rear 

sections are cambered upwards it is possible to 

have a positive pitching moment without 

applying twist and sweep as described above. 

However, it is unlikely that such airfoils are 

applicable to a transonic transport aircraft. In 

addition these airfoils will not provide a high 
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glide ratio. Designing the fuselage with a 

reflexed rear section is also possible, as it is 

shown in [15], but the question of applicability 

arises again. 

Another possibility is a control surface at the 

tail of the aircraft. In [16] a surface at the rear 

end of the fuselage is proposed. This option 

seems to be promising. A new formulation of 

the equilibrium of moments would be necessary 

to evaluate the effects regarding stability and 

controllability. The inner part of the aft wing 

could be equipped with upward deflecting 

elevators. However, this is nothing else as 

airfoils whose rear sections are cambered 

upwards. Substantial additional drag would be 

the consequence. An additional horizontal 

stabilizer independent from the aft wing could 
be a possibility or using a V-tail with 

symmetrically upwards deflected elevators (see 

Fig. 11). Further investigations would need to 

show if it is better to accept resulting trim drag 

than to accept a higher than minimum induced 

drag due to a lift distribution where L1/L2 > 1 

according to Fig. 4. 

4 Application to a Medium Range Box 

Wing Aircraft 

4.1 Design Approach 

The design of the medium range box wing 

aircraft is based on a reference aircraft 

comparable to the Airbus A320. Both aircraft 

have the same design mission. Like this it is 

possible to compare the characteristics of both 

aircraft in order to assess the potential of the 

box wing configuration. The design study is 

presented in [9] and [17]. For having a valuable 

comparison both aircraft are supposed to have 

the same total wing area and the same wing 

span. Both wings of the box wing aircraft have 

the same reference area. Because most of the 

investigations are preliminary the found design 

still leaves room for optimization. 

 

 

 

4.2 Implementation of Stability Require-

ments 

As discussed static longitudinal stability and 

controllability is attained with the help of 

unequal lift coefficients of both wings. The ratio 

CL,1/CL,2 is about 1,74 which was determined for 

cruise conditions. If an average lift coefficient 

of about 0,75 is assumed for cruise, the lift 

coefficient of the forward wing would be 0,96 

and that of the aft wing 0,55. The resulting CG 

envelope is about 48 % MAC, which is 

equivalent to an envelope of 24 % MAC for a 

conventional reference wing. This magnitude is 

only applicable for aircraft being well balanced 

with regard to their CG position. Aircraft with a 

different weight distribution require a larger CG 

envelope. For the box wing aircraft this would 
mean a further increase of the ratio CL,1/CL,2, 

which is not feasible taking account of the 

cruise lift coefficients of the individual wings. 

Consequently the box wing aircraft needs to be 

well balanced as well. This requires the 

individual CGs of the airframe, engines, fuel 

and payload all to be located approximately at 

the same position. Hence the CG shift is 

minimized for different payload and fuel 

quantities. The most forward position of the 

wing is limited by the required clearance to the 

front door. A forward swept vertical tail brings 

the wing in a symmetric position with respect to 

the fuselage. A compact fuselage also 

minimizes the CG shift for different loading 

conditions. Since the CG is close to the center 

of the cabin the CG shift proceeds almost 

symmetrically during loading. The resulting 

cabin layout includes seat rows with eight seats 

abreast and two main aisles. The increased cross 

sectional area allows for an accommodation of 

standard LD3 containers. The fuselage is 

formed as a drop which is an efficient 

aerodynamic shape. Detailed investigations of 

the optimum fuselage fineness ratio (fuselage 

length to diameter ratio) can be found in [18]. 

Fig. 12 of [18] shows a minimum drag of the 

fuselage relative to cabin surface for a fineness 

ratio of about 7.5. With a fineness ratio of 5,8 

the proposed box wing aircraft is not too far 

from this optimum. The fuselage is lighter than 

the reference fuselage because of its higher 
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diameter and decreased length. The resulting 

aircraft layout is shown in Fig. 11. 

 

 

Fig. 11 Three view drawing of the medium range box 

wing aircraft 

 

Another design feature of the aircraft is the 

V-tail which is also proposed in [5]. With its 

help the aft wing is supported by two surfaces 

what increases its stability. Mainly the V-tail is 

supposed to function as vertical stabilizer, but 

its angular surfaces also provide the possibilities 

of a horizontal stabilizer. It could help to 

achieve the positive zero lift pitching moment 

which is needed to comply with the trim 

condition [Ineq. (20)]. However, this would 

require a new analysis. 

4.3 Decrease of Aerodynamic Efficiency 

With the help of the ratio CL,1/CL,2 it is 

possible to determine the increase of induced 

drag according to biplane theory [Eq. (7)]. Since 

both wings of the box wing aircraft have the 

same reference area and it is assumed that they 

are exposed to the same dynamic pressure, the 

ratio of lift coefficients is the same as the ratio 

of total lift L1/L2. Hence it is possible to apply 

Eq. (7). With the given ratio of 1,74 (section 

4.2) Di/Di,min = 1,034 is the result, so there is a 

3,4 % increase of induced drag because of the 

unequal lift of both wings. According to Eq. 

(24) below this is equal to a 3,4 % decrease of 

the span efficiency factor, provided that all of 

the other parameters in Eq. (24) are constants. 
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Applying Eq. (25) for the determination of 

the maximum glide ratio Emax this results in a 

1,7 % decrease of the maximum glide ratio. 
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CD,0 is the zero lift drag coefficient of the 

aircraft. For the designed medium range box 

wing aircraft a drop from 20,7 to 20,4 results for 

Emax because of the unequal lift of both wings. 

Because of that the aircraft consumes about 

110 kg more fuel for the reference mission than 

with minimum induced drag. 

It needs to be emphasized that these numbers 

result when applying biplane theory, as it is also 

done in [2] and [5]. But from [10] and [11] it 

can be understood that biplane theory may not 

be applicable to box wings in terms of induced 

drag calculation because the theory does not 

take account of the special characteristics of 

closed wing systems. According to [10] and 

[11] there should be no increase of induced drag 

for ratios of L1/L2 being higher than one. So it 

seems that biplane theory gives an upper limit 

of the increase of induced drag. However, the 

efficiency loss according to biplane theory is 
small. Hence it is unlikely to have a 

significantly decreased induced drag with the 

options presented in section 3.6.  

The determination of the induced drag of a 

box wing configuration with the help of simple 

equations may not produce results accurate 

enough. For a more detailed assessment of the 

induced drag of the final configuration it is 
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necessary to use computational fluid dynamics, 

preferably vortex lattice methods. 

5 Conclusion 

In this paper the characteristics concerning 

static longitudinal stability and controllability of 

box wing aircraft and the resulting effects 

regarding aerodynamic efficiency were 

investigated. It was shown that it is possible to 

determine the induced drag of an optimally 

loaded box wing aircraft with the help of 

literature data. According to biplane theory one 

condition for optimum loading is that both 

wings generate the same amount of lift. From 

the assessment of static longitudinal stability it 

was reasoned that this condition is most likely 

violated. 

For assessing static longitudinal stability and 
controllability the theoretical foundations were 

presented. These were applied to the box wing 

configuration which resulted in a formulation of 

the allowable CG envelope, based on the 

negligence of thrust and drag forces as well as 

the assumption of horizontal and non-

accelerated flight without an additional 

horizontal stabilizer or control surface 

deflection. It was discovered that having equal 

lift coefficients at both wings leads to an 

unstable aircraft provided that the zero lift 

pitching moment of the wings is negative. For a 

stable aircraft the ratio CL,1/CL,2 has to reach a 

certain value higher than one. The higher the 

value, the larger is the CG envelope of the 

aircraft. Depending on the flight state the lift 

coefficient of the forward wing could become 

problematic. It is also possible to attain stability 

without increasing the ratio CL,1/CL,2. In this 

case the combined zero lift pitching moment of 

the wings and the fuselage needs to be positive. 

A compromise between a manipulation of the 

wing/fuselage zero lift pitching moment and a 

lower ratio CL,1/CL,2 is also possible. Adapting 

the wing geometry for attaining stability might 

be in conflict with other design requirements. 

The application of the found results was 

demonstrated with the help of a medium range 

box wing aircraft based on the Airbus A320. 

The wings were supposed to have a value of 

-0,1 for the zero lift pitching moment. The ratio 

CL,1/CL,2 was determined to be 1,74 for cruise 

which provides a CG envelope of 48 % MAC. 

This is equal to an envelope of 24 % MAC for a 

comparable and conventional reference aircraft. 

A larger envelope would require a higher value 

for CL,1/CL,2 which does not seem to be feasible. 

Therefore the layout of the aircraft is well 

balanced regarding the CG position. The 

empennage was chosen to be a V-tail which 

could act as additional horizontal stabilizer. In 

this way the CG envelope could be increased for 

a given CL,1/CL,2 ratio or the CL,1/CL,2 ratio could 

be decreased for a given CG envelope. A 

profound assessment of this possibility has yet 

to be made. 

The decrease of the span efficiency of the 

medium range box wing aircraft because of 
stability requirements was determined according 

to biplane theory. Its span efficiency factor is 

decreased by 3,4 % which results in a 1,7 % 

decrease of the maximum glide ratio. This 

means an increase in fuel burn of about 1 % for 

the reference mission, which is about 110 kg. 

However, judging from the aerodynamics of 

closed wing systems there may not even be an 

increase in induced drag and hence in fuel 

consumption when the box wing aircraft is 

stabilized with a ratio CL,1/CL,2 > 1. 
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Abstract

The interest in the design and implementa-

tion on modern aircraft of morphing concepts,

able to guarantee the capabilities to adapt their

shape based on the different flight missions re-

quest, is more and more growing. The paper

summarizes the research activities performed

by Politecnico di Milano in the field of morph-

ing wings aiming at investigating possible im-

plementation techniques for the active camber

morphing concept. Special attention is focused

on the development of a design framework,

named NeoCASS+, that can be used right from

the conceptual design phase to perform multi-

fidelity analyses by modeling the interaction be-

tween three different design levels or tools. At

first the aircraft conceptual design level, where

both the aeroelastic analysis and optimization

capabilities as well the possibility to consider

and evaluate the benefits of morphing concepts

are included. Second, a morphing airfoil shape

optimization tool coupled with a compact airfoil

geometry representation approach. Finally, a

synthesis of compliant mechanisms tool able to

support the designer in the definition of the

structural configuration of morphing wing.

1 Introduction

The increasing interest in developing morphing

aircraft is mainly based on the idea to adapt

their shape to optimize specific performance

indices during the mission. It allows to satisfy

the more stringent environmental impact con-

straints, such as the ones established by the

so called Strategic Research Agenda 2 [1] by

ACARE. Indeed, looking at the medium and

long term period, it is evident that significant

steps forward to more efficient aircraft, able

to meet direct and indirect greening require-

ments, will be achievable only by enhancing

the aircraft capability to adapt its shape so

to maximize the efficiency during all the flight

envelope [2].

Nevertheless, the design of these kind of de-

vices requires the availability of ad–hoc devel-

oped procedures able to tackle the conflicting

requirements such as the high deformability re-

quested to change the airfoil shape coupled to

the load carrying capability. Despite the many

morphing concepts proposed in the literature,

few of them have been taken into account by

civil aircraft industry till now due to many rea-

sons, among the others the non–fully demon-

strated efficiency of such devices, the certifica-

tion related issues, the maintenance difficulties
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and, in summary, the actual unclear advantage

in terms of global direct operational costs.

One of the possible way to make morphing

concepts more appealing for aerospace indus-

try could be the development of design tools

able to take into account of possible, realistic

morphing concepts, and to evaluate their ben-

efits, right from the conceptual design phase,

where the final aircraft configuration has still

to be frozen.

This paper presents a Design and Simula-

tion Framework for Morphing Aircraft called

NeoCASS+ that, starting from the previous

experience gained during the recent EU–FP6

funded project named SimSAC, allows for a

fast conceptual design loop, including aeroe-

lastic and MDO analysis, of modern aircraft

equipped with morphing concepts. One of the

main advantage of the proposed framework

is the capability to quickly generate, almost

hand–off, the full aeroelastic model of free fly-

ing aircraft, so allowing to investigate many

and different aircraft configurations. In partic-

ular, the emphasis is here directed to the active

camber morphing concept and to the evalua-

tion of the impact of continuous chord–wise

and span–wise camber variation on trimmed

configuration in terms of lift to drag ratio or

load distribution.

2 The Morphing Aircraft Framework

The Morphing Aircraft Framework here pro-

posed is depicted in Fig. 1. It is based on

three main components: the NeoCASS (Next

generation Conceptual Aero-Structural Sizing

Suite) suite [3, 4], a tool for the aerodynamic

optimization of morphing airfoils and finally

a dedicated design tool for the optimal struc-

tural configuration of morphing wings, named

MorfeO (MOrphing aiRFoil dEsign and Opti-

mization). The aim of each component can be

summarized as follows:

• NeoCASS is the kernel of aircraft concep-

tual design phase, allowing to both pro-

vide the structural sizing as well as the

aeroelastic analysis and optimization ca-

pabilities. Here it is extended with the

capability to quickly model variable cam-

ber airfoils.

• The aerodynamic optimization module is

invoked by NeoCASS to investigate the

effect of adopting morphing technologies

in place of classical control surfaces, able

to modify the airfoil shape. Indeed, it is

used to optimize the airfoil shape to match

pre-defined mission requirements specified

by NeoCASS but maximizing the aerody-

namic efficiency.

• Finally, once an optimal airfoil shape has

been defined, MorfeO is used to design its

internal structure, i.e., the adaptive rib,

so to guarantee that the deformed shape

of the airfoil matches as much as possible

the optimal aerodynamic shape with the

minimum of energy requested for actua-

tion.

The entire procedure is linked to a com-

pact airfoil representation technique (CST –

Class/Shape function Transformation), based

on the approach proposed by Kulfan in [5],

which on one hand is used by the airfoil shape

optimization and by MorfeO, on the other

hand helps to introduce mesh deformations

into the aircraft aerodynamic model where the

morphing control surfaces are placed. The

CST tool allows to deform the global shape of

the airfoil without affecting its local regular-

ity and it is based on merging a Shape Func-

tion with a baseline shape described by a Class

Function. The Class Function is a non-linear

function that mathematically defines a variety

of basic airfoil shape, while the Shape Func-

tion is decomposed into scalable components

represented by the Bernstein polynomials.

The whole framework, in the current ver-

sion, includes the variable camber morphing

concept only allowing to investigate the effect

of seamless control surfaces, like ailerons and

flaps, in place on traditional ones at concep-

tual design level. It adopts both typical low

fidelity tools, for the aerodynamic and struc-
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Figure 1: NeoCASS+scheme

tural modeling, as well as easy interfaces with

medium to high fidelity aerodynamic tools.

In the following sections each component

of NeoCASS+ framework will be briefly de-

scribed.

3 NeoCASS

NeoCASS (Next generation Conceptual Aero

Structural Sizing) is a suite of modules that

combines state of the art computational, ana-

lytical and semi–empirical methods to tackle

all the aspects of the aero-structural analy-

sis of a design layout at conceptual design

stage. It gives a global understanding of the

problem at hand without neglecting any as-

pect of it: weight estimation, initial struc-

tural sizing, aerodynamic performances, struc-

tural and aeroelastic analysis from low to

high speed regimes, divergence, flutter anal-

ysis and determination of trimmed condi-

tion and aerodynamic derivatives both for the

rigid and deformable aircraft. More specif-

ically, NeoCASS includes two main mod-

ules, respectively named GUESS (Generic Un-

knowns Estimator in Structural Sizing) and

SMARTCAD (Simplified Models for Aeroelas-

ticity in Conceptual Aircraft Design). A third,

external module, named W&B, is indeed nec-

essary in order to have a first estimate of the

non-structural masses and their location for

the estimation of inertial loads.

The semi-analytical module named

GUESS , based on a modified version of

the AFaWWE code (Analytical Fuselage and

Wing Weight Estimation) [6], is run to pro-

duce for the whole airframe a first-try stiffness

distribution on the basis of user-defined sizing

maneuvers. The first trial structural sizing is

performed in a fully stressed design condition

and introduces structural instability limits for

compressed panels and stiffeners. However,

no aeroelastic effect is considered during this

sizing phase, due to the implicitness of the

problem. Thus, once the initial structural

sizing and the first stiffness distribution is

determined by GUESS , a structural and

aerodynamic mesh is automatically generated

to allow for the successive numeric aeroe-

lastic assessment and optimization, run in

SMARTCAD .

GUESS estimates only structural primary

masses, starting from W&B results, which

then are refined by means of a regression to

account for secondary structural weight; in the

morphing simulation framework the masses re-

lated to conformal control surfaces and high lift

devices can be updated.

At the conceptual level the main goal is fo-

cused on determining and representing at least

structural/non-structural mass and stiffness

distribution to satisfy strength, stiffness and

stability requirements. Few simple lumped

structural elements capable of giving equiva-

lent structural behavior can be used for this

purpose such as a linear equivalent plate, lin-

ear beam or non-linear beam to introduce ge-

ometry non-linear effects [7] in case, for exam-

ple, large displacements have to be considered.

These models lead to low–order algebraic prob-

lems, keeping the computational cost very low

and allowing several configurations to be ex-

amined quickly.

The time for the preparation of the

aeroelastic model is minimized: indeed,

GUESS automatically generates both the

structural as well the aerodynamic meshes as

well all the necessary information for the fluid-

structure coupling. A change in a geometry
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parameter describing the aircraft at hand, is

automatically reflected to the numerical model

by means of automatic grid generation, allow-

ing the whole process to be restarted for a suc-

cessive analysis on the updated model, avoid-

ing the need of detailed structural data.

SMARTCAD, on the other hand, is the

aeroelastic kernel, dedicated to aero–structural

analysis, which allows static and dynamic anal-

yses to be carried out. It can be used as

a stand-alone application once the structural

and aerodynamic meshes are provided. Differ-

ent kind of analysis can be carried out:

• Static analysis, linear buckling.

• Vibration mode calculations.

• Linearized flutter analysis.

• Linear/nonlinear static aeroelastic analy-

sis, trimmed calculation for a free-flying

rigid or deformable aircraft.

• Steady and unsteady aerodynamic analy-

sis to extract derivatives for flight mechan-

ics applications.

• Structural optimization.

Two low-fidelity aerodynamic methods are

available in SMARTCAD , depending on

whether steady or unsteady analysis is car-

ried out: Vortex Lattice Method (VLM) [8]

with camber contribution on normalwash once

the airfoil description is provided and Doublet

Lattice Method (DLM) [9] for the prediction

of the generalized forces due to harmonic mo-

tion in the subsonic regime. Both methods are

based on potential flow theory leading, under

the hypothesis of irrotational, isentropic and

inviscid flow to a Laplace’s equation respec-

tively for the linearized velocity or accelera-

tion potential. The same geometric discretiza-

tion of the aerodynamic surfaces as a flat lift-

ing surface with singularities and collocation

points located respectively at

1
4
and

3
4
of each

panel chord is used so that Kutta condition

is satisfied a priori. Thus, the same mesh is

used (see Fig. 2), with the only exception that

Three−node beam element

Beam geometrical node
Node offset

Beam reference point

Beam collocation point

Lumped mass

Aeronodes for spatial coupling

VLM/DLM aerodynamic lattice

Stress recovery points

Aeronodes for spatial coupling

Figure 2: Aerodynamic meshes

the VLM takes into account camber contri-

butions through boundary conditions and re-

quires trailing vortexes for wake modeling.

Finally, an interface scheme to exchange dis-

placements and loads between the structural

grid and the aerodynamic boundary surface

is required. Two class of methods are avail-

able for this purpose within SMARTCAD : a

scheme based on Moving Least Squares (MLS)

method [10] and the Radial Basis Function

(RBF) method [11]. Both methods ensure

the conservation energy transfer between the

fluid and the structure and they are suitable

for the treatment of complex configurations.

To avoid interpolating rotations and using the

same algorithms in a straightforward way also

for CFD meshes, extra points are added along

the wingbox through rigid arms. Aerodynamic

loads are distributed along both master beam

nodes and these additional nodes. Loads are

then reduced to lumped forces and moments

on the former set of nodes.
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Figure 3: Active camber variation applied

to the aerodynamic mesh.

3.1 Active Camber Concept Imple-

mentation

The performance requirements coming from

NeoCASS+ is used to determine the aerody-

namic characteristics of the airfoil providing

the appropriate CL for each mission segment,

which reduces the feasible solution field, i.e.

morphing shapes set, where the shape opti-

mization algorithm described in Section 4 will

work.

Once known the deformed shape, it can

be exported as a CST object so that

NeoCASS+ could manage active camber. In

the vortex lattice method the aerodynamic is

referred to a planar surface, including mean

line effects by changing normal orientation ac-

cordingly. Control surfaces are managed rotat-

ing, physically, the related mesh portion, thus

imposing the correct boundary conditions.

The active camber is thus implemented at

aerodynamic mesh level: it acts as a con-

trol surface, deforming a portion of the mesh

where the conformal surface is located. An air-

foil shape change is translated in a mean line

change, section by section, as sketched in Fig.

3. Aerodynamic loads change accordingly and

are transferred to structural grid. The camber

variation law used to deform the aerodynamic

grid is the result of the airfoil shape optimiza-

tion, which will be described in the following

section.

Results on a civil aircraft equipped with con-

formal control surfaces undergoing a roll ma-

neuver [12] showed that, despite relevant per-

formance gains on the rigid aircraft, a thor-

ough aeroelastic analysis should be pursued:

when aeroelastic effects are introduced, it can

be noted that the adaptive solution in fact

worsen roll performance as speed increases.

This is due to pressure distribution on wing

section, as depicted in Fig. 4: the classical

aileron Cp displays a peak of pressure next to

the hinge axis and then quickly decreases un-

til trailing edge; this peak shifts distribution

resultant toward trailing edge inducing a nose-

down moment which twists the airfoil. When

deploying the conformal surface, the peak is

lower due to smooth deflection but the pres-

sure remains high until trailing edge, shifting

even further aerodynamic force and thus gen-

erating a higher nose–down moment compared

to classical aileron; this induces a higher twist

of the section, lessening surface effectiveness.

The gain could become a loss when aeroelas-

tic effects are introduced. A possible counter–

measure is change the active camber concept,

not relying only on the trailing edge.

It was observed [13] that a leading edge con-

trol surface basically acts on aerodynamic mo-

ment while keeping unchanged the force: an

opposite deflection of leading and trailing edge

thus allows to control wing twist.

4 Morphing Airfoil Shape Optimiza-

tion

In a first step, the airfoil requirements are de-

rived by NeoCASS taking into account for re-

alistic morphing concepts and evaluating their

impact on the trimmed configuration in terms

of complete aircraft lift and load distribution.

Then, the optimal morphing airfoil for each

flight condition is obtained by using a shape

optimization solver. It is based on medium

high–fidelity 2D aerodynamic codes, and deals

with finding the best airfoil shape change able

to meet the local 2D lift coefficient under spe-

cific structural constraints related to the role

played by the skin. The wing region where

the morphing device is applied is obtained as

a blended surface connecting a family of opti-

mized morphing airfoils.
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Figure 4: Comparison between chordwise

distribution of the conventional and mor-

phing control surface lift coefficient

The results of this airfoil shape optimization

are used in two different ways. They repre-

sent the feedback for the NeoCASS aircraft full

model that can be used to update the shape

variation law which introduces into the aircraft

model the aerodynamic mesh deformation cor-

responding to the shape changes of the mor-

phing control surfaces. On the other hand, the

best morphing airfoil shapes can be passed to

MorfeO where they are used as target shapes

in order to design the internal compliant struc-

ture which must be able to produce the desired

shape change under the the external aerody-

namic load corresponding to the flight condi-

tions defined during the aeroelastic analysis

performed on the free flying aircraft model.

Once the morphing mechanism is synthesized

and the power actuation is estimated, they can

be used in order to update the morphing de-

vices masses into the full aircraft model.

The airfoil optimization can be viewed as a

high–fidelity optimization step that provides

the best airfoil change able to meet the re-

quested local 2D lift coefficient [14]. Moreover,

the shape optimization of morphing airfoils is

a critical task because it requires to find the

most suitable morphing strategy able to max-

imize the aerodynamic efficiency and at the

same time to limit the deformation energy of

the skins and the power of actuator necessary

to control the shape change. Special atten-

tion must be devoted to the definition of the

constraints and to the optimization problem

formulation.

4.1 Constraints

The definition of morphing airfoils is strongly

influenced by the presence of the skins which,

through the wing joints, are an obstacle to the

motion to achieve the shape change required

by a specific mission. The shape optimization

here presented is able to guarantee the most

efficient aerodynamic shape as well as the min-

imum or a limited level of axial and bending

stresses in the skin. This is possible thanks to

the adoption of the CST technique, here ex-

tended to both leading and trailing edge con-

tinuous control surfaces (see [14, 15] for more

details about the adopted mathematical for-

mulation).

The CST parametrization technique is well

suited to represent the shape changes of mor-

phing airfoils but also to describe the struc-

tural behavior of the skin. Due to the fully

analytical description of airfoil and to the re-

duced number of parameters requested to de-

scribe its morphing shape, the geometric calcu-

lation of the length L(x) and curvature κ(l) of

the skins is immediate. Moreover, the length

and curvature of airfoil upper and lower sur-

faces are geometrical quantities which could be

strictly related to the structural properties of

the morphing airfoil skin. The maximum stress

consists of two term: the stress due to axial

tension or compression σaxial and the stress due

to bending σbend.

When the airfoil shape changes due to a

morphing process, it is easy to compute the

length of both undeformed and morphing air-

foil surfaces and to estimate the axial stress
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that is required to stretch or compress the air-

foil skin. The bending stress is computed cal-

culating the curvature difference between the

initial and the final airfoil shape with respect

to the two normalized arc lengths l, as follow:

∆κ(l) = κm (x(l))− κu (x(l)) (1)

where κu and κm are the curvature functions

of the undeformed and morphing airfoil, x(l)

is the inverse of normalized arc length func-

tion that can be computed starting from L(x).

According to Euler–Bernoulli beam theory, the

maximum bending stress along the skin can be

calculated from the curvature difference func-

tion as:

σbend =
Et

2

(∆κ(l)) (2)

where E is the Young’s Modulus and t is the

skin thickness. Since Equation 2 is based on

the difference between the final and initial cur-

vature distribution, it is general and suitable

to compute stress values due to shape changes

corresponding to large displacements. The

available length and curvature variations of the

airfoil’s upper and lower surfaces, strictly re-

lated to the axial and bending stresses gen-

erated when the skin is forced to assume the

morphing airfoil shape, can be used as explicit

constraint function to add to the lift coefficient

constraint Cdesired
L coming out from the con-

ceptual simulation performed by NeoCASS.

4.2 Problem Formulation

For the flight conditions considered in Neo-

CASS, the airfoil shape is obtained by solving

a minimum drag airfoil optimization problem

subject to lift coefficient requirements and skin

structural constraints. Thus the shape opti-

mization here presented is used to guarantee

that the morphing airfoil has optimal aerody-

namic characteristics over different flight con-

ditions and under structural constraints based

on the CST geometrical quantities.

Although the shape optimization procedure

is general and any CFD solver can be used, at

the moment the shape optimization is coupled

to the 2D viscous solver named XFOIL [16].

The optimization algorithm used here is the

Sequential Quadratic Programming algorithm

(SQP).

In this optimization problem, fixed parame-

ters are the structural box front CFS and rear

CRS spar positions, the desired morphing lead-

ing edge ∆ZLE and trailing edge ∆ZTE de-

flection with respect to the undeformed airfoil.

As these informations the aerodynamic param-

eters required to perform the airfoil analysis

(Angle of Attack AoA of trim, altitude h, speed

V
∞
, and Reynolds number Re), correspond-

ing to the different flight conditions, are di-

rectly derived by the NeoCASS conceptual de-

sign tool.

Two different optimization problems for air-

foil trailing and leading edge can be defined.

In both cases the objective function consists

of two terms: the first one acts on the air-

foil region which must be kept undeformed,

while the second one is the aerodynamic drag

CD. While the aerodynamic term controls the

shape of the morphing trailing or leading edge,

the other one works to fit the undeformed air-

foil region corresponding to the structural box

defined by the front and rear spar position.

Since the two terms affect different airfoil re-

gions, they do not represent conflicting design

objectives. One simple way to combine these

two terms is using a simple multi–criteria ap-

proach based on the weighted sum of the two

terms. In addition to the constraints previ-

ously described, an inflatable term ∆A, repre-

senting the maximum allowable airfoil internal

area variation, with respect to the undeformed

one, is introduced to avoid the generation of

unrealistic morphing shapes with a too much

stretched thickness.

The general optimization problem which al-

lows to determine the morphing leading or

trailing edge shape change can be stated as

follows:
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Minimize:

w · ‖zm(xbox)− zu(xbox)‖
2
2+(1−w) ·CD (3)

such that:

CL ≥ Cdesired
L

(σbend, max) < σallowable

|Lm − Lu| ≤ ∆L · c

|Am − Au| ≤ ∆A ·Au

where w is the weighting coefficient, the first

term of the objective function represents the

Least Square Error (LSE) between the unde-

formed and the deformed airfoil shape, xbox is

the structural box region abscissa, while the

zu and zm are the undeformed and morphing

airfoil ordinate. The first constraint represents

the minimum lift coefficient requirement, next

constraint allows to define the maximum al-

lowed structural stress, while the third con-

straint represents the maximum allowed length

variations, in chord percentage, of the leading

edge skin or the upper and lower surface skins.

Finally, the fourth term represents the inflat-

able term, where Am and Au are the internal

areas of the deformed and undeformed airfoil.

Fig. 5 shows an example of leading and

trailing edge shape change together with the

morphing bending stress distribution along the

skins obtained by applying the CST based

shape optimization to a NACA 632215 and

placing the front spar at CFS = 0.2 c and the

rear spar at CRS = 0.6c. The aerodynamic pa-

rameters correspond to a flight condition with

Re = 3.E+6, AOA = 9 degrees for the leading

edge and Re = 3.E + 6, an Angle of Attack of

AOA = 6 degrees for the trailing edge.

5 MorfeO

MorfeO (MOrphing aiRFoil dEsign and Opti-

mization) is the part of a more general tool for

the synthesis of compliant mechanisms [14, 17],

dedicated to the design of morphing airfoils. A

morphing airfoil includes the skin, a structure

and a mechanism. Any process to design a

morphing airfoil must simultaneously include

these elements.
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Figure 5: Bending stress distribution of the

morphing airfoil coming out from the shape

optimization by imposing a leading edge de-

flection of −0.05c and a trailing edge deflec-

tion of −0.12 c.

MorfeO allows to conciliate the conflicting

requirements of deformability, load–carrying

capability and low weight design systems by

means of the synthesis of compliant mecha-

nisms based on the distributed compliance con-

cept, in which only flexible elements are em-

ployed instead of rigid links connected by flex-

ure hinges. These lightweight systems are op-

timized to spread elastic strain over the en-

tire structure so that all its elements share

the actuator input load to produce large defor-

mation. A compliant structure without stress

concentrations is suitable for load bearing ap-

plications, as requested by aircraft structures.

Once the morphing airfoil shape optimiza-

tion is completed, MorfeO allows to the design

of the best airfoil internal structural configura-

tion able to match, once actuated, the optimal
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shape defined in 4.2.

5.1 Load Path Representation for the

Design of Morphing Airfoils

MorfeO is based on the load path representa-

tion which is a particular design parametriza-

tion of the stiffness tensor employing load

paths to represent different structural topolo-

gies, cross–sectional beam areas for the sizing

problem and the position of essential points for

the shape problem [15]. This unified approach

is based on beam element models so that the

results are steered to solutions based on dis-

tributed compliance concept. This approach is

valid for the synthesis of Single–Input Single–

Output (SISO) compliant mechanisms [18, 19]

and it can be successfully applied to the design

of Single–Input Multi–Output (SIMO) compli-

ant mechanisms for the structural shape con-

trol [20].

When the load path representation is ap-

plied to the shape control problems like the

morphing airfoils, it allows to optimize a com-

pliant structure able to transfer the input ac-

tuator force to a set of so–called active output

points placed along the boundary of the struc-

ture, in order to change its shape and min-

imize a functional, under several constraints.

Load paths are physical connection sequences

between three different types of points: the

input actuator, structure constraints and ac-

tive output points. The three types of es-

sential points define as many load paths con-

necting load input and active output points

(InOut paths), load input and constraint

points (InSpc paths), and constraint points

and active output points (SpcOut paths). A

fourth type of characteristic points is repre-

sented by the structure internal points which

are the load path intermediate connections.

When the load path representation is ap-

plied to shape control problems, the design

variables include path sequence (Seq), bi-

nary path existence variable (Top), internal

point coordinates (InterLoc) and cross sec-

tional load path sizes (Dim). Moreover, the

design variables also include load path out-

put destinations (Dest) and structure bound-

ary sizes (hBound).

A number of points placed along the air-

foil skin contour, greater or equal to the num-

ber of active output points, is used to mini-

mize the Least Square Error (LSE) between

the deformed curve and the target shape which

comes out from the morphing airfoil shape op-

timization level described in Section 4. The

optimization problem tries to minimize the

least square error under size constraints for the

load path beam elements and structure bound-

ary elements, internal point boundaries, two

global connectivity equations, stress and buck-

ling constraints and the elastic equilibrium

equation. In order to calculate the deformed

curve every set of load path is transformed into

a sequence of Finite Volume Beams [21].

The Finite Volume C0
Beam is a partic-

ular type of beam, usually adopted as de-

formable connection component in the multi-

body applications. It is a three–node non–

linear beam which proved to be intrinsically

shear–lock free. The finite–volume approach

leads to the collocated evaluation of internal

forces and moments, as opposed to usual vari-

ational principles which require numerical in-

tegration on a one–dimensional domain. Since

the use of non–linear analysis can be funda-

mental to describe the behavior of mechanisms

subject to large displacements, the equilibrium

equation is represented by the residual conver-

gence. Finally, the structural solver incorpo-

rates modal, buckling, static linear, non–linear

analysis modules.

When the output active point number and

locations are defined, the designer can specify

the minimum discretization mesh size of the

skin finite volume beam model, in order to im-

prove the resolution of the results. A number

of points placed along the airfoil skins model,

greater or equal to the number of active output

points, can be used to minimize the LSE. The

additional points introduced along the bound-

ary allow to spread the pressure load, coming

out from the aerodynamic analysis, on the air-

foil skins. Moreover the designer can define, in
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an graphical interactive way, both the internal

point locations and a set of load paths.

MorfeO is coupled to the CST tool in in or-

der to assist the engineer in the preparation of

optimization problem. Besides providing the

target curve, the CST tool defines the design

domain and analytically imposes the structure

internal point boundaries included in the op-

timization constraints. Moreover, it allows to

identify the optimal position of the active out-

put points and helps to compute the external

aerodynamic load. Morphing airfoil meets the

load–carrying requirement if they are able to

adapt their shape and to maintain it under the

external aerodynamic load corresponding to

the same flight conditions defined in NeoCASS.

MorfeO includes the interaction between the

mechanism/structure and the fluid by means

of a technique based on the Radial Basis Func-

tion (RBF) in order to build a coupling be-

tween structural and aerodynamic models.

5.2 Genetic Optimizer

Because the deformation of the airfoil skins is

influenced by both the topology and the di-

mensions of the compliant mechanism, it is

important to unify and simultaneously address

the topology and size design of the airfoil struc-

ture. For this purpose, MorfeO incorporates a

customized Genetic Optimizer where the indi-

viduals making up the population, are com-

posed by mixed–type design variables and the

generation of each new population is produced

by selection, crossover and mutation dedicated

strategies which represent the kernel of the

whole design tool. Writing dedicated selection,

crossover and mutation subroutines allows to

combine the topology synthesis, the size and

shape optimization into the same process, by

imposing connectivity, stress and buckling con-

straints simultaneously.

5.2.1 Multiobjective Approach

The synthesis of morphing airfoil is defined

as the design of a structure able to convert a

displacement or a force in order to efficiently

transfer the deformation work from an input

point (actuator) to the output points placed

along the skins. This requirement is only kine-

matic, and additional structural requirements

are necessary in order to maintain the un-

deformed or deformed shape under external

loads. Considering the distributed compliance

concept implies an indirect control of the over-

all stiffness of the structure. In order to design

a compliant mechanism able to meet both kine-

matic (motion) and structural (load–carrying)

requirements, the design is decomposed into

several parts considering the mechanism design

and the structure design, respectively, for a

number of load conditions corresponding to the

flight condition analyzed in NeoCASS . These

design problems are combined by incorporat-

ing a multiobjective optimization, based on the

concept of Pareto domination, in the genetic

optimizer. The Pareto–optimal set of resul-

tant fitnesses is a set of solutions such that it is

not possible to improve any objective without,

at the same time, worsening another; all the

other solutions are dominated by these better

ones and can be discarded.

In general, more than one load conditions

corresponding to the undeformed shape and

more than one target shapes corresponding to

different flight conditions can be considered.

On one hand, the morphing airfoil internal

configuration which minimize the LSE is one

that maximize the virtual work required be-

cause the displacements of the output points

allow to match the desired airfoil shape change

[22], under the input actuation load and the

external aerodynamic loads corresponding to a

given flight condition. On the other hand, the

structural requirement can be met by solving a

system where the input point is fixed and the

external aerodynamic loads are applied along

the airfoil skins. Minimizing the LSE between

the deformed curve and the undeformed air-

foil allows to account for the resistance of the

workpiece.

Fig. 6 show an example of leading and

trailing edge design, obtained by applying

MorfeO to the NACA 632215 airfoil and using
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Figure 6: Finite Volume Beam based lead-

ing and trailing edge model with aerody-

namic loads and corresponding maximum

morphing normal stress distribution.

the target shapes of Fig. 5.

6 Conclusions

The paper describes a framework for the con-

ceptual design of aircraft equipped with mor-

phing devices. It is composed by three main

components. The first one, i.e., NeoCASS, is a

consolidated tool that has been already proven

and validated since many years. The other

two, for the aerodynamic optimization and for

the optimal structural design based on com-

pliant structures concept, i.e., MorfeO, have

been recently developed. An exhaustive vali-

dation of the complete proposed framework is

not easy due to the high number of tools avail-

able inside the framework but also because of

the difficulty to find public data and reference

results concerning morphing aircraft. Never-

theless, the validation of the single components

of the framework is under way and some results

showing the successfully application of the pro-

posed methods have been included in the pa-

per.
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Abstract 

The spatially periodic system of the dielectric 
barrier discharge actuators intended for 
laminar flow control on a swept wing is 
considered. The original scheme of the system 
ensuring the discharge formation only near one 
edge of every exposed electrode is proposed. 
The mathematical model of the dielectric 
barrier discharge in air is used for calculation 
of such main characteristics of every actuator 
as generated volumetric force and heat release. 
Numerical simulation carried out at one set of 
parameters of the formulated mathematical 
problem demonstrates the utility of the proposed 
scheme of multi-actuator system. 

1 Introduction 

The method of laminar flow control (LFC) 
on a swept wing based on an attenuation of the 
cross-flow-type instability by means of 
electrogasdynamic (EGD) influence on three-
dimensional boundary layer in the vicinity of a 
wing leading edge was proposed at TsAGI more 
than 20 years ago [1]. Practical realization of 
this method seems to become realistic owing to 
the usage of EGD-actuators operating on the 
base of the dielectric barrier discharge (DBD) 

[2]. The concept of the proposed LFC method is 
illustrated on Fig. 1. 

 
V

V
VCFVMF

LE LE

V

F||

F||a b  
Fig. 1 The sketch of the LFC method 

Here V∞ is the free-stream velocity vector, 
LE is the swept wing leading edge, V is the gas 
velocity vector in some point inside a boundary 
layer, VMF and VCF are the main-flow and cross-
flow components of the velocity vector, blue 
dashed curve shows the external inviscid 
streamline, red solid curves show the exposed 
electrodes of DBD-actuators, F|| is the vector 
component of the volumetric force generated by 
every actuator and directed parallel to a wing 
surface. 

The simplest configuration of DBD-actuator 
system is shown on Fig. 1, a. The exposed 
electrodes are placed continuously from lower 
to upper surfaces of a wing perpendicular to its 
leading edge. Volumetric force impact directed 
along the leading edge will produce a gas 
velocity component decreasing VCF. Moreover 
one can expect that the “filling” of the velocity 
profile in viscous flow directed along a critical 
line due to gas acceleration in this direction will 
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result in a rise of the stability of this flow and, 
hence, an increase in the critical Poll Reynolds 
number. 

The more complex configuration shown on 
Fig. 1, b seems to be more effective and less 
energy consuming. The arrangement of the 
curvilinear exposed electrodes parallel to the 
external streamline will produce the volumetric 
force F|| directly against VCF thereby 
intensifying the effect of volumetric force on 
cross-flow. In this case the DBD-actuators may 
be placed at some distance from the critical line, 
namely, beginning at the line of the cross-flow-
type instability origin. It will also reduce total 
power consumption. In both cases an 
attenuation of the cross-flow velocity VCF 
results in a decrease of increments of spatial 
growth of steady-state modes of the cross-flow-
type instability [3]. 

Practical realization of this LFC method 
demands development and optimization of the 
multi-actuator system spatially periodic along a 
wing leading edge. The optimal system must 
create a volumetric force F|| large enough for 
prevention the laminar-turbulent transition 
caused by the cross-flow-type instability or the 
leading edge contamination at moderate electric 
power consumption. 

Since 1998 several tens articles devoted to 
both theoretical and experimental study of 
DBD-actuators are published annually [4, 5]. 
Numerous numerical modeling, as a rule, deal 
with a single actuator [6-11]. The most detailed 
experimental investigations are executed with 
single actuator too [12, 13]. Experimental 
optimization of multi-actuator systems is more 
complex because of a presence of additional 
parameters, for example, the phase shift of the 
applied voltage on adjacent actuators, the 
distance between them, the widths of the 
exposed and insulated electrodes [14, 15]. 
Moreover the optimal system must ensure a 
discharge ignition only at one side of every 
exposed electrode and exclude it at the other 
side. 

To minimize the volume of necessary 
experiments it seems urgent to carry out 
preliminary numerical research with the aim to 
reveal the most important parameters of the 
multi-actuator system and to estimate their 

influence on its main characteristics such as 
generated volumetric force and heat release 
(Joule dissipation). 

2 Multi-Actuator System Arrangement 

The scheme of the proposed spatially 
periodic system of DBD-actuators is shown on 
Fig. 2. Here А is the electroconductive structure 
(the wing envelope), the electric potential of this 
structure is taken as zero, В are the insulated 
electrodes under zero potential too, С are the 
exposed electrodes under alternating electric 
potential, 1 and 2 are the dielectric layers, D are 
the additional insulated electrodes under the 
same potential as the exposed electrodes. If the 
alternating potential has large enough 
amplitude, the barrier discharge turns on in the 
vicinity of the right edges of the exposed 
electrodes С. 

 

A
BB

CC

D D 1

2

F|| F||

 
Fig. 2 The scheme of DBD-actuator system 

The alternating volumetric electrostatic force 
arises in these regions due to electric charge 
separation in the discharge gap. The time-
averaged horizontal component F|| of this force 
is directed from left to right and accelerates 
boundary layer flow in this direction. The 
additional electrodes D permit to attenuate 
drastically the electric field strength near the left 
edges of the exposed electrodes thereby to avoid 
the discharge ignition here and to increase the 
effectiveness of the system. One can hope also 
that the usage of the electrodes D will permit to 
reduce significantly the width of the exposed 
electrodes, the distance between them, and the 
thickness of the internal dielectric layer 1. 

Note, that the width of the exposed electrode 
must be large enough or one its edge must be 
covered with insulating film to avoid the 
formation of discharge at that edge in usual 
schemes of DBD-actuator with one buried 
electrode [15]. 

936



On Numerical Modeling of DBD Multi-Actuator System 
 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

The miniaturization of the considered system 
of DBD-actuators is important for practical 
realization of the mentioned LFC method since 
the boundary layer thickness in the vicinity of a 
swept wing leading edge of civil airplane is very 
small (about 0.5 mm). Note, that the exposed 
electrodes may be flush mounted to minimize 
boundary layer perturbations. The example of 
successful application of low-sized DBD multi-
actuator system for transonic shock control is 
presented in [16]. 

Main characteristics of various variants of 
the considered system may be evaluated owing 
to numerical simulation on the base of proper 
mathematical model. 

3 Boundary Value Problem Statement 

Numerical modeling of one spatial period of 
the described system is fulfilled in the 
calculation domain shown on Fig. 3 and 
consisting of subregions 1-4. Here Cr is the right 
half of some exposed electrode and Cl is the left 
half of the next exposed electrode. The 
thickness of the insulated electrodes B and D is 
supposed to be zero. 

0

x1 x2 xe
y1

y2

ye

y

1

8

y

x2

3

4

A

BCr Cl

x3

D

 
Fig. 3 Calculation domain 

The electric potential φ and the electric field 
strength E  are defined by the Laplace's 
equation in the dielectric layers 1 and 2 and in 
the external subregion 4 (indices 1, 2, 4), and by 
Poisson's equation in gas (index 3) 

∆φi=0 (i=1, 2, 4), ε0∆φ3=-e(np-nn-ne) (1) 

Here ε0 is the permittivity of vacuum, e is the 
elementary charge, np, nn, ne are the volumetric 
concentrations of positive ions, negative ions, 
and electrons, respectively. Relative dielectric 
constant of air is taken to be equal 1. The 
external subregion 4 is introduced to satisfy the 
condition of zero potential at infinity. The 
following transformation of y-coordinate is used 
here to move the external boundary y=y∞ at 
infinity: y/=ye(y∞-ye)/(y∞-y) [17]. 

The periodicity conditions are stated on the 
left and the right boundaries of the whole 
calculation domain. The conditions of 
continuity of the potential and the electric 
induction are stated on the boundaries between 
the dielectric layers 1 and 2 and between the 
subregions 3 and 4. The potential continuity 
condition and the relation between the 
discontinuity of the electric induction and the 
superficial charge are stated on the upper 
surface of the external dielectric layer 2. Taking 
into account zero potential of the electrodes A 
and B and specified potential of the electrodes C 
and D the boundary conditions for the electric 
potential take the form 

φ(0,y,t)=φ(xe,y,t) 

∂φ/∂x(0,y,t)=∂φ/∂x(xe,y,t) 

(x,y)Ω12: φ1(x,y,t)=φ2(x,y,t) 

ε1∂φ1/∂y(x,y,t)=ε2∂φ2/∂y(x,y,t) 

(x,y)Ω23: φ2(x,y,t)=φ3(x,y,t) 

ε2∂φ2/∂y(x,y,t)-∂φ3/∂y(x,y,t)=σ/ε0 

φ(x,y1,t)=φ(x1≤x≤x2,y2,t)=φ(x,y∞,t)=0 

(x,y)ΩC, ΩD: φ(x,y,t)=-V0(t)sin(2πft) 

 

 

 

 

(2) 

Here Ω12 denotes the boundary between the 
dielectric layers 1 and 2 except the electrodes B 
and D, Ω23 denotes the open surface of the 
dielectric layer 2, ΩC and ΩD denote the surfaces 
of the exposed electrodes Cr, Cl and the 
insulated electrode D, respectively, ε1 and ε2 are 
the dielectric constants of the layers 1 and 2, σ is 
the superficial charge on the surface Ω23, V0 and 
f are the amplitude and the frequency of the 
applied voltage. 

The dynamics of charged particles is 
governed by three continuity equations for 
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positive ions, negative ions, and electrons 
without taking into consideration a convective 
transfer [8] 

∂np/∂t+Γp=kiNne-kdrnenp-krnpnn+Sph 

∂nn/∂t+Γn=0.2katNne-0.8kdtNnn- 

-krnpnn+αat(0.2N)2ne 

∂ne/∂t+Γp=kiNne-kdrnenp-0.2katNne+ 

+0.8kdtNnn-αat(0.2N)2ne+Sph 

Γi=ziμini-Di ni, zp=1, zn=ze=-1 

ki=0.8kiN+0.2kiO 

lgkiN=-8.09-40.29/γ 

lgkiO=-8.31-28.57/γ 

kdr=2·10-7(300/Te)0.7 

kr=2·10-6(300/Tp)3/2 

lgkat=-10.21-5.7/γ 

kdt=9.2·10-13, αat=4.45·10-31 

 

 

(3) 

Here Γi (i=p, n, e) are the vectors of the drift-
diffusion fluxes of charged particles, N (cm-3) is 
the volumetric concentration of air molecules, ki 
is the ionization rate coefficient taking into 
account an origin of positive ions of both 
nitrogen and oxygen, kiN and kiO are the 
individual coefficients of nitrogen and oxygen 
ionization, kdr is the rate coefficient of the 
dissociative recombination of electron with 
positive ion, kr is the rate coefficient of the ion-
ion recombination, kat and αat are the rate 
coefficients of two body and three body 
attachment of electrons to oxygen molecules, kdt 
is the coefficient of detachment of electrons 
from negative ions, γ=1016E/N (V·cm2) is the 
function of the reduced field, E (V/cm) is the 
absolute value of the electric field strength, Te 
and Tp are the temperatures of electrons and 
ions, Sph is the source of the background 
ionization in absence of the applied voltage. 

The reactions rate coefficients kiN, kiO, kdr, kr, 
kat, kdt are measured in cm3/s, αat is measured in 
cm6/s. The coefficient of the electron mobility 
μe and the electron temperature Te depending on 
the reduced field function γ are calculated by the 
method described in [18]. The mobility 
coefficients of ions are defined as 

μp,n=Cp,n(N0/N)(300/Tp,n)0.3 (cm2V-1s-1), Cp=2.1, 
Cn=3.2, N0=2.69·1019 cm-3. A distinction of ions 
Tp,n and neutrals T temperatures is neglected. 
The diffusion coefficients Di (i=p, n, e) are 
calculated on the base of the Einstein relation 
using the mobility coefficients. The numbers 0.8 
and 0.2 correspond to the contents of the 
nitrogen and oxygen molecules in the total 
concentration of neutrals N. 

The equation system (3) is solved in the 
subregion 3. The background ionization source 
Sph is introduced in (3) only for unambiguous 
determining of the initial concentrations of 
electrons and negative ions at a given 
background concentration of positive ions n0. 
As ki=0 and kat=0 at E=0, then setting the right 
sides of the first two equations (3) equal to zero 
and solving the obtained equations one can find 

Sph=np(kdrne+krnn)=n0ne(kdr+ξkr) 

 
dt

at

rdt

at

k
N

nkNk
N  05.0

8.0
2.0

0

2




  

 

Hence the initial conditions for the equation 
system (3) take the form 

np(x,y,0)=n0=103 cm-3 

nn(x,y,0)=ξn0/(1+ξ) 

ne(x,y,0)=n0/(1+ξ) 

 

(4) 

The boundary conditions on the left and the 
right borders are the periodicity conditions 

ni(0,y,t)=ni(xe,y,t), Γi(0,y,t)=Γi(xe,y,t) (5) 

The boundary conditions for fluxes of ions 
and electrons Γwi (i=p,n,e) on both dielectric 
and metallic surfaces are deduced in [18] with 
the use of the relaxation approximation of 
Boltzmann equation for the velocity distribution 
function of charged particles and the 
approximated Maxwell approach instead of 
more strict consideration of the Knudsen layer. 
The physical model of interaction between 
charged particles and dielectric surface in 
nitrogen [19] has been completed for air and 
used for a statement the equations governing the 
accumulation of ions and electrons on dielectric 
surface. But in the present work a simplified 
form of the boundary conditions on the 
dielectric surface without taking into account a 

938



On Numerical Modeling of DBD Multi-Actuator System 
 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

decelerating influence of the electric field is 
used. The superficial charge σ is calculated 
using the approximated model of instantaneous 
recombination of electrons and ions on the 
surface [6]. So the boundary conditions for Γwi 
and the equation of superficial charge variation 
take the form 

(x,y)Ω23: 

Γwp=-0.5cpnp, Γwn=-0.5cnnn 

Γwe=-0.5cene+ζdcpnp 

∂σ/∂t=-0.5(cene+cnnn)+(0.5+ζd)cpnp 

t=0: σ(x,t)=0 

 

 

(6) 

Here ζd is the coefficient of the secondary 
ion-electron emission on the dielectric surface. 

The boundary conditions for fluxes Γwi on the 
open surfaces ΩC

/ of the external electrodes Cr 
and Cl depend on the electric field strength on 
these surfaces Ew where it reaches extreme 
values. Positive Ew decelerates incident positive 
ions and secondary electrons, negative Ew 
decelerates incident negative ions and electrons. 
These conditions take the form [18] 

(x,y)ΩC
/, Ew≤0: 

μp|Ew|≤0.5cp: Γwp=-0.5cpnp 

μp|Ew|>0.5cp: Γwp=μpnpEw 

Γwn=-0.25cnnnAn(1-0.5Bn)-1 

Γwe=-(0.25ceneAe+ζmΓwp)(1-0.5Be)-1 

(x,y)ΩC, Ew>0: 

Γwp=-0.25cpnpAp(1-0.5Bp)-1 

μnEw≤0.5cn: Γwn=-0.5cnnn 

μpEw>0.5cn: Γwn=-μnnnEw 

Γwe=-0.5cene-2ζmΓwpAeζ  

A(X)=exp(-X2) 

B(X)=1-erf(X)+2π-1/2XA(X) 

Xi=(e|Ew|λi/kBTi)1/2, ci=(8kBTi/πmi)1/2 

 

 

 

 

 

(7) 

Here ζm is the coefficient of the secondary 
ion-electron emission on the electrode surface, 
λi, ci, mi (i=p,n,e) are the mean free path, the 
thermal velocity, and the mass of corresponding 

particles, kB is the Boltzmann constant. The 
functions A and B reflect the decelerating effect 
of the electric field, Ai and Bi (i=p,n,e) relate to 
incident particles, Aeζ relates to secondary 
electrons. It is supposed that the secondary 
electrons have the mean energy of 0.5 eV. 

The mean free paths of ions and electrons 
presenting in the argument of A and B are 
estimated according to formulas [18] 

λp,n=1015/(4.1N) (cm) 

λe=5.45·1014/(θe
1/3N), θe=8.62·10-5Te 

 

The external boundary conditions at y=ye 
imply that the diffusive fluxes through this 
boundary are much less than the drift fluxes far 
enough from actuator surface. So these 
conditions take the form 

0≤x≤xe, y1=ye: Γwi=ziμiniEy (i=p,n,e) (8) 

The formulated boundary value problem (1)-
(8) has been solved by the finite element 
method with the use of the first order 
Lagrangians and strongly nonuniform triangular 
mesh. The total number of the finite elements 
for considered geometry was about 150000. 

4 Results of Calculations 

Results of calculations carried out for one set 
of the stated problem parameters are presented 
and discussed below. The geometric parameters 
indicated on Fig. 3 are the following: x1=0.25, 
x2=1.5, x3=2.75, xe=3, y1=-0.3, y2=-0.1, ye=2, 
y∞=2.5 cm. The width of the electrode D is 0.1 
cm. The height of the exposed electrodes equals 
55 μm and they are deepened in the dielectric 
layer 2 up to 5 μm. Both upper and lower verges 
of these electrodes are rounded with the radius 
of curvature 5 μm to eliminate electrostatic 
singularity arising on sharp corners. 

The following physical parameters were used 
in calculations: the pressure and the temperature 
of air p=760 torr and T=300 K, the amplitude 
and the frequency of the applied voltage 
V0=7 kV and f=5 kHz, the dielectric constants of 
the insulation layers ε1=2.1 (Teflon) and ε3=3.5 
(Kapton), the coefficients of the secondary ion-
electron emission on the dielectric and the 
electrode surfaces ζd=ζm=0.01. 
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The discharge behavior strongly depends on 
electrostatic situation on the dielectric surface. 
The superficial charge distribution becomes 
quasi-periodic in time after several cycles of the 
applied voltage [18, 20]. The calculation of 
every cycle is very time-consuming. Therefore 
the time dependences of the horizontal 
volumetric force and heat release (Joule 
dissipation) are shown on Fig. 4 for the second 
cycle of the applied voltage. The potential of the 
exposed electrodes is shown by dashed curves. 
The volumetric force and the Joule dissipation 
are calculated as the integrals over the area S3 of 
the subregion 3 
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Fig. 4 Volumetric horizontal force and Joule 
dissipation during second cycle of discharge 

During the negative-going potential of the 
exposed electrodes (so-called the forward stroke 
of DBD) the discharge consists of a series of 
micro-discharges turning on near the right edge 
of the exposed electrode Cr with the repetition 
time of 2-3 μs. The extreme values of the 
conduction current in micro-discharges achieve 
-(0.05-0.35) A/m. The current between them is 

very small. It is in a qualitative agreement with 
the numerical results of [6]. 

The forward stroke of DBD is accompanied 
by an intensive precipitation of electrons on the 
dielectric surface. Arising negative superficial 
charge weakens the absolute value of the 
electric field strength in the vicinity of the right 
edge of the electrode Cr. If the additional 
electrode D is absent, the electric field strength 
near Cr after several micro-discharges becomes 
less than the field strength near the left edge of 
the electrode Cl, therefore the next micro-
discharge turns on near Cl. At the presence of 
the electrodes D the discharge turns on only 
near Cr. 

 

 
Fig. 5 Concentrations of positive (above) and negative 

(below) ions at t=2.449·10-4 s (coordinates in cm) 

The space integrated horizontal force is 
negative during the forward stroke of DBD. 
Positive ions make a main contribution in force 
generation since their concentration exceeds 
significantly the concentrations of negative ions 
and electrons. The distributions of 
concentrations of ions of both signs in cm-3 are 
shown on Fig. 5 at the time moment 
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corresponding to maximal conduction current in 
the last micro-discharge. 

Positive ions moving to the exposed 
electrode concentrate near its edge. Their 
maximal concentration np max=1.4·1013 cm-3 is 
achieved on the electrode surface. The maximal 
concentration of negative ions is less more than 
20 times and achieved at about 0.1 cm from the 
electrode edge. The maximal concentration of 
electrons ne max=1.18·1011 cm-3 is even less. 

However the horizontal force during the 
forward stroke of the discharge may become 
positive at some conditions, namely, if this 
stroke is long-term and consists of large enough 
number of micro-discharges. This condition 
realizes at low enough frequency and/or large 
amplitude of the applied voltage. Figure 6 
demonstrates the behavior of ion concentrations 
at fixed height y=0.01 cm and various distances 
from the electrode Cr. It is evident that at large 
enough distance the peaks of positive ions 
decrease in time whereas the peaks of negative 
ions remain almost constant. Therefore with 
time the space-integrated positive volumetric 
force generated by negative ions may exceed the 
absolute value of the force generated by positive 
ions. 

a

0

4

8

n10-11

cm-3

 

 nn
 np

bn10-11

cm-3

0

2.5

5

2.52.252 t 104, s  
Fig. 6 Concentrations of positive and negative ions at 

the distance x=0.26 (a) and 0.28 (b) cm 

Comparison of our results with the results of 
numerical simulation in [6] shows that the 
concentration of negative ions relaxes after 
micro-discharge much slowly in [6] where the 
relaxation of negative and positive ions was 
taken into account but the detachment of 
electrons from negative ions was neglected. 
However according to our calculations the 
values of the right-side terms of the second 
equation (3) determining the source and the sink 
of negative ions Sat≡0.2katNne, Sdt≡0.8kdtNnn, 
Sr≡krnpnn in the point corresponding to 
maximum concentration of negative ions on 
Fig. 5 equal Sat=1.182·1019, Sdt=1.098·1019, Sr 
=0.228·1019 cm-3s-1. That is the intensity of 
detachment is comparable with the attachment 
intensity and more significant than ion-ion 
relaxation. 

During the backward stroke of DBD (when 
the potential of the exposed electrode increases) 
the discharge seems like initial single spike and 
subsequent smooth nonmonotonic variation of 
the electric current, the volumetric force and the 
heat release (see Fig. 4). 

 

 
Fig. 7 Concentrations of positive (above) and negative 

(below) ions at t=3.27·10-4 s 
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The distributions of ion concentrations in the 
time moment corresponding to the maximal 
force during the backward stroke are shown on 
Fig. 7. It is evident that positive ions determine 
the horizontal force during this stage of DBD, 
therefore this force is positive. 

The main characteristics of DBD-actuator are 
the volumetric horizontal force <F||> and the 
heat release <Q> integrated over space and 
averaged in time during one cycle of the applied 
voltage and the relation E=<F||>/<Q> called 
the coefficient of energy efficiency [21]. 
Integration on time of the distributions F|| and Q 
shown on Fig. 4 and dividing on the cycle 
period T=2·10-4 s resulted in <F||>=9.17·10-3 
N/m, <Q>=16 W/m and E=5.74·10-4 s/m. Note 
that about a half of Joule dissipation (7 W/m) 
liberates during the forward stroke of DBD 
when the generated horizontal force is negative. 
Nevertheless the obtained value of the energy 
efficiency coefficient is large enough. 
According to theoretical estimations presented 
in [1], a high energy efficiency of DBD-
actuators is very important for effective 
attenuation of the cross-flow-type instability in 
compressible boundary layer. 

The effect of DBD-actuators on boundary 
layer stability can be estimated theoretically by 
using the spatial distributions of time-averaged 
volumetric force and heat release in calculations 
of laminar boundary layer and characteristics of 
its stability. Joule dissipation concentrates in 
narrow region near the edge of the exposed 
electrode Cr since both the flux densities of all 
charged particles and the electric field strength 
are maximal here. But it is necessary to take 
into consideration that about a half of this power 
enters initially into vibrational degrees of 
freedom of air molecules which relax then in 
translational degrees of freedom during finite 
time. Therefore convective transfer in boundary 
layer will “smear” volumetric heat source. 
Besides intense heating of the exposed 
electrodes owing to a relaxation of high kinetic 
energy of incident ions must be taken into 
consideration too. 

The distribution of time-averaged volumetric 
force is rather complex as compared to Joule 
dissipation because of appreciably different 
distributions of instantaneous force during 

forward and backward strokes of DBD. The 
density distributions of horizontal and vertical 
components of the volumetric force time-
averaged over the second cycle are shown on 
Fig. 8 in N/cm3. Vectors of the total volumetric 
force with length proportional to its magnitude 
are shown here too. The color scales in both 
pictures are restricted from negative values for 
clearness of representation. Extreme negative 
values of both components are achieved on the 
electrode surface and equal -0.421 N/cm3 for 
horizontal component and -0.273 N/cm3 for 
vertical one. Negative values of both 
components are determined by volumetric force 
generated during the forward stroke of the 
discharge and concentrated near the electrode 
edge. 

 

 
Fig. 8 Distributions of time-averaged volumetric 

horizontal (above) and vertical (below) force 

One can see on Fig. 8 that the characteristic 
horizontal and vertical sizes of the area of 
remarkable horizontal force achieve 0.6 and 0.2 
mm, respectively. 
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5 Conclusion 

Presented results on numerical modeling of 
DBD multi-actuator system demonstrates that 
the discharge formation at upstream edges of the 
exposed electrodes can be excluded. It can be 
achieved by installation of additional buried 
electrodes beneath that edges with the same 
electric potential as the exposed ones. The 
estimation shows that fairly large coefficient of 
energy efficiency can be obtained in the 
considered scheme of the multi-actuator system. 
Further parametric research and optimization of 
this DBD system is of interest. 
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Abstract

This work deals with Finite Element Model re-
duction, in particular with substructured mod-
els via the Craig-Bampton method. One of the
drawback of adopting model substructuring and
reduction during structural optmization is the
need to compute again all transformation matri-
ces as a consequence of a change in some design
variables. This could be very expensive compu-
tationally.

This work analyzes several techniques that
allows to update transformation matrices in a
faster way. Those techniques are compared each
other and with Craig-Bampton reduction, in or-
der to compare their accuracy in terms of capa-
bility of natural frequency calculation and recon-
struction of mode shapes.

1 Introduction

The helicopter is a quite complex machine whose
optimal design involves several disciplines such
as aerodynamics, structural dynamics, controls,
etc.

For these reasons the problem of helicopter de-
sign and optimization, from a multidisciplinary
point of view, has received significant attention
in past decades and the availability of high level
tools, able to merge and take into account of
different and interactive disciplines, appears as
a must.

This is especially true for what concerns the

problem of the reduction of the vibration levels
inside the helicopter cabin, still representing one
of the most important design targets.

As a basis of a more general framework for he-
licopter’s structural optimization, the proposed
procedure is based on the structure decomposi-
tion technique: the dynamics behavior of each
helicopter component is defined by a set of few
physical parameters, such as panel thickness,
beam cross section dimensions, etc...

The main advantage of the substructuring ap-
proach during structural optimization is that the
changes in one parameter is confined in a well de-
fined reduced part of the whole structure. An-
other obvious advantage is the lowering of the
set of parameters defining the dynamics of each
subsystem.

The main difficulty, on the other hand, is to
define how to transfer the information across the
different structural components.

Figure 1: Example of substructure: FE model
of an helicopter fuselage part
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2 The Craig-Bampton Method

The solution of the interface problem comes out
directly from the physics of the problem: each
part is connected to the others in a very low
number of point, so that it is easy to define and
solve the interface problem. The substructuring
is achieved with a Fixed Interface Component
Mode Synthesis technique, the Craig-Bampton
reduction method.

Craig-Bampton reduction method represents
a very well known approach that allows to solve
each substructure alone, and then, imposing the
interface force and displacement, the dynam-
ics of the complete system [5]. For each sub-
structure, a reduced order model is computed,
then the model is assembled. Craig-Bampton
method is one of the reduced basis approaches,
that achieve model reduction by employing a few
preselected basis vectors which span the solution
space of the approximation.

The Craig-Bampton scheme imply the par-
titioning of substructures matrices in 4 parts:
one containing the terms relatives to the effects
of the boundary Degrees of Freedom (DOFs) to
boundary DOFs, Xbb (where X is a general FE
model matrix), one containing terms relatives to
effect of boundary DOFs to internal DOFs, Xbi,
(which, transposed, contains terms relatives to
the effect of internal DOFs to boundary DOFs),
and the last containing terms relatives to the
effects of internal DOFs to internal DOFs, Xii .

The reduction basis is obtained by the use
of fixed interface normal modes and constraint
modes.Fixed interface normal modes are ob-
tained solving the subsequent eigenvalue prob-
lem (one for each substructure, Nc is the total
number of substructure):

(

−ω2
jc [Mii]c + [Kii]c

)

{φj}c = {0}
c = 1 : Nc

(1)

Consequently, the part of the reduction basis rel-
ative to fixed interface normal modes is:

[Φ]c =

[

{φ1}c {φ2}c . . . {φN}c
{0}c {0}c . . . {0}c

]

(2)

They give informations relative to the dynamics
of interior DOF.

Instead, constraint modes give informations
relatives to the dynamics of the part consequent
to motion of the boundary nodes, forces to the
interface and rigid body motion.

They could be deduced from the assignment
of unitary forces applied to boundary nodes, and
they come out directly from the set of equations:

[

[Kii]c [Kib]c
[Kbi]c [Kbb]c

] [

[Ψii]c
[Ibb]c

]

=

[

[0ib]c
[Rbb]c

]

(3)

So, the part of the reduction base relative to
constraint mode is:

[

[Ψii]c
[Ibb]c

]

=

[

[Kii]
−1
c [Kib]c
[Ibb]c

]

(4)

Obviously, when reduced models are used during
an optimization procedure, the models as well as
the responses should be computed several times
during the iterations till convergence. So, the
drawback of this procedure is that the compu-
tation of the reduction base, considering that it
should be done for each iteration, could be very
computationally demanding. This fact, depend-
ing on the number of iterations and how much
the original structure is changed, could reduce
the convenience in using substructuring.

2.1 Updating Fixed Interface Normal

Modes by the Enriched Craig-

Bampton Approach

Due to the possible high computational costs re-
lated to the updating of Craig-Bampton method
(CB method), an alternative approach for model
reducing has been studied, that requires a par-
tial updating of the original component models
and transformation matrices without a complete
(exact) recalculation, reducing the total compu-
tational costs.

For what concerns fixed interface normal
modes, their updating consists of an extension
of the previously computed basis, adding a term
related to the effect of the variation on the fixed
interface normal modes; this procedure is called
Enriched Craig-Bampton method [1], [6]. Fixed
interface normal modes of the modified struc-
ture derives from the solution of the subsequent
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eigenvalue problem, subscript c is omitted for
readability:

(

−ω2
j

([

M1
ii

])

+
([

K1
ii

])) {

φ1
j

}

= {0} (5)
[

M1
ii

]

= [Mii] + [∆Mii] (6)
[

K1
ii

]

= [Kii] + [∆Kii] (7)

where the terms ∆Mii and ∆Mii are the varia-
tion in stiffness and mass matrices due to mod-
ification of the design parameters and the su-
perscript 1 of φ1

j means that the eigenvector is
relative to the new configuration. The set of
equation could be rearranged in the following
way:

(

−ω2
j1 [Mii] + [Kii]

) {

φ1
j

}

= {f∆(ωj1)} (8)

{f∆(ωj1)} =
(

−ω2
j1 [∆Mii] + [∆Kii]

) {

φ1
j

}

(9)

where the f∆ are the forces acting to the initial
substructure due to the design modifications.

Those forces are used for defining a correction
to the displacement field which can be employed
to update the initial normal mode set.Assuming
that inertia forces are negligible compared to the
resisting elastic forces, the matrix containing the
displacement correction is computed in the fol-
lowing way:

[RL]
c =

[

{f∆(ω1)}c . . . {f∆(ωN )}c
]

(10)

[RD]
c = [Kii]

c−1

[RL]
c (11)

The updated eigenvectors are not available, so
the matrix containing residual forces could not
be computed exactly, but they could be approx-
imated using the eigenvectors computed previ-
ously.

[

R̃D

]c
= [Kii]

c−1
[

R̃L

]c
(12)

[

R̃L

]c
=
[{

f̃∆(ω1)
}c

. . .
{

f̃∆(ωN )
}c]

(13)
{

f̃∆(ωj1)
}

=
(

−ω2
j1 [∆Mii] + [∆Kii]

) {

φ0
j

}

(14)

The extended fixed interface normal mode set
assumes the form:

[φex] =

[

[φi]
c
[

R̃D

]c

[0]c [0]c

]

(15)

Summarizing, the method is based on the follow-
ing two hypothesis: the negligibility of inertia
forces with respect to elastic forces, and the ca-
pacity of residual forces due to original eigenvec-
tors to approximate actual configuration resid-
ual forces.
The procedure makes use of Singular Value

Decomposition for reconditioning matrix R̃L.

3 Updating Constraint Modes by the

Combined Approximation Procedure

For what concerns constraint modes, the follow-
ing equations system derives from a modification
of design parameters (superscript c is omitted
for readability):

[
[

K1
ii

]

c

[

K1
ib

]

c
[

K1
bi

]

c

[

K1
bb

]

c

] [[

Ψ1
ii

]

c
[Ibb]c

]

=

[

[0ib]c
[

R1
bb

]

c

]

(16)

[

K1
ii

]

= [Kii] + [∆Kii] (17)
[

K1
ib

]

= [Kib] + [∆Kib] (18)
[

K1
bb

]

= [Kbb] + [∆Kbb] (19)
[

Ψ1
ib

]

= [Ψib] + [∆Ψib] (20)
[

R1
bb

]

= [Rbb] + [∆Rbb] (21)

Consequently, due to the modification of stiff-
ness matrix and reaction forces, the changes in
constraint modes base are obtained solving the
following system of equations:

(

[Ibb] + [Kii]
−1 [∆Kii]

)

[∆Ψib] +

+ [Kii]
−1 ([∆Kii]

[

∆Ψ0
ib

]

+ [∆Kib]
)

(22)

Using the binomial series expansion for the pre-
vious equation:

([I] + [A]) ≈
(

[I]− [A] + [A]2 − . . .
)

(23)

the correction of the constraint modes base takes
the form:

[∆Ψib] ≈
(

[I]− [B] + [B]2 − . . .
)

[∆r1] =

= [∆r1] + [∆r2] + . . .
(24)

where the inserted terms are:
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[∆r1] = − [Kii]
−1 ([∆Kii]

[

∆Ψ0
ib

]

+ [∆Kib]
)

(25)

[∆rk] = − [B] [∆rk−1] (26)

[B] = [Kii]
−1 [∆Kii] (27)

The Combined Approximations approach ex-
ploits the idea of conditioning the binomial se-
ries of each residual constraint mode, in order to
banning them to get high value and preserving
the good conditioning of the problem [4].

So, each residual mode is approximated in the
space spanned by the vectors extracted from the
series expansion

{∆r1}t = − [Kii]
−1 {R}t (28)

{∆rk}t = − [B] {∆rk−1}t (29)

in which:

[R] =
[

{R}1 . . . {R}Nb

]

=

= [∆Kii]
[

∆Ψ0
ib

]

+ [∆Kib]
(30)

Storing residual modes in the matrix Ht:

[Ht] =
[

{∆r1}t . . . {∆rNb
}t
]

(31)

the correction to the t-th constraint mode is ap-
proximated as:

{∆Ψib}t ≈ {∆r1}t yt,1 + · · ·+ {∆rNb
}t yt,Nb

(32)
and coefficients yt,k could be obtained solving
the system:

[Ht]
T ([Kii +∆Kii]) [Ht] {yt} =

= [Ht]
T (− [∆Kii]

{

Ψ0
ib

}

t
− {∆Ψib}t

)
(33)

The updating of the constraint modes do not
provide terms in addiction, as explained in the
final form of them.

[∆Ψib] = [{∆Ψib}1 . . . {∆Ψib}Ns] (34)

[Ψ] ≈
[[

Ψ0
ib

]

+ [∆Ψib]
[Ibb]

]

(35)

3.1 Evaluation of computational costs

for Combined Approximations Ap-

proach

The computation of the exact correction of the
Constraint mode base requires (without consid-
ering matrices sparsity and symmetry) a number
of Floating Point Operation (FLOP) of the or-
der of N3

i ; instead, the computational costs de-
riving from combined Approximations Approach
are depending either to the number of internal
DOF, the number of boundary DOF and the
number of terms of the series expansion.

Starting from the fact that a few terms of the
series expansion are needed for a good approx-
imations of the constraint mode correction, it
could be seen that in those case in which the
ratio between boundary nodes number and in-
terior nodes number is high (near to one), it
is convenient to compute the exact correction
(equation (1)) instead of the combined approxi-
mations procedure.

4 Procedure for obtaining matrices from

new combination of parameters

Reanalysis techniques need a procedure for eval-
uating mass and stiffness matrices after the vari-
ation of at least one of the design parameters.

A procedure for computing (faster than re-
compiling stiffness and mass matrices) matrix
has been implemented. This procedure needs
the use of a FEM solver (like MSC Nastran)
only at the first step of the procedure, then it is
possible to obtain updated matrices only with a
multiplication of previously computed influence
coefficients with the new set of design parame-
ters.

The procedure considers a polynomial depen-
dence of the (stiffness of mass) matrix terms Xij

to the parameters θ:

Xij = A1
ijθ1 + · · ·+Anp

ij θnp +A
np+1
ij θ21+

· · ·+A
3np

ij θ3np
+A

3np+1
ij θ1θ2 + . . .

+AN
ij θ

3
np−1θ

3
np

+AN+1
ij

(36)

where np is the number of design parameters,
the matrix Ak

ij is the matrix of influence coeffi-
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cients of the k-th term of the polynomial enve-
lope of Xij . The term An+1

ij is the constant term
(not dependent to design parameters); N + 1 is
the total number of terms of the polynomial en-
velope and it is equal to:

N =
3

2

(

n2
p + np

)

(37)

Using a full factorial sampling, it is possible to
obtain each influence coefficient, solving the fol-
lowing set of equations:

{Xij} = [Θ] {Aij} (38)

in which:

{Xij} =











X1
ij
...

XN+1
ij











{Aij} =











A1
ij
...

AN+1
ij











(39)

[Θ] =
[

{θ1} . . .
{

θnp

}

{θ1}2 . . .
{

θnp

}3 {1}
]

(40)

where {θq}k is a vector containing the k powers
of a collection of randomly generated numbers
used as θq design parameter and the dimension
of Θ are (N + 1) · (N + 1), and Xh

ij is the term
of the matrix evaluated with the h combination
of randomly generated design parameters.

The influence coefficients of all the Xij are
obtained with the inverse of the matrix Θ, that
could be computed only one time. In this way,
for obtaining all the influence coefficients, the
number of needed FLOP is

Nc = (N + 1)
(

(N + 1)2 +NT

)

(41)

where NT is the total number of nonzero terms
of the matrix [X]. In this way, with the knowl-
edge of these influence coefficients, it is possi-
ble to obtain new mass and stiffness matrices
terms only multiplying the new set of design pa-
rameters (and their powers) for the vector of in-
fluence coefficient, at the computational cost of
NT (N + 1) FLOP.

As an example, consider a symmetric ma-
trix of 20000 DOF, with bandwidth of 9 and
consider 3 design parameters for the substruc-
ture in exam: N is equal to 18, NT is equal
to 100000, so the computational cost for ob-
taining all the influence coefficients is 19(361 +

100000) = 1906859 FLOP. The convenience in
using this procedure lies in the fact that FEM
solver is used only one time, and then it is pos-
sible to compute all the needed matrices with
the use of high level programming language, like
MATLAB.

5 Results

In this section, the first part shows the results
of mass and stiffness matrices reconstruction ob-
tained with the MATLAB full factorial sampling
procedure. The second part, instead, presents
the comparisons between the several reduction
procedure presented previously.

In order to compare the accuracy of the ma-
trices reconstruction, a simple case test has been
studied: normal modes of a simplified finite ele-
ment model of an helicopter tail, showed in Fig.
2 have been compared.

Figure 2: Simplified Finite Element Model of an
heicopter tail

Tail natural frequency deriving from the exact
assembly of mass and stiffness matrices, com-
puted with FEM solver MSC.Nastran, have been
compared with natural frequencies deriving from
matrices reconstructed with the previously ex-
plained procedure.

To avoid differences deriving from different
numerical packages, only mass and stiffness ma-
trices have been computed with FEM solver.

Physical parameters, such as beam flange
lenght or panel thickness, have been changed
in order to verify matrices reconstruction in the
range of physical parameters. Figures 3 - 4 tes-
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tify the accuracy of the procedure, in terms of
robustness with respect to the changes in the
design parameters.
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Figure 3: Percentage error on the first flexible
mode frequency: variation of the parameter has
to be considered as relative variation

For what concerns mode shapes reconstruc-
tion, results are almost the same: reconstructed
eigenvectors match very well eigenvectors deriv-
ing from exactly computed matrices.

The re-analysis procedures explained before
have been compared with the same FE model
used for the previous comparison. Their accu-
racy, in terms of natural frequency and corre-
lation between shape modes, has been analyzed
for changing physical parameters.

The reduction method studied are (first it is
written the acronym used in the figures):

1. CB: Craig-Bampton method reduction

2. ECB: the procedure exploits the Enriched
Criag-Bampton method for updating fixed
interface normal modes; constrint modes
are computed exactly, as in CB method

3. CA: the procedure computes exactly fixed
interface normal modes, as in the CB
method; instead, constraint modes are com-
puted with the Combined Approximations
Approach

4. ECBCA: the procedure exploit both the
reanalysis techniques explained before

0.91 1.11.21.31.41.51.61.71.81.92

0.9
1
1.1

1.2
1.3

1.4
1.5

1.6
1.7

1.8
1.9

2

−0.5

0

0.5

Variation of first 
parameter

Second Frequency

Variation of second
parameter 

P
er

ce
nt

ag
e 

E
rr

or

(a)

0.9
1

1.1
1.2

1.3
1.4

1.5
1.6

1.7
1.8

1.9
2

0.9
1

1.1
1.2

1.3
1.4

1.5
1.6

1.7
1.8

1.9
2

−0.5

0

0.5

1

Variation of first 
parameter

Third Frequency

Variation of second 
parameter

P
er

ce
nt

ag
e 

E
rr

or

(b)

0.9
1

1.1
1.2

1.3
1.4

1.5
1.6

1.7
1.8

1.9
2

0.9
1
1.1

1.2
1.3

1.4
1.5

1.6
1.7

1.8
1.9

2

−0.4

−0.2

0

0.2

0.4

0.6

Variation of first 
parameter 

Fourth Frequency

Variation of second 
parameter 

P
er

ce
nt

ag
e 

E
rr

or

(c)

Figure 4: Percentage error on natural frequen-
cies: a) second flexible, b) third flexible, c)
fourth flexible mode
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Figure 5: Percentage error on natural frequen-
cies: a) first flexible, b) second flexible, c) third
flexible mode
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In Fig. 5, percentage relative error on natural
frequency, Eq. 42, are shown.

ε = 100
∆f

fexact
(42)

In Fig. 6, error of MAC (Mode Accuracy Crite-
rion) between reduction method eigenvector and
exact eigenvector:

MAC =
{φk}T {θk}

(

{φk}T {φk}
)(

{θk}T {θk}
) (43)

in which {φk} is the k-th eigenvector computed
with one procedure and {θk} is the k-th eigen-
vector with the other procedure.

6 Conclusions

Results have testified the accuracy of reconstru-
cuted matrices by the computed influence coeffi-
cients. Natural frequency and mode shapes are
almost the same.

The accuracy of reduced model performances
by the updating procedures are shown in Fig. 5
and 6, so the procedure using Enriched Criag-
Bampton and Combined Approximations Ap-
proach (ECBCA) could be used in place of a
new Craig-Bampton reduction, saving compu-
tational time.

A final remarks should be done on the re-
construction matrices procedure: in the case of
great model dimensions, the computation of in-
fluence coefficients could be very time consum-
ing, in terms of model preparing and in terms of
number of analysis. For these reasons, tt would
be convenient only in those cases in which it is
expected a great number of iterations during the
optimization process.
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Abstract

The main performance characteristics of a heli-
copter is its fuel consumption. This paper re-
ports the current state in an ongoing project
seeking a fast and approximative implementa-
tion of mathematical models for helicopter per-
formance predictions, primarily in terms of fuel
consumption. The model is limited to a subset
of the normal operation modes, only including
hover, climb and forward. Also, the focus is
on smaller rotors, i.e. sub-scale rotors in the
range of 1.5m to 4.0m in diameter as used in
unmanned airborne vehicles (VTOL-UAV). The
presented work consists of three parts; the heli-
copter performance mathematical model and the
numerical optimization method used for dealing
with its implicit nature, the approximation grid
scheme and the simulation of flight paths. The
overall objective of the project is to establish an
computational efficient approximative model us-
able for onboard condition monitoring of the he-
licopter performance and fuel consumption.

1 Introduction

The main performance characteristics of a heli-
copter on patrol is its fuel consumption. This
work present a classical model of an lifting ro-
tor as configured in most of todays helicopters.
The model follows closely textbook examples

like [6], [1] and [4]. Most of the work presented
here follows the model outlined in the book of
Leishman, with some modifications. The mod-
eling is focused on sub-scale rotors in the range
of 1.5m to 4.0m in diameter as often found in
unmanned vehicles, VTOL-UAV. Such vehicles
need a fuel monitoring functionality supporting
their ability to return home or finding a safe
landing place in case of command linkage failure.
The presented work addresses that fuel monitor-
ing functionality. In normal operation, a fuel
consumption calculation is performed before-
hand by the operator before take-off using the
ground control station software. Other checks
are also performed like, way-point precision es-
timates, maximum banking angle checks and
retardation distances. Predictions are possible
based upon recent weather forecasts. Newly up-
loaded missions are also subject to similar checks
before uploading, possible less accurate within
the timeframe of operation. Different tools and
techniques for analysis mathematical rotorcraft
models exist and have been studied, [9][2], where
the procedure is analogous to this work even if
the focus is more to control engineering and sta-
bility analysis. There are also examples of scien-
tific work that takes the approximative approach
on a more thorough level, [7].

Consider the following example scenario (see
Fig. 1): An VTOL-UAV (1) take-off from a
land based helipad and starts its (2) route in a
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pre-programmed way-point based mission. (3)
The command uplink fails. The UAV performs
the link recover (4) climb flight pattern and also
starts to evaluate return path targeting differ-
ent stationary or moving helipads in the area.
If all evaluations fail it may turn into an es-
cape route mission for self-termination. During
the planning of the flight paths, the fuel con-
sumption and the reachability of the target way-
point is essential. The onboard computer com-
putational power does not allow for any detailed
calculations or extensive path-planning simula-
tions. Still, it is desirable that the fuel predic-
tion model on ground and in the vehicle is con-
sistent. This is achieved by having an in-air suf-
ficiently good approximation of the model used
on ground.

Base

Landbase

Boat

Boat

(1)Take-off

(2)On route

(4)Climb

FP1 FP2
FP4

FP1

Sea Land

(3)Link failure

Figure 1: The path-planning scenario after a
command link failure.

The work fall into three natural parts, see fig-
ure 2; The helicopter performance model, the
approximation scheme and the path-planning
fuel consumption prediction.

The first part of the work, the helicopter per-
formance model, is based on classical assump-
tions in helicopter theory. The model uses mo-
mentum theory and blade element analysis as
described in the well-known textbooks of Leish-
man and Bramwell. The model is for natural
reasons implicit in that it makes no assumption
of the quantity of induced velocity through the
rotor disc. A linear inlet model of the induced
velocity has been used, forming the shape of the

Airfoil

Rotor

Body

Grid

Simulation

Performance

Iteration

Iteration

Figure 2: The outline of the procedure to estab-
lish an approximative fuel consumption model.

inlet flow and parameterized by λ. The model
is extended from a single rotor to include a tail
rotor and a spherical body.

Secondly, an approximation is built up by pre-
calculated model performance values indexed by
an operating state vector like: [m,V, ρ, Vc]

T ,
that is helicopter mass, forward flight speed, air
density and climb speed. The interpolation rou-
tine then provides an estimated power required
P . Finally, the in-air prediction routine and
model storage is out-lined.

2 Rotorcraft model

The rotorcraft model consist of a main rotor
bale element model, an approximative spheric
body shape and a tail rotor, see figure 3. This
work focus on the generality of the model struc-
ture and the procedure to calculate performance
measures for preliminary design parameter stud-
ies. Therefore the work has strive to accomplish
a working set of numerical solvers and generality
in the model formulation instead of accomplish a
good match to measurement data. A number of
assumptions have been made on the way to that
goal: First, no advanced inlet flow model of the
main rotor disk have been used. Instead a con-
stant average inflow model has been used. Sec-
ondly, the body shape approximation is a sphere
and only provide a force balance for the forward
flight drag. Pitch or roll torques are neglected.
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Thirdly, the tail rotor assumes the same scheme
as the main rotor but always in hover condition.
No forward airspeed or main rotor slipstream
is affecting the tail rotor. Still, induced power,
profile drag loss, body losses and tail rotor losses
together with required climb power is included.
In that way the model includes all five terms in
the performance model, as described by Leish-
man, [4]:

CP︸︷︷︸
Required

=
κCT

2

2
√
λ2 + µ2︸ ︷︷ ︸

Induced

+
σCd0

8
(1 +Kµ2)︸ ︷︷ ︸
Profile

+

1

2

(
f

A

)
µ3︸ ︷︷ ︸

Body

+λcCW︸ ︷︷ ︸
Climb

+CPTR︸ ︷︷ ︸
Tail

(1)

Tail
αs

Vc

V

RB
Body

T

Figure 3: The idealized model of a helicopter
used in the performance mathematical model in
this work.

2.1 Main rotor model

The main rotor is studied as a separate ele-
ment of propulsion. No airstream analysis is
performed around the rotor and there are not
interaction with tail or body. The applied as-
sumptions are classical and described in many
textbooks on helicopter performance analysis.
Momentum theory and blade element analysis
are used. The induced velocity vi is required to
define the whole of this model and it also reveals
the implicit nature of rotorcraft modeling by the
mutual relation between trust T and induced ve-
locity vi. The rotor is defined by its radius R and
the air is represented by its density ρ.

vi =
1

B

√
1

2

T

ρπR2
(2)

The tip-loss effect has been introduced by the
compensation factor B. The applied blade ele-
ment analysis and momentum theory is straight
forward, however, three different offset linear in-
flow models has also been studied so far in this
work but has been excluded from presentation
in this paper.

2.1.1 Blade element model

Ω x0

r

R

∆Ψ
UT

UR

U

r

x

∆r

z

Fz
φ

Fl
FR

Fd
Fx

x

r

x

z

UT

Uφ

αΘ

UP

ref-line

Figure 4: Definition of element quantitates.

The blade element method takes the local
angle-of-attack, α(r,Ψ), into the local forces ap-
plied to the element. In this work limited to lift
dL and drag dD. This results in:

dL =L(α(r,Ψ),M,U) ≈
1

2
ρU2cCl(α(r,Ψ))

dD =D(α(r,Ψ),M,U) ≈
1

2
ρU2cCd(α(r,Ψ))

(3)
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Often the airfoil coefficients are approximated
like Cl(α) ≈ Clα. In this work, most linear sim-
plifications has not been introduced as an readi-
ness for the future progress of the model within
project. U is the local airspeed and c is local
blade chord. The effects of near speed of sound
is neglected and the air is only represented by
its density, ρ.

For the helicopter rotor-head the local α(r,Ψ)
then becomes:

α(r,Ψ) = (Θ− φ) =

[Θ0 + Θ1r −A1 cos Ψ−B1 sin Ψ]−
[
tan−1 UP

UT

]
(4)

Again, the common approximation φ =
UP /UT is not introduced. The local airspeeds
UP and UT is defined in Fig. 4. Also, follow-
ing classical textbooks on helicopter modeling,
the local forces dL and dD are replaced by the
rotor disc lifting force dFz and the counter ro-
tating drag force dFx. From this follows that
these forces are defined as:

dFz = dL cosφ− dD sinφ (5)

dFx = dL sinφ− dD cosφ (6)

From that, given the number of blades Nb, fol-
lows the elements contribution to rotor lift (dT ),
torque (dQ) and power (dP ) requirement:

dT = NbdFz (7)

dQ = NbdFxr (8)

dP = NbdFxΩr (9)

The overall properties of the rotor disk is
given by summing up all element contributions
numerically. In this work the local radial ∆ri,j
length and angular coverage ∆Ψi,j has been
used. A non equal discretization of the rotor
disk may be used.

T =
Nb

2π

NΨ∑
i=1

NR∑
j=1

∆Ψi,j∆ri,jdFzi,j (10)

Q =
Nb

2π

NΨ∑
i=1

NR∑
j=1

∆Ψi,j∆ri,jdFxi,jr (11)

P = Ω
Nb

2π

NΨ∑
i=1

NR∑
j=1

∆Ψi,j∆ri,jdFxi,jr (12)

Notice the quasi-static nature of these results,
the summation is not covering an area but in-
stead a number (NΨ) of positions along the Ψ-
coordinate, hence the 2π factor in the denom-
inator. These three quantities (T,Q, P ) forms
the main objective of the modeling so far in the
project. Also, the local airspeeds UP (r,Ψ) and
UT (r,Ψ) are needed:

UP (r,Ψ) = Vc + vi (13)

UT (r,Ψ) = Ωr + V sin Ψ (14)

UR(r,Ψ) = V cos Ψ (15)

They represent the current state of the airflow
on the inlet side of the rotor. The radial airspeed
UR along the blade is neglected. However, sev-
eral models has been presented to include this
effect as an time dependent state, [3],[5].

2.1.2 Hover flight iterative scheme

The classical approach for solving this in quasi-
static models is to assume an required lifting
force Treq, use that to calculate the average in-
flow airspeed (vi) into the disk and from that es-
timate the local airspeeds at each element. The
sum of all local contributions to the forces on
each blade, the overall lifting force may be cal-
culated. This iterative scheme is repeated until
the assumed T [n−1] and calculated T [n] lifting
forces converge to the same value, that is mini-
mizing:

min
Θ0

(
T [n] − T [n−1]

)2

n ∈ [1..Nih]

T [0] = Treq

(16)
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The variable to minimize upon is Θ0. In all
of this work, the Simplex method of Nelder and
Mead [8] is used as implemented in GNU Sci-
entific Library, GSL1. Also making assumptions
on the Lock number will include flapping and
coning as well. It is not included here.

2.2 Body model

The body is highly simplified and approximated
with sphere with a rough surface. In general the
rotor-body interactions are a most delicate prob-
lem in helicopter analysis both in terms of vi-
brations, performance and noise. Reducing this
comprehensive set of development and research
areas into one single sphere might seem odd, but
fills its purpose well in this application.

2.2.1 Body drag

The drag force FB from the body is then de-
fined by the drag coefficient Cd ≈ 0.47 and the
forward speed V .

FB =
ρCdAref

2
V 2 (17)

The reference area Aref is selected as the cir-
cular area described by RB in figure 3. This
drag force is only balanced by the forward trust
FDx generated by the main rotor and described
as:

FDx = mg sinαs (18)

Where the mass m and gravity g contributes
to the force component in the forward direction.
See the definition of αs in Fig. 3. Following the
iterative scheme described in section 2.1.2 above
we get that the required lifting force can be set
to:

Treq = mg cosαs (19)

Treq is balanced by the lifting force T of the
rotor, see Eq. 10.

1http://www.gnu.org/software/gsl

2.2.2 Forward flight iterative scheme

Given a forward velocity V the scheme for find-
ing the power consumed by the main rotor, P ,
and the torque, Q is given by 12 and 11 above.
By combining Eqs. 2, 10, 17, 18 and 19 we get
a two-dimensional optimization problem like the
following:

min
(Θ0,αs)

(eF )

n ∈ [1..Nis]

T [0] = Treq

(20)

Where:

eF =
eT
sT

2
+

(
KD

eD
sT

)2

(21)

eT = T [n] − Treq (22)

eD = FB − FDx (23)

sT = T [n] + Treq (24)

The factor KD is then chosen to roughly de-
scribe the ratio between the main and tail rotor
trust in ”worst case strained operation”. In this
work KD = 20 have been used with good nu-
merical result. KD affects the convergence speed
and the stability of the iterative scheme.

2.3 Tail rotor

The power consumed by the tail rotor is easily
estimated once the torque of the main rotor (Eq.
11) is identified. The required trust from the tail
rotor is given by:

Treq,tail =
Q

Lbom
(25)

The length Lbom is between the axes of the
main and tail rotors. It is assumed that the
tail rotor operate in no wind. That is of course
a significant approximation. However, for the
overall power estimate it is acceptable. The hov-
ering condition of operation of the tail rotor is
solved in an scheme analogous to the one de-
scribed above for the main rotor in section 2.1.2.
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2.4 Example

The model has been evaluated for several heli-
copters available on the market. One of witch
has been available for some verification is pre-
sented here along with some results on the hov-
ering performance. It is the jet-turbine powered
Lama SA315B scale model RC-helicopter from
Vario Helicopter2. It has a MTOW of 27kg. The
mathematical model include the main rotor and
the tail rotor.

Figure 5: Lama SA315B scale model helicopter
from Vario Helicopter used as example. Photo
by author.

3 Approximation grid

The described model in section 2 have been ap-
plied to a fixed grid of calculation points where
each point is described by a 4-dimensional vec-
tor [m,V, ρ, Vc]

T . For each point, a number of
quantities has been calculated and stored in a
value vector, [Θ0, αs, T,Q, P ]T . Typically, a grid
for one rotorcraft design have 10K to 200K grid
points. The interpolation scheme in use is the
simplest of them all; nearest-neighbor selection.
The current state in the simulation model is used
a search key in the 4D-matrix of grid points.
The point with the shortest distance to the key-
point is selected by making use of indices from
truncating standard functions. No smoothing is
applied. The search scheme then become almost

2http://www.vario-helicopter.de
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Figure 6: The diagram show the hovering per-
formance, V = 0, at different collective pitch
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force, T .
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independent of the size of the grid. For example,
the search index, IV , for the velocity V is defined
using the C-runtime library function round() as:

IV = round

(
V − Vmin
Vinc

)
(26)

Any limits included int the rotorcraft model
are included using a validity parameter stored
along each grid point. Defined as 1.0 for a com-
pletely model correct point and less than 1.0 for
grid points restricted by limits like; engine power
limit (Pmax), Θ0 restrictions and main gear box
torque limit (Qmax).

3.1 Example

An approximation grid for the RC-helicopter
from section 2.4 above has been generated at
different sizes. The numerical performance re-
sults can been seen here.

Size [Kpoint] CPU-time [min]

12 11
34 42
192 124

Table 1: CPU time for different grid sizes on
a Intel i7 3.4GHz CPU using a 8-core parallel
implementation.

4 Fuel performance prediction

By making use of the approximative model one
can predict the current power requirement and
fuel consumption. To demonstrate and test this
scheme, a simple flight path description have
been used, where a series of waypoints are vis-
ited along with a requested velocity. The simu-
lation updates the current position of the heli-
copter in a stepwise fashion without any dynam-
ics involved. There are no acceleration or retar-
dation zones close to the waypoints. This tech-
nique may be used for several applications. To
demonstrate, the problem of calculating the fuel
amount needed for a mission given the landing
weight and flight path has been studied. Again
an iterative scheme has been used for solving the

task. Simulation is repeated using different set-
tings on the take-off weight and the final land-
ing weight is matched towards a decired weight
set by the user. The iterative scheme minimizes
the difference between the estimate of the land-
ing weight m

(n)
land and the desired landing weight

msafe by adjusting the take-off weight mto which
includes the fuel to be used. The minimizing
problem looks like:

min
mto

(
m

(n)
land −msafe

)2

n ∈ [1..Nss]
(27)

4.1 Example

Again the example from section 2.4 is used. The
problem of calculating the required fuel level be-
fore flight includes many of the possible appli-
cation of the approximative model. An flight
path according to Fig. 8 has been studied. The
results for different grid sizes is given in table
2. All simulations are performed using a single-
core implementation on an Intel i7 3.4GHz CPU.
The time-step of the simulations are ∆t = 0.2s.
A simulation is done in a fraction of a second,
typically 70ms.

Size [Kpoint] CPU [s] Fuel [kg]

12 1.51 4.19
34 1.52 4.33
192 1.60 4.34

Table 2: Comparison between different grid sizes
for the fuel estimation routine.

5 Conclusion

The procedure presented is part of an ongo-
ing project. It’s characteristics focus more on
the inclusion of phenomenas in helicopter anal-
ysis than qualitative measures. The focus in
the work has been to establish an framework in
terms of a C++ implementation, partly paral-
lel, of the described procedure. The implemen-
tation is also the focus on the future work. It
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Figure 8: The test flight path used for studying
the effect of grid sizes.

makes use GSL3, STL4 and C++ templates and
is a very compact design of the procedure, only
2000 rows in size. From the tests performed dur-
ing the development one can state that making
use of this procedure using the approximative
model reduces the simulation time for a flight
path from about 90s to 70ms. The cost for
that is the establishment of an approximative
grid model that takes about 2h to calculate in
an parallel implementation. It can also be con-
cluded that the use of iterative minimizing al-
gorithms, especially the Simplex method, may
be applicable for the solution of the induced in-
flow problem of rotorcraft rotor analysis, as out-
lined in section 2.2.2. The goal-function of such
a minimizing task is subject to scaling parame-
ters needed for a good numerical characteristics.
Such parameters, exemplified by KD, may have
a interpretation in terms of helicopter perfor-
mance operation measures.

3http://www.gnu.org/software/gsl
4http://www.sgi.com/tech/stl
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Abstract 

In this paper several virtual air data sensors 
have been modeled using neural networks in 
order to estimate the angle of attack. These 
virtual sensors have been designed and tested 
using the aircraft mathematical model of the 
De Havilland DHC-2 “Beaver”. The aim of the 
work was to evaluate the degradation of neural 
network performance, which is supposed to 
occur when real flight data (affected by noise) 
are used instead of simulated ones. Each input 
and output signals have been characterized 
with a realistic noise level according to a 
model derived from Alenia Aeronautica Sky-Y 
flight test campaigns. By the analysis of the 
results hereinafter presented it is clear that the 
neural network developed for virtual signals 
cannot be used with real signals, as very low 
estimation accuracy may result. The neural 
network implemented as virtual air-data sensor 
for real applications needs to be trained with 
noise-corrupted signals in order to keep the 
accuracy bounded within acceptable limits. 

Introduction 

Modern UAVs are equipped with numerous 
electronic devices and sensors, like Air Data 
probes, to measure flight variables. Without 
them the remote piloting and automatic flight 
could not be realized.  
For Air Data Systems (ADS), where 
redundancy is requested for compliance to 
safety regulations, a voting and monitoring 
capability that cross-compares the signals from 
different sensors is needed: this feature is 
therefore used to detect and isolate ADS 
failures down to the single sensor, depending 
on the level of redundancy requested [1], [2]. 
The increasing need of modern UAVs to reduce 
cost and complexity of on-board systems has 
encouraged the practice to substitute, whenever 
feasible, expensive, heavy and sometimes even 
voluminous hardware devices with executable 
software code. A practical example, which is 
referred to as analytical redundancy in the 
current literature, is the process of replacing 
some of the actual sensors with virtual sensors, 

which can be used as voters in dual-redundant 
or simplex sensor systems, to detect 
inconsistencies of the hardware sensors and can 
be eventually employed to accommodate the 
sensor failures. 
More generally, analytical redundancy 
identifies with the functional redundancy of the 
system. The idea of using software algorithms 
to replace physical hardware redundancy was 
introduces as soon as digital computers started 
being used in the 1970’s to perform redundancy 
management. Approaches developed to detect 
and isolate sensor failures were ultimately to 
become important parts of later control 
reconfiguration schemes. An example is the 
Sequential Probability Ratio Tests that were 
flight-tested on the F-8 Fly-by-Wire 
demonstrator in the late 1970's [3]. Throughout 
the 1970s and 1980s many papers appeared 
describing various algorithms for managing 
redundant systems and redundant sensors. 
Many attractive advanced algorithmic solutions 
have been proposed especially throughout the 
last two decades, mostly related to model-based 
techniques but capable of taking into account 
some robustness requirements with respect to 
exogenous disturbances and model 
uncertainties. The challenge is to answer the 
following questions: could these techniques, 
developed within the academic community, be 
applied to existing industrially-developed 
UAVs and can they fit into current certification 
processes? 
The air-data virtual sensor which is being 
developed through the collaboration between 
Alenia Aeronautica and the Politecnico di 
Torino is based on neural networks (NN) to 
overcome some of the shortcomings related to 
model-based methods. In the aerospace field, 
NNs are often used as system identification 
devices to estimate aerodynamic coefficients 
[4], angle of attack [5], [6], and sideslip [7] 
from data derived from other sources that are 
not vanes, differential pressure sensors or 
modern multifunction probes. This kind of 
virtual sensor, however, needs to be fed at least 
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by an actual value of dynamic pressure, as 
observed in all the cases presented in previous 
works [8], [9], [10]. As far as prediction is 
concerned, it is very well known that NNs can 
work as human brain: starting from the 
observation of physical phenomena (the 
training stage), the NN should be able to mimic 
the underlining physics of the observed event 
and predict its future developments. 
Notoriously, in implementing a NN, the 
training phase plays a crucial role: although the 
training techniques are all widely 
experimented, documented and substantiated, 
in fact, it is not trivial to collect a training data 
set that is adequately representative of the 
model dynamics we want the NN to mimic. 
Training data might come from flight tests, 
wind tunnel data or from a mathematical 
model. Using a mathematical model, however, 
only a preliminary design of a virtual sensor 
can be developed, because of the discrepancies 
inherently introduced in the modelization 
process, which reintroduces the main drawback 
of the majority of the model-based techniques. 
The wind tunnel data are usually not suitable in 
this circumstances because it is very hard and 
expensive to perform dynamic maneuvers. The 
best way to design a virtual sensor is, thus, 
through the use of real flight data. This kind of 
procedures has the disadvantage that the 
training signals are affected by several sources 
of noise, such as air turbulence, structure 
vibrations and electronic noise.  
The aim of this work is evaluating the 
difference in neural network performance (or 
virtual sensor accuracy) between trainings 
performed using aircraft mathematical model 
results and flight test data. To perform this kind 
of evaluation a well-known mathematical 
model has been considered: training is 
performed using both smooth, noise-free 
signals and noise-corrupted signals where noise 
is artificially introduced using a model derived 
and validated from Alenia flight tests. The final 
goal of this activity is to assess the feasibility of 
the method and estimate the NN complexity 
necessary to maintain the virtual sensor angle 
of attack accuracy within the threshold of ±1 
deg. 

Description of the non-linear Beaver model 

The FDC toolbox for Matlab was developed 
starting from the De Havilland DHC-2 
“Beaver” aircraft [11] and it was designed to 
analyze aircraft non-linear dynamics and flight 
control systems. The aircraft is modeled as a 
rigid body with constant mass value, flying in 
still air. The Beaver command system is very 
basic and only the primary control surfaces are 
modeled whereas, for example, flap deflection 
effects are neglected.  
The relationship between the wind-axis and 
body-axis velocities can be expressed as 
follows 
 

;�!< = � >cos � cos �sin �sin � cos �? (1) 

or, conversely: 
 

� = @A B �A B !A 
� = tanCD !  
� = tanCD �

√A B !A 

(2) 

Differentiating Eq. 2, the resulting system, 
constituted by three ordinary differential 
equations, needs to be solved in order to find 
the analytical expressions for �, �, and �. For 
simplicity, attention is focused on the angle of 
attack, so differentiating the second of Eq. 2 it 
follows: 
 

�� = !� F !�A B !A  
(3) 

Substituting  and ! of Eq. 1 and rearranging 
the terms Eq.3 yields to: 
 

�� = !� cos � F � sin �� cos �  
(4) 

According to [11], the relationships between 
axial acceleration, gravity acceleration and 
angular velocities in  the body reference frame 
can be written as 
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� = �� F �! F �� sin � B �� �� = F� B 	! B �� sin � cos � B �� !� = � F 	� B �� cos � cos � B �  
(5) 

where the contribution of external force 
(�G = H�G) can also be indicated in terms of 
number of g acceleration �G = �G/� �J =K, L, M�. Introducing an expression for �  as a 
function of pilot commands, or, more in 
general, as a function of the control surface 
deflections, it is possible to obtain the 
relationships between the normal acceleration �  and the command actions, such as in Eq. 6, 
purposely written for the Beaver model [11]:  
 

� = � H = 12 P�A�� � B � ,Q� B � ,QR�S 

B� ,T �U� B � ,VW�� B � ,VWXY���A� (6) 

Therefore, considering Eq. 5, Eq. 4 can be 
rearranged as follows 
 

�� = 
�� F 	� B �� UZ[ � UZ[ � B � � UZ[ �� UZ[ �  
F ��� F �! F �� [J� � B ��� [J� �� UZ[ �  

(7) 

Then, substituting Eq. 1, we can obtain the final 
expression for angle of attack ODE: 
 

�� = 1� cos �  \  
            [��� cos � cos � F 	 sin �� B � B �� cos � cos �] cos �    F[��� sin � F � sin � cos �� F �� sin �B ��] sin � ] 

(8) 

Eq. 8 is essential to understand the independent 
variables which � depends on. According to 
Eq.8, thus, it is possible to write the following 
functional relationship:  
 

� = Q̂��� , �� , � , �, �, �, 	, �, �� 
(9) 

where the velocity � has been substituted by 
dynamic pressure because it is the source from 

which the velocity is derived from. Following a 
similar procedure the functional relationship for � can be written as follows: 
 

� = X̂_�� , �� , ��, � , �, �, �, 	, �, �` 
(10) 

So, substituting � in Eq. 9 with its expression 
written in Eq. 10, collecting all the independent 
variables and explicitating the dependency on 
pilot demands, Eq. 9 can be further expanded 
as: 

� = �Q��� , �� , ��, � , �, �,  
            	, �, �, �� , �� , �"� (11) 

From Eq. 11, it follows that the angle of attack 
is a function of the dynamic pressure, body axis 
acceleration, Euler angles and pilot commands. 
The advantage of using a neural network is that 
the information expressed by Eq.11 is already 
adequately detailed to implement a virtual 
sensor, whereas an exact or approximated 
expression for the �Q function is not strictly 
necessary. 

Maneuvers for training and testing stages 

As stated above, the training stage requires a 
collection of maneuvers that should be 
thoroughly representative of the flight 
envelope, so the choice can be oriented towards 
a flight containing a wide selection of 
command excitations, in terms of shape and 
frequency, and preferable where the same 
excitations reach their entire span range. An 
example of the maneuvers performed for data 
gathering is given in Fig. 1. 
 

 
Fig. 1 Detail of aircraft dynamic of the training stage 
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These maneuvers have been obtained using an 
autopilot which commands the aircraft to 
follow a prescribed signal or surface control 
deflections. In the present case, the longitudinal 
aircraft dynamics are controlled by acting on 
the elevator surface, whereas the asymmetrical 
aircraft motion is obtained following � 
reference signals. The simulated flight is 
composed by a basic set of maneuvers 
performed at different flight speed condition in 
order to have a training set that covers the most 
part of flight envelope. This basic set consist of 
yaw doublets, �-hold maneuvers and 
maneuvers in the longitudinal plane. The flight 
envelope considered here extends from 35 to 55 
m/s as suggested in [11]. 
Fig. 2 shows the maneuver that have been used 
to test, or validate, the neural network.  
 

 
Fig. 2 Aircraft dynamics of the test stage 

 

First the velocity is increased by acting on the 
throttle, and at the same time a beta sweep is 
performed. Then a double-repeated pitch sweep 
overlaps to a 40 deg heading turn at constant �=10 deg. The last maneuver is a beta sweep. 
It can be noted the in this kind of validation 
maneuvers there are many superimpositions of 
motion which are not present in the training set. 
Based on the experience gained flying the 
“Beaver” model, this kind of maneuver is one 
of the worst that could be used as validation 
case.  
As a fail/pass criterion the maximum error from 
nominal value has been selected rather than the 
classical concept of performance. Generally 
speaking, in fact, the neural network 
performance refers to the root mean square 

error of estimated quantities over an entire 
flight. As the virtual sensor is a discriminator 
source we are most interested in the maximum 
deviation between estimated and true data. 

Noise characteristics  

If compared to simulated signal, actual signals 
are always affected by noise deriving from 
external sources, such as air turbulence, and 
internal sources, mostly related to electronic 
devices. The discrepancies between the 
mathematical model and the real aircraft can be 
seen as another source of noise, especially 
when the sensor sampling is close to the first 
structural mode frequencies, such as in slender 
bodies. As it is always quite complicated to 
keep separate each source of noise, therefore 
any single signal has been marked with its own 
noise level.  
To develop a realistic noise model, data have 
been gathered during a flight test activity 
performed on Alenia Sky-Y. The Sky-Y is a 
propeller-driven MALE unmanned air vehicle 
designed by Alenia as a demonstrator for 
surveillance and patrolling purposes (see Fig. 
3).  
 

 
Fig. 3 Alenia Sky-Y 

 

In the course of the aforesaid campaign the 
Sky-Y was equipped with two 5-hole nose 
boom probes, each of them able to provide a 
complete set of air data (�, �, 	
, ��). 
The experience acquired allows us to assign a 
realistic peak-to-peak noise level to each 
input/output NN signal. Even if the degradation 
of signals depends on the specific electronic 
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devices, the actual level of air turbulence and 
the type of aircraft, it has been decided to adopt 
a conservative approach based on the worst-
case scenario, incorporating the combination of 
highest noise level detected within the Alenia 
data base. 
 

Variable 
Noise Level 

(peak to peak) 

� ±0.1 deg 

�� ±0.1 mBar 

�� ± 0.1 g 

�� ± 0.1 g 

�  ± 0.1 g 

� ± 1E-2 deg 

� ± 1E-2 deg 

	 ± 0.15 deg/sec 

� ± 0.15 deg/sec 

� ± 0.15 deg/sec 

�� ± 3E-3 deg 

��  ± 3E-3 deg 

�" ± 3E-3 deg 
 

Tab. 1 Noise level derived from flight test data 

 

A white noise with zero mean value have been 
added to each signal and the peak to peak 
values have been selected according to Tab. 1. 
 

 
Fig. 4 Example of angle of attack without and with 

noise 

 

Fig. 4 shows an example related to the angle-
of-attack. It must be noted that for the angle of 

attack estimation no electronic filters have been 
considered. 

Results using noise-free signals 

To assess the feasibility of the method it has 
been decided to simulate the best-case scenario, 
implementing a NN trained and tested on noise-
free signal: performance are evaluated on the 
bases of ±1 deg error specification for the angle 
of attack. The virtual sensor has been 
developed using a state-of–the-art tool, 
developed by third parts under the Matlab 
simulation environment [13]. The kind of 
neural network used is a multi layer perceptron 
(MLP) it has one hidden layer with 15 neurons 
characterized by hyperbolic tangent activation 
function and one output layer, as described in 
Fig. 5. 
The system identification exploits the NNOE 
model trained with the Marquardt method [14]. 
The input variables have been chosen from Eq. 
11 and they are directly processed by the neural 
network without any kind of buffer of memory, 
which would have been needed in the case that 
past inputs were also requested. 
 

 
Fig. 5 Neural network scheme (NN1) used for AOA 
estimation: the solid lines stand for positive weights, 
the dashed lines stand for negative weights, the red 

circles are the network neurons 

 

This kind of network has the enormous 
advantage to be light in terms of hardware 
resources: it only needs to be connected with 
the requested variables in input ports at current 
time � to give an estimation of ����. This kind 
of neural network can be identified as NN1 and 
the NN1C is, in particular, the NN trained 
using noise-free ‘clean’ signals, otherwise if 
NN1 is trained with noisy signals it can be 
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indicated as NN1N. The results presented in 
this section are obtained using the net NN1C. 
The estimation error for the angle of attack is 
plotted in Fig. 6 and the maximum value is less 
than 0.1 deg (peak to peak). 
 

 
Fig. 6 Estimation error obtained using the training 

maneuver of Fig. 2 for NN1C 

 

Fig. 7 shows the estimation error for the test 
maneuver using clean signals to feed the virtual 
sensor. 
 

 
Fig. 7 Estimation error obtained using the test 

maneuver for NN1C 

 

As could be expected, when noisy inputs are 
used with a net NN1C the errors are very large 
(Fig. 8). To reduce these errors a training using 
noisy signals can be performed as described in 
the following section. 
 

 
Fig. 8 Estimation error obtained using the test 

maneuver and noisy inputs for NN1C 

Validation using noisy signals 

Using the same scheme of neural network of 
Fig. 5 and described at the beginning of the 
previous section, a new training was performed 
using a combination of clean and noise-
corrupted signals (net NN1N) [14].  
It is worth noting that in literature other 
training algorithms have been developed to 
work better in presence of noisy signals [15] 
and they could have employed, but the main 
task of this phase of the activity is to 
investigate the worst-case performance losses 
rather than optimizing them. 
The results in terms of estimation error of angle 
of attack are plotted in Fig. 9. 
 

 
Fig. 9 Estimation error obtained using the training 

maneuver and noisy inputs for NN1N 

 

It is quite easy to understand that the scheme 
NN1 has the advantage to be very light in terms 
of computational costs but does not give the net 
any information about the development of the 
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input signals. In order to give more information 
about the signal evolution to the net, the virtual 
sensor has been fed with current input variable 
values and also with previous input values. A 
more uniform error over the entire flight 
envelope can be obtained using 2 of past inputs, 
which account for pi=2. In other words the 
condition pi=2 guarantees a better 
performance, in terms of root mean square 
error than pi=1. So, a new virtual sensor has 
implemented based on the neural network 
(NN3) with 45 neurons presented in Fig. 10. 
 

 
Fig. 10 Neural network scheme (NN3) used for AOA 

estimation with pi=2 

 

Fig. 11 shows the error obtained during the 
training of NN3 using (the same) noisy signals, 
the maximum error is about 0.2 deg, ten times 
more than of maximum errors obtained with 
NN1C.  
 

 
Fig. 11 Estimation error obtained using the training 

maneuver and noisy inputs for NN3N 

 
Through the comparison of Fig. 11 and Fig. 9, 
however, it is possible to appreciate the 
performance improvements obtained using past 
input values of all the variables involved, 

which have clearly the drawback of the extra 
computing cost in terms of memory buffer. 
The estimation error on the test maneuver is 
plotted in Fig. 12. If the last figure is compared 
with the Fig. 7 it can be noted that the 
maximum error has doubled. This is due to the 
particular noise level: the lower the noise level 
the lower the estimation error; the higher the pi 
value the lower the estimation error. 
 

 
Fig. 12 Estimation error obtained using the training 

maneuver and noisy inputs for NN3N 

Conclusions 

The present work presented an analysis of the 
degradation which occurs on a neural virtual 
air-data sensor, when noise-corrupted data are 
processed. In particular this simple analysis has 
highlighted the potential errors that might be 
introduced using a scarcely realistic data source 
to estimate the virtual sensor parameters.  
The first part of the paper deals with the 
development of a virtual sensor based on noise-
free signals: the functional relationship between 
the angle-of-attack and the most relevant flight 
variables has been derived and assessed in an 
ideal environment. In particular, the virtual air-
data sensor, implemented ad-hoc for the De 
Havilland DHC-2 “Beaver” analytical model, 
has been conceived as a function of data 
derived from gyros, accelerometers, pilot 
commands and a Pitot tube (dynamic pressure).  
The second part of the paper deals with the 
training of the neural network using noisy 
signals, for which each input variable has been 
provided with an artificial noise level derived 
from available flight test data. 
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The work has highlighted that is not possible to 
train a neural network with clean signals and 
then operate the NN with noisy signals: in other 
words there are no many chances of good 
performance to develop and train a virtual 
sensor using the aircraft mathematical model 
only and then using this sensor with actual 
signals for real applications. Even if the NN 
were extended to receive past inputs and 
trained with noise-corrupted signals, the net 
performance would suffer a degradation of 
about five order of magnitude with respect to a 
neural network trained with noise-free signals.  
As shown, the best practice in order to design a 
virtual sensor which satisfies such performance 
specifications is training the neural networks 
with noisy signals. As a matter of fact, a 
copious and meaningful set of flight data would 
be highly desirable, but it might be the case that 
this is not available. Can it be substituted with a 
set of data artificially corrupted with a noise 

model derived as the one used in the present 
paper? Giving an answer to this question means 
reformulating the technique comparing 
artificially noise-corrupted simulated data with 
flight data collected for the same aircraft, 
which is clearly a future developments of the 
present work.  
Is also realistic to keep neural network 
dimensions within certain limits (in terms of 
hardware resources): the state-of-the-art in the 
neural network field proposes many techniques 
that involve more complex neural network 
architectures which can be expressed with a 
smaller amount of parameters. The 
optimization of the neural technique can be 
regarded as an option in this first phase, but it 
remains an issue that must be addressed, 
especially in consideration of future 
implementation of the virtual sensor as an 
analytical redundancy tool for the on-board 
sensor management system. 
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more fault tolerant, since the robot can lose a 
leg without losing its capability for walking. For 
this reason it has been decided to design a 
controller for a hexapod robot with a total of 18 
rotational DoF. The controller design is based 
on observed natural behavior and the main 
source of inspiration is the stick insect, because 
of its high level of mobility and of the ease with 
which it can be studied. 

Biological findings about various animals 
show that the movements of individual legs are 
managed by fairly independent control systems 
[1]. On the other hand each leg has an influence 
on the other ones and it's the combination of all 
these influences that allows to generate an 
efficient walk. This means that the global 
motion problem can be solved by accomplishing 
two macro-tasks: control the motion of each 
single leg and coordination of all the legs. The 
control of the single leg it's fundamentally the 
problem of generating the step cycle.  

During the walking, the individual legs 
typically move cyclically and, in order to 
facilitate the analysis, the motion of a leg is 
often partitioned into phases: the control of each 
phase and transition among phases are called 
subtasks of the walking problem.  

The coordination among legs is essential to 
regulate global parameters such as advancing 
speed, stability margin or body attitude and 
position. The first task consists in maintaining a 
steady motion and it can be obtained 
introducing local weighted influences among 
neighboring legs. The main advantage of a such 
structured solution is the possibility to design 
each module independently because they are 
only weakly coupled. This allows the use of a 
simpler, decentralized control system, since it 
requires a less performing CPU than a global 
controller. The possibilities offered by using a 
decentralized control matches the requirements 
of the low-performances space-certified CPUs.  

In this work a bottom-to-top approach has 
been adopted to create an incrementally realistic 
walking motion generator. In particular, 
Continuous Time Recurrent Neural Networks 
(CTRNN) [2] have been investigated for the 
realization of parts of the modules composing 
the decentralized controller. Starting from the 
design of efficient controllers for every phase of 

the step cycle, a selector regulating the 
transition among phases has been developed 
producing a complete single leg controller. At 
this level mutual influences among neighboring 
legs have been introduced and only in the last 
phase of the work global coordination 
parameters have been taken into account 
accomplishing the global task of walking 
control. However, the present work will 
concentrate on the controller of a single leg 
motion, which is responsible of the actual 
control of the motion. The leg-coordination and 
gait generation, that are needed to define target 
leg motions, can be implemented using different 
approaches. The most promising solution 
identified for those modules is just outlined in 
this work.  

In section 2 an introduction to the problem of 
walking motion generation is introduced 
together with the proposed approach, while in 
section 3 and 4 the details on the implemented 
controller are outlined together with preliminary 
results obtained with numerical simulations.  

2 The Problem of Walking 
Walk can be defined, in the most general 

way, similarly to a method of terrestrial 
locomotion that uses limbs. The main 
differences with other kinds of movement are 
the presence of a non-continuous contact with a 
substrate and the usage of more than one 
multiple DoFs appendage.  

Walking is one of many behaviors where 
machines still lag notably behind the 
performance of animals, so it is natural to 
examine walking in animals to look for hints to 
improve the performance of machines. The most 
important global aspects of the walking problem 
can be summarized as follows: 
Redundancy. the number of degrees of freedom 
is normally larger than the one necessary to 
perform the task.  
Autonomy. The redundancy requires the system 
to select among different configuration 
alternatives without external command;  
Situatedness. A walking system is situated in a 
complex and unpredictable environments, which 
means that any movement may be influenced by 
the environment. 
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The best solution to fulfill all these tasks is a 
decentralized control structure that consists of a 
number of distinct modules each one solving 
particular subtasks. The division into modules 
and the choice of the subtasks have been 
accomplished assembling logical components to 
model the system properties in a biomimetic 
way. Although many animals have body 
appendages that can be used for walking, only a 
few species have been investigated in sufficient 
detail. Among them, the stick insect is the more 
suitable for the purposes of this work thanks to 
its capability to walk on very complex and 
irregular substrates.  

The stick insect can be modeled as a rigid 
body supported by six legs: two legs are called 
ipsilateral if situated on the same side, 
contralateral if situated on the opposite side. 
Each leg has been modeled as a manipulator 
with three joints and divided into three movable 
sections: the coxa, closest to the body, the 
trochanter-femur, or just femur as they are 
fused and the tibia.  

 

 
Fig. 1 Leg geometric parameters 

 
In Fig. 1, the geometric parameter defining 

the leg are illustrated. Starting from the body it's 
possible to identify: the Body-Coxa (BC) joint 
(angle  the Coxa-Trochanter (CT) joint (angle 
 and the Femur-Tibia (FT) joint (angle . 
The  angle determines mostly how much near 
to the front or to the back the leg plane is 
positioned, the  angle specifies how high or 
low the knee is and the  angle determines the 
lateral proximity of the tarsus to the body. Note 
that all the joints influence motion in all 

directions, i.e. joint variables are non-linear with 
respect to Cartesian coordinates.  

2.1 Control Strategy 
The modular approach adopted in this work 

allows the simplification of the problem of 
walking control in a large measure, but needs a 
good distinction among all the tasks. 

The approach to the problem of walking 
control is not unique: it heavy depends on 
external parameters such as substrate properties 
and global required speed. Two different 
methods have been applied for the realization of 
walking controller: central pattern generator 
(CPG) and reflexes-based systems.  

Typically a CPG controls each single leg and 
the coordination is obtained by a temporal 
synchronization of all the CPGs. This system 
allows to reach very high advancing speeds and 
a regular motion but require legs with particular 
reactive characteristics and powerful motors.  

A reflex-based controller can be viewed as a 
closed loop control system with fixed input that 
produce an output only in relation with an 
environment depending input. The coordination 
is typically based on rules that mediate the 
reflexes of every single leg. The reflex driven 
approach seemed to provide a simple way to 
stabilize the walking patterns, also in very 
difficult conditions, by providing a set of fixed 
situation-reaction rules to external disturbances 
and as a way to regulate leg coordination among 
multiple independent legs.  

For a space-oriented project, like this one, it's 
clear that, at this level of development, a very 
fast CPG-based robot has only little utility. In an 
unknown environment, like planetary surfaces, 
the first priority for a robot is to ensure a steady 
motion in any moment.  

A walking robot, besides, must be able to 
reach locations out of the range of wheeled 
ones, balancing its complexity with its higher 
capabilities. Furthermore a slow locomotion 
allows to reduce energy consumption and to 
avoid shocks to the scientific payload. All these 
considerations favored the choice on a reflex-
based controller. 

The approach followed in this work allows to 
realize a decentralized reflex-based controller, 
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in which each modules is responsible of 
subtasks which are coordinated by a set of rules. 

3 Single Leg Controller 
The problem of controlling a single leg can 

be simplified partitioning the step cycle into the 
stance and swing phases. During the stance 
phase, the leg maintains ground contact and is 
retracted to propel the body forward, while 
supporting the weight of the robot. During the 
swing phase, the leg is lifted off the ground and 
moved in the direction of walking, to touch 
down at the location where the next stance 
should begin. Fig. 2 shows these two phases. 

 
 

 
Fig. 2 Walking phases 

 
The phases are mutually exclusive behaviors 

as a leg cannot be in swing and in stance at the 
same time. Therefore, the control structure must 
include a mechanism for deciding the transition 
between swing and stance phase, creating the 
complete step cycle. This criterion can be 
identified on the basis of spatial variable: at the 
AEP the transition from swing to stance occurs; 
at the PEP the transition from stance to swing 
occurs. This means that to produce a 
stereotypical step cycle, the leg controller can be 
composed by only three modules each of them 
fulfilling a subtask: a swing module that 
controls the leg during the transfer phase; a 
stance module that controls the leg during the 
support phase; a selector that works at an higher 
level and switches between using the outputs of 
either the stance or the swing module. To 
guarantee a robust and efficient motion on 
irregular surfaces a stereotypical step cycle is 
not sufficient. For this reason a limited number 
of standard reactions to typical unpredictable 
disturbances, called reflexes, has been added to 
the standard controller. The scheme of the 
complete single-leg controller is illustrated in 

Fig. 3 with particular attention to the 
input/output relation. 

 

 
Fig. 3 Single leg controller 

 
Controlling a swing movement is easier than 

controlling a stance movement, because a leg in 
swing is mechanically uncoupled from the 
environment and, owing to its small mass, 
essentially uncoupled from the movement of the 
other legs. Therefore, whatever a leg does 
during a swing movement, it has virtually no 
impact on the movements of the other legs. 

Since the stick insect regulates swing 
movements and compensate for external 
perturbations, the control system must receive 
proprioreceptive sensory feedback to account 
for a closed-loop control. Moreover, because 
swing movements are known to be targeted 
towards a given location, the controller must 
also receive information about a desired posture.  

A general swing can be completely defined 
by three points: the posterior extreme position 
(PEP), where the leg lifts off the ground to start 
swing, the anterior extreme position (AEP) 
where the leg ends swing by touching the 
ground and the swing extreme position (SEP), 
the dorsal extreme position of the swing 
movement. To fulfill the swing task, the 
controller must show two different features: the 
leg has to lift off from the PEP and the foot has 
to move to the target position (AEP).  

 The one permits to avoid all the obstacles 
below the trajectory so, with an high SEP, the 
walk will be possible also on rough terrain. The 
second one implicitly imposes that the AEP is 
an attractor for the controlled system, but only 
in the two dimensions of the ground plane. In 
the direction perpendicular to the support 
surface, the attraction point must be placed 
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below the ground reference position thus 
prohibiting the foot to move too much slowly 
immediately before the ground contact. 

In a complex environment, the task of 
controlling the stance movements of all the legs 
on the ground poses several major problems. It 
is not sufficient to assign the motion of each leg 
on its own, because the mechanical coupling 
through the substrate implies the coordinated 
action of all the joints that connect the body to 
the ground. Thus, the coordination of up to 18 
joints may be needed at any moment in time. In 
classic approach to walking machine, this  
problem can be solved only by computationally 
intensive algorithms that take into account the 
complete dynamics of all the legs in stance. The 
nature of the mechanical interactions and the 
search for a global optimum requires a single 
central control system. However, in technical 
solutions, such centralized system makes real-
time control difficult, even in simple cases.  

Although the task to coordinate many joints 
appears complex, insects master it with their 
simple nervous system. This means that they 
use, instead of a centralized controller, a 
decentralized approach able to exploit the 
dynamics of the body-environment interaction. 

To solve this particular problem in a very 
easy way, Cruse et al. [3] propose to replace a 
central controller with distributed control in the 
form of local positive feedback. The positive 
feedback occurs at the level of the single joint, 
feeding back the position signal to control the 
motor output of the same joint, without direct 
relationship with the rest of the kinematic chain. 

To understand how positive displacement 
feedback works, one must consider, a standing 
legged system that begins to move one joint, 
while keeping all the feet on the ground. Owing 
to the mechanical connections, all other joints of 
the moved leg, and even joints of the other legs, 
passively adjust to the active joint movement. 
Thus, the movement direction and speed of each 
joint do not have to be computed because this 
information is already provided by the physics 
of the whole system. This example is related to 
postural control, a problem ruled by resistance 
reflexes that maintain the position of each leg 
with local negative feedback circuits. In this 
work, the control of walking is realized 

replacing the resistance reflex with an assistance 
reflex: it can be modeled by a positive feedback 
that transforms this passive movement into an 
active one. 

3.1 Controller Implementation 
The control of the swing phase can be 

achieved with a single module, consisting in an 
artificial neural network (called swing-net), that 
generates the desired trajectory during this 
phase. This trajectory must show two different 
behaviors: the lift off from the ground and the 
targeting on the AEP.  

The choice of a dynamical neural network is 
based on its superior capability to simulate a 
time-dependent behavior. In particular, 
Continuous Time Recurrent Neural Networks 
(CTRNN) will be investigated. In this work the 
current angles have been considered as states 
and the target ones as inputs. This choice allows 
to update the state with the measured angular 
displacements and to use directly the state 
derivative calculated by the network without 
any integration, reducing numerical problems in 
both cases.  

 

 
Fig. 4 Swing-net structure 

 
The structure of the network is reported in 

Fig. 4. The network is composed by three units, 
one for each joint angle. The  and  units are 
composed by a single neuron and the  unit is 
not interconnected with the other two. The  
unit is composed by two interconnected 
neurons, one of which is completely 
interconnected also with the  unit. The 
mathematical model of the dynamic recurrent 
ANN can be summarized by the equations: 
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remembering that the variable Si are the 
weighted sum defined as follows: 

i i iS y    (2) 

where yi is a general state. The state h, also 
called hidden state, has been added to correctly 
reconstruct the behavior of the CT joint angle. 
The recurrence of the network is guarantee by 
the leg that acts as an integrator on the three 
angular velocities produced by the swing net 
and fed back. The hidden state is integrated 
numerically.  

It's possible to see in Errore. L'origine 
riferimento non è stata trovata. how this 
CTRNN is able to produce precise trajectories 
on a wide range of PEPs and AEPs. This 
network shows also a great robustness since it 
reacts in a very effective way to external 
disturbances as shown in Fig. 6. 

 

 
Fig. 5 Swing-net performances 

 

 
Fig. 6 Swing-net response to disturbance 

 
The control of the stance phase is achieved 

with a dedicated module realized combining 

classical controllers with ANN. The module  
implements both the LPVF controller on the BC 
and CT joint angles and the other aspects that 
involve the power stroke, especially the height, 
velocity and direction control. The Local 
Positive Velocity Feedback (LPVF) is 
fundamentally a closed-loop system with an 
high-pass filter (HPF) on the feedback path and 
a unitary gain on the forward path. A typical 
first order high-pass filter has a transfer function 
that can be expressed as follows: 

( )
1

s
G s

s







 (3) 

where  is the time constant of the HPF, the 
inverse of the cutoff frequency. The closed-loop 
transfer function between input and output 
becomes: 

( ) (1 ) ( )y s s x s   (4) 

This means that the output of such a system 
corresponds to the sum of the input and the 
derivative of the input. In the local positive 
displacement feedback, feeding directly back 
the joint angle, the correspondent angular 
velocity could continuously increase in an 
unpredictable way. The introduction of the HPF 
avoids this behavior by maintaining the speed 
almost constant as required to a stance control 
system. In this case, for example, a short 
velocity impulse given at the input, after the 
pulse, leads to an almost continuously constant 
velocity output value. 

In order to avoid backward walking induced 
by directional biases, e.g. when gravity opposes 
the walking direction on a steep slope, a 
supervisory system has been introduced. It 
specifies the correct walking direction, but 
allows also to stop or start the entire system. 
This is also necessary to avoid any influences of 
the previous swing phase on the successive 
stance phase. This formulation allows to give 
directly an angular velocity command to the 
actuator. However, the sensors mounted on the 
joints measure angular displacements only. To 
obtain an information about the angular velocity 
it is necessary to numerically calculate the 
derivative of the measure. In the present work a 
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second order backward finite difference formula 
has been used. 

 
Fig. 7 Stance-net performances 

 
In Fig. 7 the results obtained for the stance 

phase are shown. During a reference stance 
phase the most part of the motion depends on 
the  angle that move the leg backward, 
propelling the body forward. The angular 
velocity shows the behavior previously 
predicted for a system with LPVF, remaining 
almost constant after a starting initial 
perturbation, given by the walking direction 
offset. The angle  shows small variations only, 
due to numerical error, but also to the motion of 
the other legs. This behavior can justify a 
different control strategy, e.g. a closed-loop 
negative feedback to increase lateral stability. 

The height control of the body depends 
completely on the CT joint, the  and  angles 
are responsible for ground parallel movements 
and thus they provide the thrust by using LPVF, 
whereas the  angle doesn't show any reversal 
reflex, but controls the movement in the 
direction perpendicular to the ground. This 
action is performed by the simplest control 
system possible. The required angular velocity 
is calculated by a classical closed-loop regulator 
that uses negative feedback. The actual body 
height, evaluated at the leg insertion point, is 
compared to a reference value and the resulting 
error is transformed into a desired angular 
velocity. The choice of using a simple 
proportional controller has its biological 
counterpart in the findings on height control in 
stick insects that show an individual 
proportional element acting as a 
servomechanism on each leg.  

The control law can be summarized as 
follows: 

( )sens refK h h    (5) 

The results obtained with this controller are 
illustrated in Fig. 8.  

 

 
Fig. 8 Height control performances 

 
If the ground has a step (bold line), when the 

leg passes from swing (dashed line) to stance 
(solid line), it sees a change in the local body 
height. The controller tries to maintain the 
reference body height (dash-dotted line), by 
feeding-back a command proportional to the 
error on height.  

The value of the current body height isn't 
directly measured by any sensor but can be 
easily deduced by the measure of the joint 
angles. The complete analytical formulation 
uses twice a trigonometric function, increasing 
the computational cost. The best way to reduce 
the computational cost is to approximate the 
function by an ANN with two outputs, one input 
and only one neural unit on the hidden layer. 
The calculation time decrease of almost one 
order of magnitude.  

To maintain a constant advancing speed it is 
necessary to correct the values of the angular 
velocities previously calculated. Since the 
movements on the plane parallel to the ground 
mainly depend on the  and  angles, the 
correction has been applied only on them. The 
velocity correction works as a classic negative 
feedback supervisor that modifies the 
amplification of the positive feedback control 
signal as follows: 

( 1) ( )

( 1) ( )
v

v

k K K k

k K K k




 
 

 
 

 
 

 (6) 

where K and K are the fixed static gains of the 
LPVF controller. To evaluate the gain Kv it is 
necessary to define the error e as the difference 
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between the required velocity and the measured 
velocity Vsens. The required speed descends from 
a higher control level, e.g. a human operator or 
a pattern optimizer, and can be varied over a 
normalized range from 0 to 1 where 0 means a 
null speed and 1 indicates the maximum 
allowed value. The current advancing speed of 
the single leg can be obtained indirectly from 
the angular variables as follows: 

(( sin

sin( )) cos

( cos

cos( )( ))sin )
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The correction depending on advancing 
speed can be calculated as follows: 

1 : e 0

1
: e 0

1
v

e
K

e

 
 

 

 (8) 

These nonlinear characteristics, proposed by 
Schmitz et. al [4], ensures values either bigger 
or smaller than 1 at the output when walking too 
slowly or too fast respectively.  

 

 
Fig. 9 Velocity control performances 

 
The control of the global velocity accords 

with the biological findings on stick insects 
reported by Cruse, who found a velocity control 
rather than a position control during leg 
retraction. The results of the velocity control for 
a typical ripple gait are shown in Fig. 9. The 
actual trend fits very well the reference value 
except for some little variation and a sudden 
oscillation that happens at phase transitions of 

the leg or adjustments in the body attitude due 
to the motion of other legs.  

The direction control, in the same way as 
height and velocity one, relies on a negative 
feedback strategy. Owing to its closed-loop 
nature, this system can compensate for 
unbalanced coupling factors or other 
inequalities between right and left legs. The 
yaw-turning velocity is assumed to be known. If 
the yaw reference is set to zero, the system 
moves straight with small, side-to-side 
oscillations in heading like all that can be 
observed in walking insects (see Kindermann 
[5]). To produce curve walking, a small positive 
or negative bias is added to the reference value 
in order to determine the curvature direction and 
magnitude. This model makes it possible robust 
course control and performs very good also with 
very small turning radii, up to 1.5 times the total 
body length. 

The actual yaw angular velocity can be 
estimated on the basis of the current joint 
angular variable of the supporting legs, but the 
analytical formulation of this problem is quite 
complex and can amplify every error on the 
measures. To avoid this problem it is necessary 
to introduce an angular rate sensor. 

The state selector is the module deputed to 
govern the transition between swing and stance 
phase and thereby to control the rhythm of a 
leg's motion. An oscillator based on external 
inputs has been used to control the rhythmic 
alternation of swing and stance phases. Cruse et 
al. suggests that this requirement can be fulfilled 
in the easiest way by a module driven by two 
sensory input and the information about the 
activity of both the states. This module can be 
realized with a simplified four-unit ANN. 

 

 
Fig. 10 State Selector structure 
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In this network, the motor outputs that are 
active during return stroke and during power 
stroke are each represented by a single artificial 
unit (RS and PS in Fig. 10). The activity of a 
state is indicated by a Boolean truth value that 
works as switch for the velocities calculation: if 
the RS is true and the PS is false the angular 
velocities are given by the swing net, in the 
opposite case by the stance net.  

The sensory inputs are given by two distinct 
units: a ground contact unit GC, that signals the 
onset of foot contact with the substrate, and a 
PEP unit that observes whether the leg has 
reached a reference posterior extreme position 
PEP. The  GC unit simply consists in the 
readings of the force measured by the sensor 
mounted on the foot.  

The PEP unit produce its output comparing 
only the x Cartesian coordinate of the PEP and 
of the foot current position, because it is the 
most significant. Since the actual position of the 
foot is not directly measured, it needs to be 
calculated starting from the current joint angles. 
This analytical expression, as the body height 
one, involves trigonometric functions that 
produces an increase in the computational cost. 
The solution is the same: replace the exact 
formulation with an approximating ANN. Even 
in this case the calculation time becomes one 
order of magnitude smaller than the original 
case. 

3.2 Reflexes 
A reflex is a type of behavior that can be 

roughly defined as a rapid, automatic 
involuntary response triggered by external 
stimuli. The response persists for the duration of 
the stimulus and its intensity is correlated with 
the stimulus's strength. Reflexes are very useful 
during locomotion, making the animal able to 
react to any unpredictable situation rapidly. 

The control system described in this work for 
the generation of a step cycle in each leg of the 
robot, is based on reflexes. as it is illustrated 
above. This approach allows an higher 
flexibility than for CPG-based systems, 
however, only a part of the total reactive 
behaviors shown by a stick insect has been 

shown so far: an assistance reflex to propel the 
body and a step reflex to lift-off the leg.  

In real animals other reflexes exist, that allow 
them not only to generate a regular walking 
pattern, but also to produce the correct behavior 
in reaction to a large number of unpredictable 
changes in the environment. Three more 
different typologies of reflex are always present 
in insects and have been implemented:  
stepping reflex: when a leg assumes a poorly 
stable posture, performs a limited aerial phase to 
return in a stable configuration; 
avoidance reflex: when a leg touches an 
obstacle, moves away from it and changes its 
elevation to overcame it; 
searching reflex: when a leg doesn't find the 
ground at the end of swing phase, starts a 
rhythmical motion in an increasing region of 
space until a supporting surface is found. 

In Fig. 11 such behaviors are shown.  
 

 
Fig. 11 Reflexes 

4 Coordination Strategies 
The problem of coordination must consider 

two things at least. First, the timing of lift-off 
and touchdown in each leg must not impair the 
stability of the whole body. Second, the number 
of legs in stance determines the upper bound of 
propulsive force. Therefore, efficient timing and 
coordination of power and stance direction of all 
legs in stance must be controlled to ensure their 
synergic action.  

These two first requirements can be fulfilled 
without a central planning. To reach a satisfying 
solution it is sufficient to insert local influences 
that link each limb only with its neighbors. This 
method allows to simplify the problem 
considerably, reducing computational costs. 

Some other problems need a global 
supervision on all the legs to be correctly 
solved: the main of them are the control of the 
body's height and attitude and the generation of 
curve trajectories. To manage these parameters, 
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it's necessary both to measure and control 
variables of all the legs and to perform global 
calculation.  

Walking coordination is generally described 
using Gaits. The concept of gait is strictly 
related to the stride concept, that is a period of 
locomotion defined by the complete cycle of a 
reference limb. In six-legged walkers the gaits 
that ensure the best performances can be chosen 
from biological findings, show a periodic 
behavior and are called wave-gaits. The most 
important characteristic of these patterns is their 
capability to ensure a statically balanced motion 
on a wide speed range.  

On really rough terrain, cyclic gaits are not 
suitable and the free gait, a gait that can produce 
both regular or irregular pattern depending on 
coordination influences, is used instead.  

The coordination rules implemented that 
regulate the gait in a six-legged walker have 
been identified by Cruse starting from his 
experiment on stick insects and can be 
summarized as six influences among both 
contralateral and ipsilateral legs. No direct 
influences between the diagonal legs have been 
found.  

 
Fig. 12 Coordination rules 

 
A scheme of how this coordinating system 

works is shown Fig. 12. Each of the six legs 
signals information about its current state to its 
neighbors (arrows). The known coordination 
rules are numbered according to the list to the 
right. Numbers next to the arrows denote the 
rules known to be present in a given signaling 
pathway. The actions/goals correspondence that 
can be associated with the experimental 
evidence, is listed aside. The preliminary 
evaluation of the controller performances have 
been obtained using a multi-body numerical 
simulation tool and combining all the developed 

modules. In Fig. 13 Stepping patterns - ripple 
the stepping patterns obtained for a ripple wave 
gait are shown.  

 

 
Fig. 13 Stepping patterns - ripple 

5 Conclusion 
The proposed biomimetic approach to the 

problem of walking generation and control for 
Hexapod robot shows promising results both in 
terms of controller performances and 
computational costs. The last aspect is very 
important in the possible application of such 
techniques to space exploration. The use of 
CTRNN increase the robustness to external 
disturbances which suggest a better adaptability 
to uneven terrain. 
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Abstract

This work deals with the problem of perform-
ing rendezvous and capture of a non-cooperative
spacecraft by means of a space free-flyer, i.e. a
satellite base equipped with a robotic manipula-
tor. Though this kind of manoeuvres addresses
the solving of relevant existing problems such as
debris removal, satellite servicing, orbit chang-
ing, only few spaceborne experiments have been
conducted, all keeping strong working hypothe-
sis. In this work, a few techniques and strategies
to obtain more realistic algorithms, taking into
account relative motion and computational load,
are presented. An orbit and attitude dynamics
simulator has been developed to experiment the
proposed strategies.

1 Introduction

Since the launch of the first artificial satellite,
Sputnik 1, in 1957, more than 6000 satellites
have been put in orbit, 3000 still orbiting Earth
together with 12000 space debris.

Many issues may occur due to this enormous
population of space waste objects. Deorbiting
manoeuvres are not always provided for, or can-
not be executed due to failures, thus causing
hazards or expensive manoeuvres for incoming
spacecraft. Furthermore, satellites may need
simple servicing operations, like refueling or de-
ployment of entangled structures, or recovery
from failed orbit insertions, or orbit changes

that require external help. The main idea that
has inspired the present work is the possibil-
ity of having a robotic space vehicle equipped
with manipulators, a free-flyer, to approach and
grab a spacecraft for executing planned opera-
tions. While autonomous rendezvous and dock-
ing manoeuvres have been developed and real-
ized many times, the use of robotic manipula-
tors in space has always been limited to human-
controlled handling and berthing of structures.
In this paper a study on the autonomous cap-
ture of non-cooperative satellites is presented.
A chaser, equipped with a robotic arm, must
approach a tumbling non-cooperative target en-
dowed with a grapple fixture and capture it, as
shown in Fig. 1.

Figure 1: The free-flyer captures the target

(V-bar and R-bar shown)

The dynamics of the manipulator is quite dif-
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ferent from the dynamics of robotic arms with
a fixed base; in fact in space the motion of a
joint affects the attitude motion of the vehicle
on which the manipulator is attached. Accord-
ing to the concept of the Virtual Manipulator
and the Virtual Ground, the dynamics of the
whole multi-body chaser has to be referred to
the center of mass of the system, which moves
when external forces are applied and when the
capture is executed. Previous works, like [6] and
[5], solved this problem using inertial wheels to
keep the base attitude fixed with respect to an
inertial reference frame, thus simulating a fixed
base but wasting three degrees of freedom. The
dynamics of a space free-flyer also involves heavy
computational loads: an algorithm to reduce the
load has been proposed and tested. The prob-
lem of the trajectory planning to guide a robotic
manipulator to rendezvous and capture a non-
cooperative target satellite is closely related to
the application of the vision in the robotic cap-
ture of moving objects with known dynamics. In
the study, the chaser is supposed to have a cer-
tain quantity of information about the target,
i.e. an estimation of the rotational state and the
geometry, the mass and the moment of inertia
tensor. A fly-around strategy has been imple-
mented, thus simulating the presence of a vision
system apt to get and/or increase the quantity of
information before starting the final capture ma-
noeuvre. Capturing strategies for a free-floating
space robot in grasping of a tumbling target with
model uncertainty are presented. The proposed
strategies take into account the relative orbital
motion between the chaser and the target, thus
dropping the flat-space assumption used in [5].

2 The free-flyer[4]

2.1 Historical Background

Although studied since the early nineties, space
robotics has almost entirely been reduced to
heavy robotic manipulators attached to much
heavier spacecraft (e.g. the RMS onboard the
Space Shuttle or the Canadarm2 on the ISS );
this choice allows to avoid the difficulty concern-
ing the kinematics and the dynamics of a space
free flyer, because due the heaviness of the base,

this can be regarded as fixed with reference to
the center of mass of the system. Nevertheless
this solution causes two problems: first of all,
heavier payloads mean more expensive launches,
while a free-flyer can be a medium sized satellite;
in addition, large robotic manipulators in space
are always human-operated, being the decisions
left to astronauts and the computational duties
put in the computers’ charge.

During last twenty years, many articles have
been published about different techniques to
perform operations with a free-flyer, but such
a wide field of study has never been deeply ex-
plored and tested: Japanese satellite ETS-VII
([5]) was the first and up to date the only space-
borne experiment that performed rendezvous
and capture operations with a space free-flyer.
After that, many researchers suggested strate-
gies based on a certain number of hypothesis to
make the study easier, but sometimes losing the
possible advantages of the free-flyer (e.g., the hy-
pothesis of flat space i.e. lack of relative motion
between the free-flyer and the target may lead
not to use this relative motion to get a better
position of the arm with respect to the grapple
fixture).

2.2 Kinematics

To study the motion and the geometry of a space
system, is advisable decoupling the equations
describing the orbital motion, i.e. the motion
of the Center of Mass (CM ) of the system, and
the equations describing the attitude motion, i.e.
the motion around the CM. A space free-flyer,
however, is a multi-body system with moving
link: therefore, its CM is not a physical point of
the system; nevertheless, the position of the CM
can be determined as a function of the base atti-
tude and of the joint variables, i.e. the angles of
the revolute joints and the shift of the prismatic
joints.

2.2.1 The Virtual Manipulator

The free-flyer robotic system is represented by
a base whose center of mass CM0 is identified
by means of the vector cr⃗c0 with reference to
the CM of the whole system. Similarly, cr⃗ci is
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the position vector of the center of mass CMi of
the i-th link of the manipulator. These vectors
are defined with respect to an in-orbit inertial
reference frame RFc centered in CM .

Figure 2: The free-flyer kinematics

For each link, in addition to the Denavit-
Hartenberg parameters, two more vectors are
introduced: ca⃗i is the position of CMi with re-
spect to the origin of the i-th reference frame
RFi, expressed in RFc;

c⃗bi is the position of the
origin of the i+1-th reference frame RFi+1 with
respect to CMi, expressed in RFc.

As for the platform, RF0 is the reference frame
centered in CM0 and having its axes along the
principal axes of inertia of the platform.

According to the given definitions of the posi-
tion vectors, the following relations between the
cr⃗ci can be written:



































cr⃗c1 = cr⃗c0 +
c⃗b0 +

ca⃗1
...
cr⃗ci =

cr⃗ci−1
+ c⃗bi−1 +

ca⃗i
...
cr⃗cn = cr⃗cn−1

+ c⃗bn−1 +
ca⃗n

(1)

Such equations are recursive, cr⃗c0 being the
only unknown quantity.

Let m0 be the base mass and mi the mass of
the i-th link; being the cr⃗ci referred to the CM ,
the static moment of the whole system is equal
to zero:

m0
cr⃗c0 + . . .+mi

cr⃗ci + . . .+mn
cr⃗cn = 0 (2)

Given the Eq. (1),

cr⃗c0 =
n
∑

i=0

c
(0)
i

(

c⃗bi +
ca⃗i+1

)

(3)

being

M =
n
∑

i=0

mi (4)

c
(0)
i =

∑i
k=0mk

M
− 1 (5)

Calling

ci =

∑i
k=0mk

M
(6)

the position of each CM can be calculated as

cr⃗ck =
n
∑

i=0

c
(k)
i

(

c⃗bi +
ca⃗i+1

)

(7)

being

c
(k)
i =

{

ci i < k

c
(0)
i = ci − 1 i ≥ k

(8)

Since the position of the end effector (EE ) is
cr⃗EE = cr⃗cn + c⃗bn, the expression of the direct
kinematics of the space free-flyer is

cr⃗EE =
∑

i=0

nci
(

c⃗bi +
ca⃗i+1

)

(9)

Comparing the expression of the direct kinemat-
ics with the geometric path given by cr⃗EE =
cr⃗0 + c⃗b0 + ca⃗1 + c⃗b1 + . . . + ca⃗n + c⃗bn, it
can be noticed that the position of the EE with
respect to the CM of the whole system is equiv-
alent to that of a virtual manipulator with the
base located in CM and links parallel to that
of the real manipulator, but having the lengths
ca⃗i and

c⃗bi scaled by the coefficients ci. In this
virtual description, the base of the real manipu-
lator is represented by means of a spherical joint.

2.3 Differential Kinematics

The linear velocity of the EE, cv⃗E can be ex-
pressed as a function of the linear and angular
velocities of the base, cv⃗c0 and ω⃗0, and of the
velocity of each joint q̇i as follows:

cv⃗E = cv⃗c0 + ω⃗0 × ( cr⃗EE − cr⃗c0) +
n
∑

i=1

JLi q̇i

(10)
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Figure 3: The virtual manipulator

being JLi column arrays based on the joint
type:

JLi =

{

cẑi Pris
cẑi × ( cr⃗EE − cr⃗i) Rev

(11)

where cr⃗i is the position of the origin or RFi

with respect to the origin of RFc, i.e. cr⃗i =
cr⃗ci−1

+ c⃗bi−1.
Let be cr⃗OE = cr⃗EE − cr⃗c0 and let also be

v⃗ =







v1
v2
v3






⇒ ṽ = v⃗× =







0 −v3 v2
v3 0 −v1
−v2 v1 0







(12)

Then the linear velocity of the EE can be writ-
ten as

cv⃗E = cv⃗c0 − cr̃OEω⃗0 + JL ˙⃗q (13)

being

JL =
[

JL1
. . . JLn

]

˙⃗q =













q̇1
q̇2
...
q̇n













(14)

To calculate cr⃗c0 , assuming that no ex-
ternal force is acting on the free-flyer, the
conservation of momentum gives, start-
ing with initial momentum equal to zero,
m0

cv⃗c0 +m1
cv⃗c1 + . . .+mn

cv⃗cn = 0.

Since for the i-th link

cv⃗ci =
cv⃗c0 + ω⃗0 × ( cr⃗ci − cr⃗c0) + J

(i)
Lc

˙⃗q (15)

where the columns of J
(i)
Lc

are

J
(i)
Lcj

=











cẑj j ≤ i and prism
cẑj × ( cr⃗ci − cr⃗j) j ≤ i and rev

0⃗ j > i
(16)

Due to the conservation of momentum and
setting cr⃗m = 1

M

∑n
i=1miω⃗0×( cr⃗ci − cr⃗c0), the

final result is

cv⃗E =

(

JL − 1

M

n
∑

i=1

miJ
(i)
Lc

)

˙⃗q+( cr̃m − cr̃OE) ω⃗0

(17)

As for the angular velocity of the EE,

cω⃗E = cω⃗0 +
n
∑

i=1

JAi q̇i =
cω⃗0 + JA ˙⃗q (18)

where the columns of JA are defined as fol-
lows, basing on the joint type:

JAi =

{

0⃗ Prism
cẑi Rev

(19)

Thus, the final expression for the differential
kinematics of the free-flyer is

[

cv⃗E
cω⃗E

]

= JFF

[

˙⃗q
ω⃗0

]

(20)

being JFF the Jacobian of the free-flyer:

JFF =

[

JL − 1
M

∑n
i=1miJ

(i)
Lc

cr̃m − cr̃OE

JA I3x3

]

(21)

2.4 Dynamics

The equations of the free-flyer dynamics can
be derived using an approach based on the la-
grangian mechanics. Assuming that there is not
any conservative forces acting on the spacecraft
(i.e., neglecting the effects of gravity gradient),
the lagrangian term is only the kinetic energy T
of the free-flyer:
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T =
1

2

n
∑

i=0

(

cω⃗T
i

cIi
cω⃗i +mi

cv⃗Tci
cv⃗ci

)

(22)

The expression for cv⃗ci is described in Eq.
(15). The angular velocity of the i-th link is
cω⃗i =

cω⃗0+J
(i)
A

˙⃗q, where the columns of J
(i)
A are

defined as follows, basing on the joint type:

J
(i)
Aj

=











0⃗ j ≤ i and prismatic
cẑj j ≤ i and revolute

0⃗ j > i

(23)

Taking into account the equations of differential
kinematics,

T =
1

2

[

ω⃗T
0

˙⃗q
T
]

[

Hωω Hωq

Hqω Hqq

] [

ω⃗0
˙⃗q

]

(24)

being HFF the generalized inertia matrix of
the space free-flyer.

The blocks Hωω, Hωq, Hqω and Hqq can be
calculated using the equations of the kinematics
and differential kinematics.

The classical lagrangian approach then allows
to calculate the evolution of the dynamics, given
the torques τ⃗ acting on the spacecraft:

d

dt

[

∂T

∂ ˙⃗q

]

− ∂T

∂q⃗
= τ⃗ (25)

However, in the free-flyer dynamics equations
the base angular velocity ω⃗0 constitutes a non-
holonomic constraint (causing the possibility to
get to a previous configuration without reaching
the previous state), thus not integrable.

A different approach, based on the so-called
quasi-coordinates ([3]) allows to solve the prob-
lem of the derivation of the lagrangian term.

2.4.1 Quasi-Coordinates Lagrangian Ap-

proach

When the equations of motion are not restricted
to true coordinates (e.g., the derivatives of the
joint variables), they use non integrable vari-
ables, called quasi-coordinates, that can be ex-
pressed as

ωs = α1sq̇1+α2sq̇2+. . .+αnsq̇n =
n
∑

i=1

αisq̇i (26)

where the coefficients αrs are function of the
generalized coordinates q. In the matrix form,
ω⃗ql = αT ˙⃗q. Assuming that the matrix α is not

singular, ˙⃗q = βω⃗ql with βαT = I.

Calculating the relations between the kinetic
energy as function of the true coordinates and
the kinetic energy T as function of the quasi-
coordinates allows to write the equations of dy-
namics in the integrable form

α d
dt

[

∂T
∂ω⃗ql

]

+
[

ω⃗T
qlβ

T
{

∂α
∂q⃗

}]

∂T
∂ω⃗ql

− ∂T
∂q⃗ +

−
[

ω⃗T
qlβ

T
[

∂α
∂q⃗

]]

∂T
∂ω⃗ql

= τ⃗
(27)

where
{

∂α
∂q⃗

}

does not involve summation over

the indices of α while
[

∂α
∂q⃗

]

does.

The computational load of such a calculation
is huge, involving inversion of 6-by-6 matrices.

2.5 Inverse Kinematics

When designing a robotic manipulator control
system, there is a fundamental choice between
control in the joint space and control in the task
space; nevertheless, even when choosing a cen-
tralized control based on the whole dynamics of
the system, i.e. in the task space, the desired
trajectory is converted in joint positions, veloc-
ities and accelerations.

The inverse kinematics allow to calculate the
joint variables, given a desired pose of the EE.
While the inverse differential kinematics is based
on a simple inversion of a matrix, the inverse
kinematics is not always easily derivable in an
analytical form; thus, a numeric algorithm has
to be implemented to realize the inverse kine-
matics.

The numeric algorithms are based on the ana-
lytical Jacobian matrix of the direct kinematics
map r⃗ = fr(q⃗):

Jr (q⃗) =
∂fr(q⃗)

∂q⃗
(28)
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The easiest way to calculate the analytical Jaco-
bian matrix, however, is through the geometric
Jacobian JG, which is the matrix mapping the
derivatives of the joint variables into the linear
and angular velocities of the EE :

[

˙⃗rEE

ω⃗E

]

= JG
[

˙⃗q
]

(29)

The Jacobian Matrix JFF in Eq. (21) maps the
derivatives of the joints variables and the angu-
lar velocity of the base into the linear and angu-
lar velocities of the EE. If we choose a paramet-
ric representation of the attitude of the base, e.g.
by means of a set of Euler angles ϕ⃗, the relation
between angular velocity and derivatives of the

Euler angles can be expressed as ω⃗0 = T (ϕ⃗)
˙⃗
ϕ

and for the EE ω⃗E = T (ϕ⃗EE)
˙⃗
ϕEE . Thus a rela-

tion between JFF and JG is given by

[

˙⃗rEE

ω⃗E

]

= JFF

[

˙⃗q
ω⃗0

]

= JFF

[

I 0

0 T (ϕ⃗)

] [

˙⃗q
˙⃗
ϕ

]

(30)

Thus, JG = JFF

[

I 0

0 T (ϕ⃗)

]

.

Similarly, the relation between JG and Jr is
function of T (ϕ⃗EE). In conclusion

Jr =

[

I 0

0 T−1(ϕ⃗EE)

]

JFF

[

I 0

0 T (ϕ⃗)

]

(31)

2.5.1 Newton Method

The first numeric method to calculate the in-
verse kinematics is the Newton method, based
on the linearization of the evolution of the di-
rect kinematics r⃗ = fr(q⃗) = fr(q⃗

k) + Jr(q⃗
k)(q⃗ −

q⃗k) + ◦(∥q⃗ − q⃗k∥2). The step of the algorithm
thus is

q⃗k+1 = q⃗k + J−1
r (q⃗k)

[

r − fr(q⃗
k)
]

(32)

The convergence can be reached only if the ini-
tial guess is close enough to the real solution;
in this case the algorithm has quadratic conver-
gence rate.

2.5.2 Gradient Method

Another method is based on the minimization
of the quadratic error and the step is

q⃗k+1 = q⃗k + αJT
r (q⃗

k)
[

r − fr(q⃗
k)
]

(33)

The scalar parameter α has to be chosen so as
to guarantee a decrease of the error function at
each iteration: too large values may lead the al-
gorithm to miss the minimum; on the other side,
if α is too small, the convergence is extremely
slow. This algorithm never diverges and is com-
putational simpler than the other.
An efficient iterative scheme has been devised

by combining initial iterations with Gradient
method, sure but slow, then switch to New-
ton method (quadratic final convergence rate).
Choices to be made concern the initial guess,
the step size in gradient method and the stop-
ping criteria (cartesian error lower than a cer-
tain limit or algorithm increment lower than a
certain limit).

3 Proposed strategies and results

The proposed mission scenario involves a target
and a chaser orbiting on circular LEO orbits on
the same plane at different height; the state of
the chaser free-flyer is supposed to be known.
The free-flyer is equipped with a 3-links robotic
arm.

3.1 Rendezvous Strategy

Faraway operations are similar to those of an
automated rendezvous and docking mission.
Therefore, standard phasing manoeuvres are
used: orbital plane corrections, Hohmann trans-
fers, R-bar transfers ([2]). Nevertheless, the pro-
posed strategy includes two fundamental char-
acteristics that make it quite different from a
standard rendezvous manoeuvre:

• while the first phase of manoeuvres is ex-
ecuted using AGPS, standard homing ma-
noeuvres are not suitable to get closer to
a non-cooperative spacecraft, because there
is no possibility to use relative position-
ing. Such manoeuvres need to be performed
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by means of absolute positioning (knowing
orbital parameters about the object to be
chased) and, when getting closer to the tar-
get, by visual systems;

• the trajectory planner needs to know not
only relative position and velocity (in order
to calculate relative orbital motion), but
also the state of motion of the target, in ad-
dition to the position of the grapple fixture,
when present aboard the target. To achieve
the goal of getting information about the
state of motion, the chaser will perform a
fly-around manoeuvre.

The proposed rendezvous strategy can there-
fore be describes as follows:

1. the chaser performs orbital correction ma-
noeuvres to get the orbital plane of the tar-
get and drifts in order to phase with the
target;

2. the chaser performs height change trans-
fer manoeuvres in order to reach a station
keeping point a few hundreds of meters be-
hind the target;

3. the chaser performs an R-bar transfer or a
V-bar transfer in order to reach a station
keeping point a few meters behind the tar-
get, at a distance suitable to use the motion
estimation visual system;

4. the chaser performs a complete fly-around
manoeuvre in order to get starting informa-
tion about the state of motion of the target.
When come back to the starting point of
the manoeuvre, capture strategies can be
put into execution.

Performing a closing transfer while neglect-
ing the perturbation effects, may lead to a quite
large error, as shown in Fig. 4.

3.2 Capture Strategies

Due to the complexity of the many variables
involved in an autonomous capture mission, a
great number of strategies could be implemented
and experimented; nevertheless, a few cases of
interest have been identified and studied during
the development of this thesis:

Figure 4: Closing manoeuvre trajectory with

perturbations

3.2.1 Free-flyer CM and Grapple Fix-

ture at Similar Heights

When the state of motion of target causes the
grapple fixture to be in such a position that ex-
ists a point whence the robotic arm could reach
the grapple fixture without moving the free-flyer
CM out of the target orbit during the final cap-
ture, the best choice is to manoeuvre the free-
flyer as to perform the final capture leaving un-
altered the CM position with respect to the tar-
get.

Figure 5: Direct final capture

3.2.2 Free-flyer CM and Grapple Fix-

ture at a Different Height

When the state of motion of the target causes
the grapple fixture to be in such a position that
the robotic arm cannot reach it without taking
the free-flyerCM out of the target orbit (e.g., the
grapple fixture is on the rotation axis or coning
near it and far from the H-bar - V-bar plane),
the suggested strategy involves a transfer ma-
noeuvre able to exploit the relative motion to
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carry the free-flyer CM to a point whence the
grapple fixture can be reached. The trajectory
planner must take into account the relative mo-
tion to calculate the required pose and velocity
of the EE with respect to the grapple fixture;
during the execution of the relative motion, the
manipulator is controlled in order to reach the
desired goal.

Figure 6: Final capture with relative motion

3.3 Trajectory Planner

The trajectory planner is activated before the
beginning of the final capture manoeuvre and
whenever the trajectory needs to be recalcu-
lated. The planner needs three inputs:

• current state of the joint variables and of
the attitude of the base: determinable by
means of proprioceptive sensors;

• manoeuvre execution time: function of the
manipulator physical limitations, it must
be long enough to guarantee the possibil-
ity of replanning. It also can be calculated
in function of optimization criteria, taking
into account the grapple fixture motion and
the relative motion between the chaser and
the target;

• final state of the joint variables, of the atti-
tude of the base and of the joint velocities
required to execute the capture; they are
determined as follows: the relative motion
of the spacecraft and the manoeuvre exe-
cution time allows to calculate the position
and velocity of the EE with respect to the
free-flyer CM required to execute the cap-
ture; required velocity of the joints can be
obtained by a simple inversion of the geo-
metric Jacobian matrix, while the required

joint variables can be calculated through
kinematic inversion.

3.3.1 Kinematic Inversion

As stated in section 2.5, an important stress
must be given to the choice of the numeric algo-
rithm to use to calculate the inverse kinematics
by means of the analytical jacobian: the exper-
iments have in fact shown that the parameter
for the gradient method has to be chosen little
enough as to guarantee convergence of the algo-
rithm, but this entails very slow convergence,
sometimes more than 100 iteration steps and
various minutes of computation, as shown in
Fig. 7

Figure 7: Gradient Method

on the other side, the Newton method can
sometimes reach the solution with an error lower
that 10−15 m in less than 10 steps, but can also
lead to divergence, as shown in Fig. 8

Figure 8: Newton Method

thus, an hybrid algorithm has been used: the
gradient method, slow but assuring convergence,
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is initially used to shift from the current vari-
ables, used as the first guess, to variables closer
to the required solution; at this point, the New-
ton method starting from the last step of the
gradient algorithm, guarantees convergence at
quadratic rate in a few steps (Fig. 9).

Figure 9: Hybrid Method

3.3.2 Planning

Knowing the initial position and velocity and
the required final position and velocity for each
joint variable, a cubic polynomial represents a
solution for this problem.

3.4 Control Laws

After having calculated the desired trajectory
for the joints, the free-flyer needs a controller
to determine the torques to apply on the base
and on the joints in order to execute the desired
movement and to perform the capture. Two
main families of controllers have been used in
this work.

3.4.1 Joint Space Decentralized Control

The use of quasi-coordinates to calculate the dy-
namics of the manipulator leads to an expres-
sion having the form H(q)q̈ + C(q, q̇, ω)q̇ = τ .
A controller in the joint space will use only the
linear part of the dynamics equations, thus con-
sidering the matrix C, i.e. the contribution due
to the configuration, as a disturbance. Each
joint is controlled as a Single Input Single Out-
put (SISO) system; the lack of the gravity term
allows to use a simple proportional controller,

with position and velocity feedback. The per-
formances of such controllers decay when the
desired trajectory is too fast; derivative of the
desired motion to compensate the disturbance
with a feedforward predictor may lead to im-
provement of this kind of controller. A delay in
the expected trajectory is always present.

3.4.2 Centralized Control

This kind of controller takes into account the
non-linear coupling between the joints, consid-
ering the free-flyer as a MIMO system. The so-
called inverse dynamics control allows to decou-
ple and linearize the original system H(q)q̈ +
C(q, q̇, ω)q̇ = u, with input u = H(q)y +
C(q, q̇, ω)q̇ depending on the manipulator state.
Choosing a new input y = −KP q − KD q̇ + r,
the resulting system is asymptotically stable and
decoupled if the matrices KP and KD are sym-
metric and positive-definite. The desired tra-
jectory following is guaranteed by the choice of
r = q̈d +KD q̇d +KP qd.

Such kind of controllers are suitable to be
made robust or adaptive.

3.5 Execution of Manoeuvres

Since the complete dynamics of the free-flyer
manipulator is computationally hard to handle,
in this work a decoupling between the base at-
titude motion and the joint motion has been
proposed: when the trajectory planner calcu-
lates the desired trajectory, the joint motion is
simulated in absence of platform control; this
technique allows to calculate the base rotation
due to the joint movement. If only the joints
would rotate, the base would get an attitude Rx.
The system then computes the over-rotation be-
tween the current attitude of the base and Rx

and the base is actuated with such torques as
to get to the desired final attitude minus the
calculated over-rotation. Having the free-flyer
moved as a whole body (the joints were not ac-
tuated during the base motion), the relative po-
sition of the joints with respect to the base has
not changed: thus, realizing the previously simu-
lated joint movement will add the over-rotation,
taking the base to the desired attitude. The to-
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tal manoeuvre time of the joints must be scaled
down to take into account the separate base ro-
tation and it has been experimented that this
scaling does not affect the final attitude of the
base.

3.6 Results

As an example of the obtained results, two tables
containing the position error (centimeters) of the
EE at the end of the capture manoeuvres are
shown.

Table 1: Decentralized control
Base case Perturb. Fast dyn

Fixed target 0.3 (delay) 1.2 (delay) 0.8 (delay)

V-bar rot 2.2 (delay) 2.5 (delay) 7.1 (delay)

H-bar rot 2.1 (delay) 3.8 (delay) 8.4 (delay)

Table 2: Centralized control with 2 steps
Base case Perturb. Exstim. errs.

no feedback no feedback

Fixed target 0.1 4.6 0.8

V-bar rot 1.2 5.0 2.0

H-bar rot 1.2 6.1 5.5

3.7 Comparison

Experimental comparison of various algorithms
provides that:

• decentralized algorithms is computationally
the lightest, but requires a sampling dy-
namics faster than the system dynamics
and provides delay;

• centralized algorithms are stable due to
feedback, but the inversion of the complete
dynamics equations (involving inversion of
6-by-6 matrices) are impossible to be used
in real-time.

• centralized algorithms with the proposed 2-
step manoeuvre are computationally lighter
than the complete dynamics inversion (in-
volving two 3-by-3 matrices inversion) and
achieve good results; such kind of manoeu-
vres are more sensible to rapid dynamics

than the previous algorithm, since they re-
duce the capture manoeuvre time.

4 Conclusion

In conclusion, a rendezvous and capture mission
with a free-flyer has been studied, designed and
tested with a newly implemented orbit and at-
titude dynamics multisatellite simulator. A few
problems of previous studies and mission have
been addressed to and solved, such as kinematics
inversion, use of relative motion, dynamics com-
putational load. Future studies will involve op-
timization criteria for the strategies, robust and
adaptive control and multiple-arms free-flyers,
e.g. as proposed in [1] and [4].
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Abstract  
This work deals with a circuit intended to 
operate as a BCDR in small space vehicles, and 
especially in the cases when battery sizing is 
driven by the need to complement the power 
provided by primary power sources during high 
peaks of load, while a comparatively small 
energy is required during eclipses. In 
particular, a Bidirectional Three Level Neutral 
Point Clamped (TLNPC) converter was 
selected, designed and built in a prototype 
capable to operate as a BCDR to interface a 
12V bus with a single-cell Li-ion battery. 

After providing a rationale of the single-battery-
cell approach, and of the criteria adopted to 
select the TLNPC converter circuit, the paper 
reports principles of operation of the converter 
and indicates design criteria for the main circuit 
parameters. Extensive characterization of the 
laboratory prototype completes the work. 

1 Introduction 
Energy storage systems normally consist of 

several low-voltage cells, connected in series 
strings in order to provide battery voltages 
suitable to be raised to  suitable dc-link voltages 

by means of bidirectional converters [1-7], 
operating both in discharging and charging 
modes. 

High voltage strings are beneficial for the 
system efficiency, but slight mismatches or 
temperature differences cause charge imbalance 
when the series string is charged as a unit [8]. 
This results in increased stress on the batteries 
and reduces the operating lifetime. Charge 
equalization cycles [9,10] or complicated 
single-cell management systems [11] can be 
used to mitigate the effects of imbalances, but a 
more effective approach to reduce imbalances is 
to diminish the number of cells in a string [12], 
in the framework of a modular storage system. 
Therefore, it is important to use a bidirectional 
dc–dc converter capable to manage an increased 
voltage diversity and to be easily connected in 
parallel to similar units. 

The most used cell technology is lithium–ion 
(Li-Ion) batteries, providing an energy density 
larger than 150 Wh/kg, but highly demanding 
from the point of view of the control of charge 
and discharge conditions. Battery voltage varies 
more than 30%, depending on the state of 
charge. 

A rover for Moon exploration will be 
continuously exposed to solar radiation 
throughout the 354 hours of lunar day. During 
daytime it only could experience short eclipses 
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just after deployment, when it could fall under 
the shadow projected from the lander, or when it 
approaches a boulder while Sun elevation is 
low. The secondary energy source is 
accordingly required to provide full power for a 
short time, of the order of a few tens of minutes. 
On the other hand, typical Li-ion cells for space 
applications are characterized by a limited 
power/energy ratio so that the required power 
can only be achieved when an excess energy has 
been taken on board. 

Let us consider a rover with 100W power 
absorption and a 60 minutes maximum eclipse 
duration. The typical current/capacity ratio is 
around 1 A/Ah, so that 100W maximum power 
corresponds to nearly 30 Ah capacity. This 
could be either achieved by a 5S1P battery of 
SAFT MPS, or a 6S3P battery of Sony 18650, 
or a single (1S1P) SAFT VES 100 cell. 
Alternatively the single cell could be a GS LSE 
50, slightly oversized. As can be observed in 
Tab. 1, by far the most lightweight solution is 
provided by a single VES 100 cell. 

 

Table 1 

 

Additional benefits are provided as a single-
cell battery would be very simple both from the 
fabrication and management points of view: it 
would remove any issue about cell balancing, 
while the harness reduction would save mass. 
As a counterpart, an high-voltage-diversity 
bidirectional converter is required as a bus 
interface.  

This is normally obtained by means of 
transformer-based (insulated) switching DC-DC 

converters [3, 13-15]. Furthermore, in such 
converters, wide voltage variations complicate 
the transformer design, resulting in a reduction 
of conversion efficiency. Thus, best conversion 
efficiencies are obtained by using 
transformerless (uninsulated) configurations 
[16-24]. Indeed, some of this converters can 
operate in such a way to transfer part of the 
energy directly to the load (Direct Energy 
Transfer - DET), without the dissipation 
associated to a storage phase in the magnetic 
parts, always necessary in a transformer-based 
converter. Further dissipation reduction are 
associated to a higher flexibility of the design of 
Transformerless converters in the presence of 
large variation of the input voltage. 
Among the proposed configurations, the 
requirement of high voltage diversity limits our 
interest to either the circuit proposed by [12] or 
the Three Levels Neutral Point Clamped 
(TLNPC) circuit [25]. The TLNPC circuit 
provides optimum efficiency when operating 
with a Voltage Ratio VR = 4, but it can 
comfortably operate in the range VR = 2.5÷6. 
This makes it a perfect candidate to interface a 
single-cell Li-Ion battery (V = 2.7÷4.2 V) to a 
12 V bus. For this application the larger circuit 
complexity of the converter in [12] is not 
justified as it is associated with larger 
dissipation and lower reliability.  

 

 
Fig. 1 The Bidirectional TLNPC Converter 

 
Additional benefits of the TLNPC circuit are 

related to the multilevel structure, allowing to 
use components with halved voltage rating, and 
so with a reduced series resistance. It also 
reduces power losses for doubling the apparent 

 
SAFT 

VES100 
SAFT 
MPS 

SONY 
18650 

GS 
LSE 50 

Config. 1S1P 5S1P 6S3P 1S1P 
Power 
(W) 

100 100 100 180 

Capacity 
(Ah) 

27 5.6 1.5 50 

Mass 
(g) 

800 1500 860 1500 

Volume 
(cm3) 

520 600 480 800 

Voltage 
(V) 

2.7 - 4.2 13.5-20.5 16.2-24.6 2.7 - 4.2 
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switching frequency applied to the core with 
respect to actual switch commutation frequency. 
The TLNPC converter was originally proposed 
for inverters [26-27]. Later, several versions 
have been proposed [28] and have been applied 
to dc-dc converters after [29-30]. To achieve 
bidirectionality its synchronous version has to 
be used, incorporating 4 switches according to 
the schematic reported in fig. 1. 
The section 2 below will analyze circuit 
operation both in BDR-BOOST mode and 
BCR-BUCK mode. In section 3 the control 
issues of the converter are briefly described, 
while section 4 reports an extensive 
characterization of the laboratory prototype 
under several load/battery/bus conditions. 

2 Circuit Operation 

2.1 Buck Mode 
The BCR-BUCK operating mode (energy flows 
from the right to the left in Fig. 1, from VBUS to 
VBATT) can be split into 4 phases (the simulated 
waveform are reported in Fig. 2): 
Phase I – S1, S3 ON and S2, S4 OFF: energy is 
directly transferred from the capacitor C2 to the 
battery and the inductor current linearly 
increases proportionally to the applied voltage 
VC2 – VBAT ; 
Phase II – S2, S3 ON, and S1, S4 OFF: the 
current continues to flow through the inductor 
towards the battery and decreases proportionally 
to the applied voltage –VBAT; 

 
 VG1 

VG2 

VG4 

IL 

VC2 

VG3 

IM1 

VC1 

IM4 

IM3 

IM2 

 
Fig. 2 – BCR-BUCK mode waveforms for the TLNPC 

converter 

Phase III – S2, S4 ON and S1, S3 OFF: the 
energy is again directly transferred to the battery 
but from the capacitor C1 and the inductor 
current increases proportionally to VC1 – VBAT ; 
Phase IV – S2, S3 ON, and S1, S4 OFF: similarly 
to phase II, the inductor current flows towards 
the battery and decreases proportionally to 
-VBAT. 
The voltage reduction achieved for a given duty 
cycle D is exactly doubled with respect to the 
classical BUCK converter: 

INBUCKOUT V
D

V
2_ =  (1) 

where D = effective duty-cycle = 2DSW (and 
DSW is the duty-cycle of the switches S1 and S4, 
that necessarily must be smaller than 0.5). 
 
With simple calculations, the inductor current 
ripple can be estimated: 

( )
Lf

DDV
I

SW

SWSWBUS
L ⋅⋅

−⋅⋅
=∆

2

21  
(2) 

where fSW is the switching frequency. 

2.2 Boost Mode 
The BDR-BOOST operating mode (energy 
flows from the left to the right in Fig. 1) can be 
similarly split into 4 phases (the simulated 
waveform are reported in Fig. 3): 
Phase I – S2, S3 ON and S1, S4 OFF: energy 
from the battery is stored in the inductor while 
the inductor current linearly increases, 
proportionally to the applied voltage VBAT ; 
Phase II – S1, S3 ON, and S2, S4 OFF: energy is 
transferred from the inductor towards the bus to 
the capacitor C2 and the inductor current 
decreases proportionally to the applied voltage 
VBAT – VC2 ; 
Phase III – S2, S3 ON and S1, S4 OFF: as in 
phase 1, the energy is stored in the inductor and 
the inductor current increases proportionally to 
VBAT ; 
Phase IV – S2, S4 ON, and S1, S3 OFF: energy is 
again transferred from the inductor towards the 
bus, but now to the capacitor C2 and the 
inductor current decreases proportionally to 
VBAT – VC1. 
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Fig. 3 – BDR-BOOST mode waveforms for the 

TLNPC converter 

 
The voltage gain is again doubled with respect 
to the classical BOOST converter: 

INBOOSTOUT V
D

V
−

=
1

2
_

 (3) 

where D = effective duty-cycle = 2DSW –1, (and 
DSW is the duty-cycle of the switches S2 and S3, 
that must be necessarily greater than 0.5). 
 
Inductor current and capacitor voltage ripples 
can be calculated with Eq. (4) and (5), helping 
in the design of the main converter components: 

( ) ( )
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DDV
I

SW

SWSWD
L ⋅⋅

−⋅−⋅
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( )SWLSW
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C DRCf

V
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12,1
2,1

 

(4) 

 

(5) 

where RL is the load. 
 
The voltage ripples on the bus capacitors C1 and 
C2 are in opposition and so the combined bus 
ripple will have a double frequency and about 
an halved amplitude (it will be exactly halved in 
case of D = 0.5 and then DSW = 0.75), allowing 
to reduce the size of the storage devices 
(inductor and capacitors). 

It is to be mentioned that in a three level 
converter, both in the Buck and Boost operating 
mode, the two high–side capacitors C1 e C2 will 
be operated to alternately supply energy to (or 
draw energy from) the battery. This operation 
will produce ideal waveforms such as reported 
in Fig. 2 and 3. However, unavoidable 
tolerances and variations of control circuits, 

switches, capacitors, etc…, will result in a small 
difference in the amount of energy supplied or 
drawn by each capacitor at each cycle. As a 
consequence, the bus capacitors will have 
different voltages, the presented waveform will 
be asymmetrical and the converters performance 
will not be optimal. As a consequence, in order 
to cope with ripple specifications the reactive 
components (inductor and capacitors) have to be 
slightly oversized with respect to ideal values. 

3 Control Principle 
In Fig. 4 and 5, block diagrams of the control 

schemes for the two operating modes are 
reported. 

 

 
Fig. 4. Converter control scheme during BDR-BOOST 

operation 

 

 
Fig. 5. Converter control scheme during BCR-BUCK 

operation 
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The two control schemes include various 
control loops, but they are based on classical 
current-control mode, with the inner current 
loops (H2 and H5 in the figures) that allow to 
limit the maximum current cycle-by-cycle.  

To solve the above mentioned issue of the 
high – side capacitors unbalancing, a slower 
control loop (H4) is provided in both the 
operating mode: the voltages on C1 and C2 
capacitors are compared and the resulting 
control signal is adequately merged into the 
control loop to compensate the duty-cycle of 
each single switch and to keep the neutral point 
at the center of the bus lines. 

In order to reduce the part count, the 
controllers for buck and boost mode share many 
circuits, such as current and voltage sensors, 
drivers, ramp generators, comparators and the 
feedback (or feedforward) loop for the high– 
side capacitors balancing. 

4 Experimental Results 
We obtained a laboratory prototype capable 

to supply a 100 W / 12 V load from a single Li-
ion cell discharged down to 3 V, corresponding 
to approx. 40 A absorption from the battery. 
When other voltage sources take control of the 
bus, the same bidirectional converter is able to 
recharge the same Li-ion cell while modulating 
the current both on the basis of battery voltage 
and of the excess power available from bus. The 
battery charging is initially carried out at 
constant current and is switched to constant-
voltage charging when the battery voltage 
exceeds a specified threshold (tapering mode). 

The prototype at first has been tested 
separately in the BDR-Boost mode and in the 
BCR-Buck mode. Then transitions between the 
two operating modes have been tested. 

4.1 BDR Mode 
In BDR-BOOST mode the converter has to 

supply the main bus during short eclipse or 
when an excess of power is required from loads. 
To test the control stability and effectiveness in 
boost mode, a step change in the power required 
from loads has been applied. The experimental 

results for two typical transients are shown in 
Fig. 6 and the bus voltage and the battery 
discharge current are reported. The results show 
a good stability and a fast response with a total 
transient duration of about 4 ms with a 
maximum bus voltage deviation of less than 
15% in both directions of the load step change. 

 

 

(a) 
 

 

(b) 

Fig. 6. Typical transients in BDR-boost mode: bus 
voltage (yellow curve) in response to a pulsed RL 

transition with battery discharge current (green curve, 
-2A/V) from 4 A to 28 A: (a) Load increase; (b) Load 

decrease. 

 
The efficiency of the TLNPC converter 

prototype has been measured in BDR mode as a 
function of the discharge power at different 
battery level, from 2.7 V to 4.1 V. In Fig. 7 the 
overall efficiency is shown. At full power 
(100W) and at a battery voltage of 4.1 V the 
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efficiency is about 91%, while it reaches nearly 
the 94% at half the full power. 
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Fig. 7. Overall efficiency Vs. output power in BDR-

BOOST mode 

4.2 BCR Mode 
The control is capable to manage the 

charging of a Li-ion battery delivering a 
constant current, independent from the battery 
voltage (variations of about 1% has been 
measured). When the battery voltage exceed a 
specified voltage threshold (4.1V), the control 
switches to a constant-voltage charging mode 
(tapering mode) to complete battery charging. 

Just to test the converter control stability, the 
response to fast variations both on bus voltage 
and on battery voltage has been tested. In order 
to stress controller stability, transients amplitude 
and speed were by far larger than expected on 
actual operating conditions and were obtained 
by replacing the battery by an electronic load. 
As reported in Fig. 8 for battery voltage 
transients, the prototype shows very good 
behaviour both in terms of stability and 
response speed (duration of about 1 ms, with 
current variations of less than 20% in both 
directions and no ringing or overshoot).  

 

 

(a) 
 

 

(b) 
Fig. 8. Transient in BCR-BUCK mode at a charging 
rate of 8 A: battery charging current (cyan curve, 

1A/V) in response to a pulsed transition on the battery 
voltage (red curve) between 3 V and 4 V: (a) VBAT 

increase; (b) VBAT decrease 

4.3 BCR-BDR mode transitions 
Step transitions between the two main 

operating modes have been forced by applying 
large variations of the power required from 
loads. The experimental set-up is shown in the 
diagram block reported in Fig. 9. 

In Fig. 10 a BCR to BDR transition is 
reported. Before the transition, the bus is 
controlled and regulated by an Array Power 
Regulator supplied by a photovoltaic source, 
and the power available from the solar array is 
enough to supply the bus and to recharge the 
battery. Then the TLNPC converter operates in 
BCR-BUCK mode recharging the battery with a 
constant current of about 8 A (green curve). 
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Figure 9. Experimental set-up for the TLNPC 
operating mode transitions 

 
As the load undergoes a large step increase, 

the power from solar array is no more sufficient 
to supply the bus, and the converter changes its 
operating mode to BDR and regulate the bus 
with a battery discharge current of 24 A. The 
main bus has a voltage drop of about 2 V 
amplitude (less than 20%) for a duration of 
about 15 ms. The entire duration of the 
transition is about 30 ms and no instability and 
ringing has been detected on the main bus. 

 

 

Figure 10. Typical transition from BCR to BDR 
operating mode, corresponding to a pulsed load 

transition during battery charge (from 8A in charging 
mode, positive current, to 24A in discharging mode, 

negative current). 

Conclusions 

A Battery Charge Discharge Regulator, capable 
to interface a single Li-Ion cell with a 12 V bus. 
This will simplify the design of the energy 
storage subsystem for small space vehicles, 

intended to undergo high peaks of load power 
with comparatively small requirements about 
stored energy. 
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Abstract

Control torques applied at the climbing robot
joints can be optimized in order to minimize the
required strength of the synthetic dry adhesives
that are used to keep the robot attached to an
inclined surface. Optimal torques are computed
by using MiniMax and Least Squares optimiza-
tion approaches. This paper focuses on a pre-
liminary investigation intended to identify the
convenient control torques that the joint actua-
tors of a Legged Climbing Robot (LCR) should
exert, in order to improve its stability and take

full advantage of the adhesive contact properties.
The results obtained are compared to a natu-
ral reference condition in which all the joints
are unloaded, by placing the robot in an over-
constrained static configuration. An experimen-
tal setup is designed in order to test the con-
trol concepts and validate the simulation cam-
paign. Results show that the use of optimal
torques could be highly desirable as the maximum
pulling force exerted at the contact tips is drasti-
cally reduced, enhancing the stability margin of
the climbing robot configuration.
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1 Introduction

The utilization of legged robots for space explo-
ration represents a promising area of research,
and several design architectures have been pro-
posed by taking into account those available in
nature [1], according to a biologically-inspired
approach. Recent works have proven the feasi-
bility of developing robots capable of climbing
vertical walls by taking advantage of synthetic
dry adhesive pads [2, 3, 4], and suggested for
use on orbital space applications and space ex-
ploration [1].

The utilization of micro-machined dry adhe-
sive materials as substrate of a performing con-
tact surface is being extensively studied [5, 6]
and this paper presents a work developed in the
framework of the design of a climbing robot pro-
totype relying on dry adhesive pads for space
application purposes [8, 9].

In the context of joint torque control for this
class of climbing robots [7], the concept intro-
duced here relies in the analogy existing between
grasping forces in manipulation robotics [10] and
climbing forces in climbing robots, while intro-
ducing MiniMax and Least Squares optimization
criteria [11].

The mechanical model of the climbing robot
consists of a main body or payload to which sev-
eral legs are mounted in order to form a struc-
ture with grasping capacities. Consider an iner-
tial reference frame solid to the climbing surface
~Σc and express all the quantities in this frame.
The external forces applied to the robot are its
local-gravity weight F b = m g⊗ and the resul-
tant contact forces and torques at each contact
pad F c i and T c i, that from a closer insight at
each contact pad, are the resultant action of a
distributed surface stress field t = t(r) applied
at the points of contact r between the adhesion
pads and the climbing surface. In this work we
make the common assumption that the resultant
torques at the contact tips are negligible in de-
termining the contact stresses, while a complete
contact wrench model can be easily extended.

The robot is conceived in order to take ad-
vantage of dry adhesive attachment pads, that
in the developed prototype consist of Poly-

Figure 1: Climbing robot weight and contact
forces.

dimethylsiloxane (PDMS) micro-machined lay-
ers. In order to take full advantage of the ad-
hesion properties of the robot, and be able to
perform a stable climbing of steep, vertical, and
negative gadient surfaces, the control problem
have been conceived by decomposition in two
independent parts: 1) a model of adhesion that
relates the resultant actions on the pads to the
local surface stresses, that, together with a crit-
icality measure of the local stress, give a predic-
tion of the detachment conditions of the pads,
and allow to formulate a measure of distance
from the overall robot detachment conditions,
to be minimized through active joint control; 2)
a joint torque active control logic, that together
with a structural model of the robot relating the
joint torques to the surface contact forces, allows
to take the best advantage of the system capac-
ity in terms of grasping and adhesion. This pa-
per concentrate on the control part, while for
details on adhesion model principles see for ex-
ample [11].

2 Experimental setup

The problem of controlling the surface contact
forces is presented and resolved according to op-
timization criteria for an experimental proto-
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type, that have been developed for the purpose
of testing the proposed concepts [9]. A simula-
tion counterpart that reproduces the geometri-
cal and inertial properties of the experimental
prototype have been developed in MatlabTM,
and validated in the MSC AdamsTM environ-
ment. The experimental setup, illustrated in
Fig. 2, is composed of a planar robot in a fixed
configuration and a set of load cells that retrieve
the contact reaction forces normal to the climb-
ing surface. The robot joints are powered by

Figure 2: Experimental setup of the planar 3
DOF prototype, with three joint motors and
three force sensors at the contact hinges. Side
and lateral views.

3 servomotors that provide the desired torque.
Joints and links are aligned in a vertical axis and
numbered from top to bottom, such that joint
1 and link 1 are at the top of the robot, joint 2
and link 2 are at the center, and joint 3 and link
3 are at the bottom of the robot. The analyzed
configuration simulates a vertical climb. The ob-
jective of the optimization is to define a set of
desired control torques that keep the robot ad-
hesion state far from the detachment conditions.
The robot is fixed in an over-constrained config-
uration, such that its balance is achieved also
with zero torque at the joints; in this way it is
possible to compare the results of an active joint
control with the natural unloaded joint condi-
tions.

The geometrical and inertial properties of the
robot that have been implemented also in the

simulation models, and are reported in Tab. 1.
The instrumentation part is composed of 3 load

Property Body Link 1 Link 2 Link 3
`i [mm] 100 50 50 50
θi [deg] 90 50 50 −50
mi [kg] 0.56 0 0 0

Table 1: Experimental climbing robot geometri-
cal and inertial properties.

cells arranged along a vertical line, which are
capable of retrieving the reaction forces in the
direction normal to the climbing surface [9].

3 Statics model

In this section it is shown how it is possible to
optimize the surface contact forces F c i by means
of applying a set of optimal control torques τ at
the robot joints. Consider the test robot with
3 powered 1-DOF joints and 3 legs and contact
tips fixed to the climbing surface, and an exter-
nal gravity acceleration of g, generating a weight
force m g about the robot CM.

In order to maintain the static balance of the
robot, the resultant external forces and torques
applied to the robot need to compensate. The
static balance equation of the whole system, rep-
resents the statics equality constraint of the op-
timization problem. In this framework, be de-
fined a pole for evaluation of the moments as
the origin of the reference frame solid with the
climbing surface ~Σc.

Simplified adhesion model In order to sim-
plify the problem and given the experimental
setup, consider the problem of controlling the
normal components of the contact forces instead
of a complete function of contact forces and
torques as proposed in the previous section. In
this condition, the equivalent measure of surface
stress to be controlled be:

σe = σ̄n =
Fcn

Ac
=

F T
c n

Ac
(1)

Where n is the unit vector normal to the flat
climbing surface, oriented towards the robot
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such that it corresponds to a detaching pulling
force, and Ac is the adhesion pad contact area.
For this experimental setup, the x-axis is hori-
zontal, oriented towards the vertical surface in
the direction opposite to the normal vector, and
the y-axis, is in vertical direction, opposite to
the gravity vector.

Observe that the detachment of the robot
from the wall would eventually initiate when the
equivalent stress in a contact point overcomes
the threshold value. In general, the robot static
state can be said to be as far as possible from the
undesired detaching conditions when we are able
to minimize the maximum value of the stress
measure σe(c). This problem, for the simplified
model considered here, is equivalent to the min-
imization of the maximum value of the pulling
contact force normal to the climbing surface:

minimize max
i

{Fcn i} (2)

If we are able, by means of a set of joint torques,
to lead the maximum contact force to a lower
level, it can be said that the robot joints are
working for stability. The optimization problem
in this form, in the contact forces variables, be-
comes a minimax problem, as explained in the
following paragraphs.

Static balance The overall balance of the
robot in static configuration is described by the
Newton-Euler equations for the static condition,
and the resultant forces and torques applied to
the robot do balance. The robot balance con-
dition represents the equality constraint of the
problem. In order to express this constraint, de-
fine the contact forces vector variable as the col-
lection of all the contact forces applied at each
tip to the climbing surface, equal to the opposite
of the reaction forces that the surface applies to
the robot:

c ,

 F 1

F 2

F 3

 = −

 F c1

F c2

F c3

 (3)

Be G the robot center of mass of position rG =
rOG. The external wrench due to the weight F b,
composed of the resultant force and resultant

torque about the system origin due to the weight
is:

b ,

[
1
r×G

]
F b =

[
F b

r×G F b

]
(4)

By means of defining a grasp matrix G, sug-
gested from the analogies with problems of ma-
nipulation grasping, of the form:

G ,

[
1 1 1

r×c1 r×c2 r×c3

]
(5)

The system balance constraint can be expressed
as:

Gc = b (6)

In former Eq. (5), the positions vectors rci

are the positions of the centers of the contact
tips, while for a non-fixed robot configuration
the grasp matrix depends on the configuration
itself G = G(θ). Since the balance equation
represents an under-constrained system in the
contact forces variables c, an optimization pro-
cess can be carried out. The general solution of
the contact forces can be expressed by means of
an arbitrary vector ξ as:

c ξ = G†b + ZG ξ (7)

Where ZG is the projector on the null space
of G, see [11]. The optimization of the con-
tact forces c is the subject of the following para-
graph, and can be carried out by observing that
different configurations of contact forces can be
achieved by means of different internal joint
torques τ .

Once a desired set of contact forces c have
been evaluated, the necessary joint torques that
are able to produce those interaction forces are
given by means of statics relations of the struc-
ture.

The forces Jacobian matrix is here denoted by
JF , and the statics relation for the robot can be
expressed in the form:

τ = JF c (8)

With JF of the experimental robot as in Eq.
(9).

For the robot structure of our tests, be α the
inclination of the climbing surface, ` the length
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1 1 1 0 0 0
0 0 0 1 1 1

−d/2 0 d/2 0 0 0
` sin θ1 0 0 −` cos θ1 0 0

0 ` sin θ2 0 0 −` cos θ2 0
0 0 ` sin θ3 0 0 −` cos θ3




c1x

c2x

c3x

c1y

c2y

c3y

 =


mg cos α
mg sin α

τα

−τ1
−τ2
−τ3


with τα = −τ1 − τ2 − τ3 −mg · (ey cos α + ex sin α)

(9)

of the links, and e the eccentricity of the center
of mass G with respect to the geometrical center
of the main body, the statics equations of the
robot can be organized as in Eq. (9).

4 Contact forces optimization

In this section two optimization solutions will
be considered to the contact forces distribu-
tion. Their performances have been tested on
a Matlab simulator, and validated by means
of the experimental robot prototype previ-
ously described. Furthermore, given the over-
constrained static configuration of the robot, it
is possible to compare the results with the natu-
ral solution without any torque load at the robot
joints. The two optimization procedures exam-
ined are 1) the least squares (LS) optimization,
and 2) the minimax (MMX) optimization, ac-
cording to common numerical routines.

Minimax optimization The normal contact
forces of all the robot tips can be extracted by
means of a selection matrix cn = −cx = Sx c,
and the MMX optimization problem of Eq. 2 re-
formulated by taking into account the balance
constraint as:

minimize maxi (Sx c)i

subject to Gc = b
(10)

The solution is provided by means of common
numerical routines, on which no further details
are of interest for the purposes of these tests.

Least squares optimization On the other
side, the least squares optimization of the
pulling forces, can be expressed as:

minimize ‖Sx c‖2

subject to Gc = b
(11)

Note that for a general expression of the ma-
trix Sx that could characterize a different cost
function, the problem of Eq. (11), results to
be a Least Squares Problem with Equality con-
straints problem, LSE. Anyhow, given the spe-
cial formulation of the cost function given in this
test-case, with the cost-function matrix com-
posed only of elements in B = {0, 1}, the prob-
lem, and its solution, have been found to be
equivalent to a simple under-constrained least
squares problem: {

G c = b
c ∼= 0

(12)

and its solution is:

c = G† b (13)

For this reason in this context we use the nota-
tion LS to identify the solution to the problem in
Eq. (11). The optimal contact forces obtained
with these procedures, are then passed to the
statics model of the robot of Eq. (8), that pro-
vides the corresponding joint control torques τ .

Simulations and experimental tests The
force control concepts proposed in this paper,
have been tested on the experimental robot pro-
totype of Fig. 2, and simulations have been
carried out by means of a validated simula-
tor, in which the robot statics and the con-
trol paradigms have been implemented. The re-
sults of the optimization have been compared to
the natural unloaded-joints configuration with
τ = 0. In Fig. 3 are displayed the values of
the normal contact forces obtained by means of
the natural solution, and the minimax solution,
displaying a good correspondence between the
simulation results and the experimental data.
For what concerns the maximum value of the
pulling contact forces, from the analysis of Fig.s
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Figure 3: Experimental and simulation values
of the normal contact forces at the tips, for the
unloaded joints and the Minimax optimization.

4 and 3 it can be noticed that: 1) the MMX solu-
tion provides slightly better performances than
the LS solution, resulting in a reduction of the
maximum force of 31.0% for the simulation re-
sults, and showing also a slightly reduced con-
trol torque, whose maximum values is reduced of
19.4% with respect to the LS solution; 2) the LS
and the MMX solutions highly improve the per-
formances with respect to the unloaded natural
configuration.

Figure 4: Normal contact forces and required
joint torques comparison between Least Squares
and Minimax optimizations.

The simulation comparisons result in a peak
force reduction of 88.1% for the LS solution, and
of 91.4% for the MMX solution, demonstrat-
ing the significant improvements on the stabil-
ity of the climbing robot that can be attained
by means of an active joint torque control. For
what concerns the experimental data, the MMX
solution still provides a reduction of 87.4% of
the peak pulling force, confirming very good per-

formances also in experimental conditions. The
difference in terms of pulling forces results be-
tween the LS and MMX solutions are not sig-
nificant for what concerns the experimental re-
sults and are below the accuracy of the exper-
imental setup. In order to observe the perfor-
mances of the optimization in different climb-
ing conditions, a simulation campaign have been
carried out by means of changing the angle α
of the climbing surface (and its normal vector)
with respect to the gravity vector. The results
are reported in Fig. 5 for the unloaded, LS,
and MMX solutions, and the maximum value
of the pulling forces together with the maxi-
mum value of the required joint torques is pro-
vided. In this plot, positive values are aligned
with the surface-normal vector, such that they
identify the pulling forces; negative values are
displayed if none of the contact forces is pulling,
and in that condition the minimum (closer to
zero) pushing force is displayed. The simulation
tests confirm very good performances of the op-
timization laws for what concerns the reduction
in pulling forces of LS and MMX solutions with
respect to the natural solution, with a peak in
the optimization performances for the vertical
climbing conditions discussed in the experimen-
tal tests. When the climbing surface is about
horizontal, the LS and MMX solutions give the
same results, while the solution begins to differ
when some pulling detaching components arise.
In this case the MMX solution provides always
slightly better performances than the LS solu-
tion. The experimental condition achieved for
an angle of 90 deg, results favorable in terms of
joint torques to the MMX solution, although for
the inverted configuration achieved for an angle
of 270 deg, the convenience is inverted as well
and the LS solution provides lower torques. The
natural configuration results convenient only for
an angle of about 160 deg, where all the three
solution provide very similar results thanks to
a favorable distribution of the forces. It results
also interesting to observe that both the opti-
mal solutions always exhibit a pushing force at
the bottom tip, suggesting a similar behaviour
to what happens in nature for some reptiles,
whose climbing apparatus relies on similar ad-
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Figure 5: Contact forces and required joint torques for the natural, least squares, and minimax joint
loading conditions, at different surface gradients.

hesive principles, and for which the bottom tip
can figure as a tail, pushing against the climbing
surface in order to preserve the static balance.

5 Conclusions

The problem of controlling the adhesion sta-
bility of a climbing robot standing in a static
configuration along a generic gradient surface
have been addressed and two optimization cri-
teria have been proposed according to minimax
and least squares methods. From the test cam-
paign it can be asserted that 1) contact pulling
forces can be greatly reduced by means of an
active joint torque control, at the expense of
higher values for the required joint torques; 2)
the LS and MMX solutions do not significantly
differ in performances with respect to the nat-
ural condition for the test configurations, sug-
gesting further investigation in order to assess
if a simple LS control, suitable for real-time im-
plementation with a lower computational effort,
can be generally effective for different operative

conditions. The study of an improved inequality
constrained problem that considers joint-torque
limits to the solution may be interesting, in or-
der to reduce the required joint torques, and es-
pecially if the robot presents a non null number
of joint redundancies such that more freedom
would be available in the solution domain. The
good results of the simulation and test campaign
motivate for the development of a climbing con-
trol system based on the proposed concepts, in
the perspective of testing the robot behaviour in
a 3D robot full-scale prototype.
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1 Abstract  

 

This paper presents the design of a radar 
absorbing structures that are based on a 
multilayer systems where each layer need to be 
optimized in terms of thickness and type of 
material. Available materials are accessible in a 
data base and are carbon-based nanostruc
materials that have been characterized in terms 
of electric permittivity and conductivity in a 
previous work and here are assumed to be 
ready for optimization algorithms. 
goal is a multiple task as it tries to reduce the 
structure thickness while contemporary 
minimizing the electromagnetic reflected field. 
With respect to the most part of the current 
literature, the optimization takes place for a 
finite set of incidence angle of the 
electromagnetic field in a wide range of 
frequency. The algorithm employed
particle optimization. In order to validate the 
design procedure a simple multilayer structure 
has been built and tested using NRL arch 
method. 
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This paper presents the design of a radar 
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material. Available materials are accessible in a 
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cedure a simple multilayer structure 

has been built and tested using NRL arch 

2 Introduction 

 
 
A branch of scientific research about composite 
materials is focused on electromagnetic 
characterization and subsequent application of 
electric conductive polymers. The use of such 
structures is relevant in aerospace/aeronautics 
[1], for electromagnetic (EM)
natural phenomena (lightning)[2], and 
intentional interference with radar absorbing 
materials (RAM) [3], in electromagnetic 
compatibility (EMC)[4], for equipment
shielding, high-intensity radiated fields (HIRF) 
protection, anechoic c
realizations of wedges and pyramidal arrays), 
and human exposure mitigation. In this work, 
composite reinforced by carbon nanostructured 
materials are considered, mainly because of 
their interesting electromagnetic characteristics, 
such as high electrical conductivity and 
excellent microwave absorption and shielding 
behavior[5]-[6]-[7]. Composite materials as well 
their absorption capability are analyzed and 
numerical design of wide frequency band 
microwave absorbing structures is presented
discussed in details. It is crucial to highlight the 
need of interdisciplinary research fields to go 
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branch of scientific research about composite 
materials is focused on electromagnetic 
characterization and subsequent application of 
electric conductive polymers. The use of such 
structures is relevant in aerospace/aeronautics 
[1], for electromagnetic (EM) protection from 
natural phenomena (lightning)[2], and 
intentional interference with radar absorbing 
materials (RAM) [3], in electromagnetic 
compatibility (EMC)[4], for equipment-level 

intensity radiated fields (HIRF) 
protection, anechoic chambers (for the 
realizations of wedges and pyramidal arrays), 
and human exposure mitigation. In this work, 
composite reinforced by carbon nanostructured 
materials are considered, mainly because of 
their interesting electromagnetic characteristics, 

high electrical conductivity and 
excellent microwave absorption and shielding 

[7]. Composite materials as well 
their absorption capability are analyzed and 
numerical design of wide frequency band 
microwave absorbing structures is presented and 
discussed in details. It is crucial to highlight the  
need of interdisciplinary research fields to go 
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through nanomaterials: besides nanotechnology, 
also electromagnetic wave propagation theory, 
composite materials manufacturing techniques, 
evolutionary computation algorithms, and use 
those to design the “quasi perfect absorber” are 
strongly required. 

Composite materials considered in this work 
for microwave absorbing structure are based on 
epoxy matrix reinforced with several species of 
carbon nanomaterials. These latter have been 
chosen taking into account the lowest market 
prices: the economic aspects, normally 
neglected in small laboratory applications, are 
on the contrary important in real applications 
where the amount of carbon nanopowders fillers 
could be relatively high. In such scenario a good 
compromise in terms of cost/performances has 
been obtained using industrial grade multiwall 
carbon nanotubes (MWCNTs, about 300 $/kg). 
Materials used are MWCNTs (Multi-Wall 
Carbon Nanotubes type NANOCYLTM  
NC7000), bought at NANOCYL (diameter 
around 9.5 nm, length 1.5 µm, purity 90%); 
Epoxy-resin is PrimeTM 20LV(density 1.123 
g/cm3), Hardner (density 0.936 g/cm3). CNFs 
(Carbon NanoFibers), bought at SigmaAldrich 
(diameter around 75 nm, length 50-100 µm).  

As far as optimization algorithms, winning 
particle optimization (WPO) has been adopted 
[8][9]. 

WPO has been applied in order to design and 
optimize multilayer materials able to effective 
absorbing/shielding microwaves. Microwave 
absorption concepts are quite often exploited in 
RAM [10]-[11]-[12] while microwave shielding 
concepts are more often adopted in 
electromagnetic Interference (EMI) applications 
[13]-[14]. In the first part of the paper the 
electromagnetic model of multilayer absorber is 
in detail described. In the second part, the 
experimental validation of mathematical model 
of absorber is discussed, showing comparisons 
between simulations of microwave absorbing 
structures and measurements of some 
manufactured composite materials tiles. 

 
 
 
 

3 WPO Algorithm  

 
WPO algorithm is applied to solve a quite 

complex problem consisting in the design and 
optimization of microwave absorbing multilayer 
structure. Two kinds of structures are taken into 
account the first is RAM, the second is 
developed for shielding applications where 
requirements are simultaneously both: 
electromagnetic interference (EMI) shielding 
and absorbing capability of materials, i.e., 
interference suppression by usage of absorbing 
materials. This last has been called microwave-
shielding structure (MSS). 

Optimized multilayer structure is based on 
nanomaterials in particular carbon 
nanostructure-based composites materials. 
Conductive fillers have been uniformly 
dispersed in an epoxy resin at different weight 
percentages (0.5, 1, 2, 2.5, 3, %wt), and the 
resulting composites have been dielectrically 
characterized from electromagnetic point of 
view [15]. Waveguide measurements have been 
used to recover the dielectric properties of 
MWCNTs and carbon nanofibers CNFs, based 
composite materials. After that, numerical 
simulations of multilayer absorbing structures 
have been carried out using data base of 
dielectric properties of materials. In particular, 
electromagnetic analysis has been performed 
integrating the forward/backward propagation 
formalism to the in-house built WPO, thus able 
to carry out optimization upon oblique 
incidence over a finite angular range 0 to 80°. 
The design/optimization is basically a 
minimization procedure which seeks the best 
trade-off between structure thickness (to be 
minimized) and absorbed EM power (to be 
maximized).  The absorbing power has been 
quantified through the so-called  loss factor (LF)  
adopted to build the objective function  [16]-
[17]. 

22
1 TCRCLF −−=  (1) 

In RAM systems the transmission coefficient 
TC=0 (because has been assumed perfect 
electric conductor (PEC) layer at the and of the 
multilayer), and the reflection coefficient (RC) 
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is the WPO-optimized reflection coefficient. 
Both are expressed in the linear form. LF  
physical meaning is related to the fraction of the 
incident power vanishing inside the materials 
because of localization and dissipation 
phenomena.  Both normal and oblique 
incidences have been evaluated during the 
automatic optimization [18]. In Fig.1, a general 
scheme of the electromagnetic absorbing 
multilayer structure is presented, each layer is 
generally denoted by the index  x. 

 

 
Each layer is made of one composite 

materials and TE / TM characteristic wave 
impedances η is computed knowing dielectric 
properties of composite materials and incidence 
angles of electromagnetic waves acting on each 
single layer: 
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As far as geometric properties of multilayer 
structures are concerned, thickness of each layer 
can be defined by WPO in the range 0 to 6 mm, 
while the number of layers is upper-bounded to 
maximum 10 layers. The effective number of 
layers is established by the WPO optimization 
procedure which is able to remove one or more 
useless layers from the multilayer structure. The 
order of layer materials is not a priori fixed; 
instead WPO algorithm access the materials 
coded in the DB reported in Table I and decides 
the most appropriate material for each layer. 

 

 
In RAM applications, RC at the air-absorber 

interface can be evaluated by the following 
equation relating the free space impedance to 
the input impedance seen at the air-multilayer 
structure interface 
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where Z0 ≅ 377 Ω is the free space 
impedance and Zi is the input impedance at the 
first air-absorber interface. The input wave 
impedance of the multilayer, backed by PEC, 
can be expressed iterating the following 
equation for x-th-layer [15]-[16]-[18], 

 
Layers Material material 

code 
Epoxy- Resin 1 
MWCNT, 0.5 wt% 2 
MWCNT, 1.0 wt% 3 
MWCNT, 2.0 wt% 4 
MWCNT, 2.5 wt% 5 
MWCNT, 3.0 wt% 6 
CNF, 1.0 wt% 7 
CNF, 2.0 wt% 8 
CNF, 3.0 wt% 9 

 

TABLE I: Coding of Materials in the Data Base 

 

εεεεx  

µµµµx 
εεεεx-1 

 µµµµx-1 
εεεεx+1 

 µµµµx+1 

Incident  
EM  
Field 

Air 

1 x+1 x x-1 0 

PEC 
/ 
Free- 
Spac

θθθθx+1 

θθθθx 

θθθθx-1 

Tx Tx

-1 
Z ix Z ix-1 

ηηηηx ηηηηx-1 
z zx-zx 

+
+1xE  

−
+1xE  

+
0E  

−
0E  

Fig. 1. General Multilayer scheme of 
electromagnetic absorbing structure; in RAM 

systems the back layer is a perfect electric 
conductor (PEC), whereas in MSS systems the 

structure is backed with free space 
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In (4), tx=zx -1 -zx is the x-th layer thickness 
in m, whereas the wave number kx is 
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where f  is  frequency of the incident 
electromagnetic wave in Hz, ε’ is  the real part 
of x-th-layer permittivity and ε” is the 
imaginary part of layer permittivity. 

Complex waves appear in oblique incidence 
and lossy dielectrics problems [19]-[20]. 
Because the wave number become complex-

valued, e.g., αβ rrv
jk −= , the angle of refraction 

and possibly the angle of incidence may become 
complex-valued too. In calculating kx by taking 
square root of (5), is required, in complex-wave 
problems, to get the correct signs of their 
imaginary parts, such that evanescent waves are 
described correctly [21].  This leads to define an 
"evanescent" square root as follows. Let 

( )'''
rxrxrx jεεε −=  with 0'' >rxε  for an absorbing 

medium, then 
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Since all nanostrucutred composite materials 

available in the DB are with 0'' >rxε   then  kx  
are usually computed.  Evaluation of the 
material absorption and shielding performance 
also requires for the knowledge of transmission 
properties of MSS multilayer system.  In 
calculating TC at the last interface of the 
multilayer – i.e., at the absorber-air interface – a 
more general formalism, based on the 
application of boundary conditions for 
tangential fields, has been used in place of the 
transmission lines approach, the mathematical 
formulation is reported in the appendix.  

WPO try to minimize a global objective 
function (GOF) which in turn are built using 

elementary objective function (EOFs). The EOF 
for TM and TE modes are named as CostRCTM, 
CostRCTE, for reflection coefficient, CostTCTM , 
CostTCTE , for the transmission coefficient, 
CostT, for thickness. The formal definition of 
the EOF for TM and TE modes are shown in 
(7)-(8)-(9)-(10). We can observe that for each 
particle (Pa) of WPO, the corresponding EOF is 
evaluated over the entire frequency band and 
over the entire incidence range angle 
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where Pa is the current particle of WPO 
particles family, freq is the frequency step, fmin 
and fmax is the start and stop frequency band,  
θ, is the current step angle, θmin and θmax 
represent the angular range bounds. 
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The definition of the EOF for thickness is 

( ) [ ])(....)()( 1910 ChthickChthickChthickChCostT +++=
  (9) 

where thickx is the thickness of he x-th layer. 
Two different weighting factors are 

introduced, one is called α , (0≤α≤1), weighting 
CostT w.r.t. CostRC and CostTC, the other one 
is called γ, (0≤γ≤1), weighting CostRC w.r.t. 
CostTC. Such weighting factors are chosen by 
the user and their meaning have to be intended 
as the capability of the tool to design the 
multilayer structure making privilege to the 
electromagnetic performances w.r.t. the 
thickness when αtend to 1, or making 
privilege in lowering the transmission 
coefficient (MSS, mainly in shielding 
applications) rather than lowering the reflection 
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coefficient (RAM mainly in absorbing 
applications) when γ tend to 0.  Final GOF is a 
linear combination of the described EOFs 

( )
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A and C are normalization factors defined as 
( ) ( )umberAngleStepNmberFreqStepNu ×  and C 

defined as  
( ) ( )[ ]nessLayerThickrsLayerNumbe maxmax × . 

 
 
 

4 Experimental validation of mathematical 
model and design method  

 
In order to experimentally validate the 

mathematical model and the design method 
described in previous sections, we manufactured 
and tested some tiles of composite materials. 

RAM was simulated using only MWCNTs 
and a 250 x 250 mm related multilayer tile was 
manufactured. Choice of MWCNTs is mainly 
due to high absorption properties and to lower 
cost with respect to CNFs.  RAM structure is 
schematically shown in Fig. 2. 

 
 
 

 
 
 

Manufacturing process takes long time since 
about 20 hours is required for each layer to be 
accurately prepared and cured in oven. 
Ultrasonication 20 KHz has been exploited in 
order to obtain  homogeneous disaggregation 
and dispersion of carbon nanopowders within 
the Epoxy-resin. Each layer has been made over 
the previous by injecting composite materials 
while was still in semi-liquid status in the 
sample holder. An in-house assembled press 
defined the thickness of each layer.  

In Fig. 3 some pictures of tile manufacturing 
phases are shown. 

Fig.  2. RAM multilayer tile 250x2050 mm side  

∼0.4 ± 

∼3,0 ± 
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in 
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Wave 
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mm 
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 α 
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In order to test reflection loss of tile we built 

an in-house NRL arch measurement, also called 
bi-static reflection method [22]-[23]. In this 
configuration, two antennas are used for 
transmitting and receiving signals respectively, 
and the microwave reflectivity at different 
incident angles can be measured. The NRL 
Arch is the industry standard for testing the 
reflectivity of materials. Reflectivity is defined 
as the reduction in reflected power caused by 
the introduction of an absorbent material. This 
reduction in reflected power is compared to a 
‘perfect’ reflection which is approximated very 
well by the reflection of a flat metallic plate. A 
transmitting and receiving antenna are oriented 
towards the plate and can be located anywhere 

on the arch to allow measurements of 
performance at off normal angles of incidence. 
A network analyzer has been used for 
measurements on NRL Arch to provide both the 
stimulus and the measurement. It should be 
noted that in bi-static reflection measurements, 
the reflection is dependent on the polarization of 
the incident wave. Incident waves with parallel 
and perpendicular polarization usually result in 
different reflection coefficients. In Fig. 4, 
bistatic measurement system and the composite 
material tile are shown.  In this configuration, 
bistatic measurement system is based on Agilent 
software 8571E (material measurement), and 
Agilent  
PNA-L vector network analyzer. Antennas are 
SATIMO Dual Ridge Horn SH2000 type and 
are in the range 2-32 GHz. After calibration of 
the NRL bistatic system, measurement of a 
known sample consisting in ECCOSORB AN73 
absorber has been performed in order to be 
aware about errors in the NRL measurement 
setup. Confidence of measurements was within 
2 dB of interval with respect to reflection 
properties declared in ECCOSORB data sheet. 
At the end measurements of the manufactured 
RAM tile using respectively incidence angles of 
5°, 20°, have been performed for TE and TM 
mode. In Fig.5, comparison between measured 
and simulated RAM is shown. It can be noticed 
that simulated curve shows similar behaviour 
with respect to measured one. 

(a
) 

(b

MWCNT
s final  
tile 

Fig.   3. a) MWCNTs composite; b) in-house 
constructed press, 

 c) final multilayer tile construction 

(c

Press 

MWCNTs composite 
material 
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Differences in simulated and measured 

reflection loss are not greater then few dBs 
which are acceptable in such kind of 
experiment. Such differences are mainly due to: 

• Difficulties in manufacturing tile 
multilayer structure. Here thickness of each 
layer has an accuracy of 0.1mm . 

• Accuracy in determination of 
permittivity of composite materials using 
waveguide method. 

Fig.  5. Comparison between simulated and measured 2.6 
thickness RAM. 
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Reflection coefficient TE/TM for 20° Incidence angle 

 

(b) 

(a) 

Simulated 
curve  

Measured 
curve  

Simulated 
curve  

Measured 
curve  

-40

-35

-30

-25

-20

-15

-10

-5

0

5.
38

5.
87

6.
37

6.
86

7.
35

7.
85

8.
34

8.
83

9.
33

9.
82

10
.3

10
.8

11
.3

11
.8

12
.3

12
.8

13
.3

13
.8

14
.3

14
.8

15
.2

15
.7

16
.2

16
.7

17
.2

17
.7

Frequency (GHz)

R
ef

le
ct

io
n 

(d
B

)

RC(dB)_TE Resyn_MWCNT_0.5_3%_20deg

RC(dB)_TM Resyn_MWCNT_0.5_3%_20deg

RC(dB)_TE Resyn_MWCNT_0.5_3%_20deg_Simulated

RC(dB)_TM Resyn_MWCNT_0.5_3%_20deg_Simulated

-35

-30

-25

-20

-15

-10

-5

0

5.
38

5.
87

6.
37

6.
86

7.
35

7.
85

8.
34

8.
83

9.
33

9.
82

10
.3

10
.8

11
.3

11
.8

12
.3

12
.8

13
.3

13
.8

14
.3

14
.8

15
.2

15
.7

16
.2

16
.7

17
.2

17
.7

Frequency (GHz)

R
ef

le
ct

io
n 

(d
B

)

RC(dB)_TE_Resyn_MWCNT_0.5_3%_5deg

RC(dB)_TM Resyn_MWCNT_0.5_3%_5deg

RC(dB)_TE Resyn_MWCNT_0.5_3%_5deg_Simulated

RC(dB)_TM Resyn_MWCNT_0.5_3%_5deg_Simulated

Fig. 4. a) bistatic measurement system, c) zoom of 
tile placed above the metal plate of  bistatic 

measurement system and picture of SATIMO 
antenna. 

(b) 
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• Intrinsic errors proper of bistatic 
measurement system mainly due to spurious 
reflections. 

In terms of peak frequencies and 
corresponding reflection loss values, 
comparison between simulations and 
measurements confirm that mathematical model 
of  absorber can be quite effectively used to 
design RAM structure. 

two columns and should be 80 mm or 170 
mm wide respectively.  

 

5 Conclusion 

The WPO based optimization techniques are 
an effective design methods having several 
degrees of freedom and so leaving the user free 
to decide of giving more importance to 
absorption properties with respect to the 
thickness or vice-versa. With the aid of 
optimization, we demonstrated the possibility of 
achieving very interesting microwave absorbing 
or shielding structures through the usage of 
carbon nanomaterials as filler in Resin-epoxy. 
Comparison between measured and simulated 
absorbers confirms validity of developed 
theoretical electromagnetic model. 
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Abstract  

A model is presented for the dynamic
of magneto-electro-elastic generally
beams. A first-order mechanical beam theory is 
used and the electric and magnetic fields are 
assumed to be quasi-static. Different
electric boundary conditions on the beam top 
and bottom surfaces are considered. The 
problem resolving equations, that are
equations of motions, are written. They 
the same terms of the elastic dynamic problem 
entering with effective stiffness coefficients
which take the magneto-electro
couplings into account. Additional terms, which 
involve the third spatial derivative of the 
transverse displacement, occur as a 
piezoelectric and/or piezomagnetic behavior. I
is also shown that the magneto-electric inputs 
can be treated as equivalent external axial 
forces and bending moments per unit
Free vibrations analyses are presented to 
validate the model and show its effectiveness

1 Introduction 

Composites containing piezoelectric phases 
and piezomagnetic phases show a 
electric coupling effect which results in the 

Analytical solution for the dynamic analysis of
magneto-electro
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dynamic problem 
generally laminated 

beam theory is 
used and the electric and magnetic fields are 

Different magneto-
electric boundary conditions on the beam top 

are considered. The 
equations, that are the 

equations of motions, are written. They involve 
the elastic dynamic problem 

effective stiffness coefficients, 
electro-mechanical 

Additional terms, which 
involve the third spatial derivative of the 

as a result of the 
piezoelectric and/or piezomagnetic behavior. It 

electric inputs 
external axial 

per unit length. 
analyses are presented to 

validate the model and show its effectiveness. 

Composites containing piezoelectric phases 
and piezomagnetic phases show a magneto-

which results in the 

ability to transform magnetic, electric and 
mechanical energies from one type to the others. 
For this reason, which make
elastic composites suitable for applications in 
sensor and actuator devices and smar
technologies, they are receiving increasing 
attention from the re
communities. The magneto
which refers to the capability of passively 
coupling the electric and magnetic fields [
is associated with th
piezoelectric and piezomagnetic phases that 
provide the coupling through the elastic field [
4]. This consideration address
employement of multilayer structures where 
piezoelectric and piezomagnetic layer
to achieve the desired coupling effect. It is 
worth noting that the multilayered configuration 
has proven to be more effective for magneto
electric coupling with respect to particulate 
composites [5]. 

The promising application of 
electro-elastic composites in the form of 
multilayered structures make
development of new methods and analysis tools 
with the aim to better understand their 
behaviour when subjected to mechanical, 
electrical and magnetic loads. Recently, 
researches have been focused on the 
electro-elastic laminate dynamics which models 

Analytical solution for the dynamic analysis of
electro-elastic laminated beams

 

A. Milazzo 
ipartimento di Ingegneria Civile, Ambientale e Aerospaziale, Università

Viale delle Scienze, 90128 Palermo - Italy 

 
Elastic Composites, Laminated Beam, Free Vibrations, Smart Structures

 

CEAS 2011 The International Conference of the European Aerospace Societies 

transform magnetic, electric and 
mechanical energies from one type to the others. 
For this reason, which makes magneto-electro-

suitable for applications in 
sensor and actuator devices and smart structure 
technologies, they are receiving increasing 
attention from the research and industrial 
communities. The magneto-electric effect, 
which refers to the capability of passively 
coupling the electric and magnetic fields [1, 2], 
is associated with the coexistence of 
piezoelectric and piezomagnetic phases that 
provide the coupling through the elastic field [3, 

consideration addresses towards the 
employement of multilayer structures where 
piezoelectric and piezomagnetic layers are used 
to achieve the desired coupling effect. It is 
worth noting that the multilayered configuration 
has proven to be more effective for magneto-
electric coupling with respect to particulate 

The promising application of magneto-
composites in the form of 

multilayered structures makes mandatory the 
development of new methods and analysis tools 
with the aim to better understand their 
behaviour when subjected to mechanical, 
electrical and magnetic loads. Recently, 

been focused on the magneto-
laminate dynamics which models 

Analytical solution for the dynamic analysis of             
laminated beams 
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the widely employed structural conditions for 
practical applications. Exact benchmark 
solutions for the static behaviour of magneto-
electro-elastic laminates have been presented [6] 
and the approach extended to free vibration 
analysis [7]. State space approach has been 
proposed [8, 9] and finite elements have been 
extensively used to deal with multifield 
structural problems [10] and magneto-electro-
elastic laminates [11, 12]. Boundary elements 
[13, 14] and meshless [15] approaches have 
been also proposed. 

In the present paper a model for the dynamic 
analysis of general magneto-electro-elastic 
laminated beams is presented. Actually, the 
dynamic behavior of magneto-electro-elastic 
beams is highly influenced by the shear 
deformation even for low frequency vibrations 
[12, 16]. Thus, a first-order beam theory is 
employed to model the beam mechanical 
behaviour. Quasi-static behaviour is assumed 
for the electro-magnetic quantities with no 
electric charge and current density present. The 
equations of motion for the laminated beam are 
written after the magneto-electric problem is at 
first partially solved in terms of the beam 
generalized kinematical variables, that is axial 
and transverse displacement and cross sectional 
rotation. This leads to a system of coupled 
differential equations whose solution provides 
the beam generalized displacements. Once the 
mechanical problem is solved the quantities 
associated with the electro-magnetic behaviour 
are straightforwardly recovered. To validate the 
model the free vibrations problem is solved and 
results for different boundary conditions and 
loads are compared with literature solutions. 

2 Problem statement and governing 
equations  

Let us consider a multilayered beam having 
length L  and cross section A , referred to the 
cartesian coordinate system zx −  as shown in 
Fig. 1. The beam consists of � magneto-electro-
elastic layers with poling direction parallel to 
the z-axis. The k-th layer has faces located at � = ℎ��� and � = ℎ�, with � = 1, … , �. The 
layers are perfectly bonded.  

 

 
Fig. 1 Beam lamination scheme 

 

According to the first-order beam theory [17] 
the kinematical model for the beam deformation 
is given by 
 ��, z, �� = ���, �� − � ��, �� (1.a) 

  ��, z, �� = ���, �� (1.b) 
 

where � and � are the displacement components 
of the generic beam point, �� and �� are the 
axial and transverse diplacement of the beam 
axis points whereas � is the beam section 
rotation. � denotes the time. Ignoring the effect 
of free current and time variation of electric 
diplacement and magnetic induction, the electric 
and magnetic states are described in terms of the 
scalar electric potential Φ = Φ�, �, �� and 
magnetic potential Ψ = Ψ�, �, ��. The strain-
displacement relationships read as 
 ��� = ∂ ��∂ � − � ∂ �∂�  (2.a) 

  ��� = −� + ∂ ��∂ �  (2.b) 
 

whereas the electric field components �� and �� 
and the magnetic field components �� and �� 
are obtained through the gradient laws. One has 
 �� = − ∂ Φ∂ �  ;       �� = − ∂ Φ∂ �  (3.a,b) 

  �� = − ∂ Ψ∂ � ;      �� = − ∂ Ψ∂ �  (3.c,d) 
 

To describe the magneto-electro-elastic state of 
the beam the stresses !�� and !��, the electric 
displacements "� and "� and the magnetic 

k-th  layer 
hN 

hk-1 

h0 

h hk 

x 

z 
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induction components #� and #� are introduced. 
Following the assumpion made in Ref. [10] and 
extending it also to the the magnetic induction 
[18], the effect of the axial components of the 
electric field and magnetic induction is 
neglected with respect to that of the 
corresponding components along the poling 
direction. Consequently, the constitutive law for 
each of the magneto-electro-elastic layers of the 
beam writes as 
 !��$�% = &$�%��� − '$�%�� − ($�%�� (4.a) 

  !��$�% = &))$�%��� (4.b) 
  "�$�% = '�)$�%��� (4.c) 
  "�$�% = '$�%��� + *$�%��$�% + +$�%�� (4.d) 
  #�$�% = (�)$�%��� (4.e) 
  #�$�% = ($�%��� + +$�%��$�% + ,$�%�� (4.f) 

 

where &$�% and &))$�% are the elastic stiffness 
constants, *$�% and ,$�% are the dielectric 
constant and magnetic permeability, '$�% and '�)$�% are the piezoelectric costants, ($�% and (�)$�% 
are the piezomagnetic coupling coefficients and +$�% denotes magneto-electric coupling 
coefficients. The notation •$�% indicates 
quantities associated with the �-th layer.  

Finally, assuming that the electro-magnetic 
state of the beam can be modeled as quasi-static 
because the electro-magnetic waves propagation 
velocity is several order of magnitude higher 
than that of elastic waves, the governig equation 
for the problem are given by the beam 
equilibrium equations and Gauss laws for 
electrostatics and magnetostatics 
 ∂.∂� + /� = 0� ∂1��∂�1  (5.a) 

  ∂2∂� + /� = 0� ∂1��∂�1  (5.b) 

  ∂3∂� + 2 + 4 = 0� ∂1�∂�1  (5.c) 

  ∂"�∂� + ∂"�∂� = 0 (5.d) 

  ∂#�∂� + ∂#�∂� = 0 (5.e) 

where . is the axial force, 2 is the shear force, 3 is the bending moment, /� and /� are the 
external axial and transverse force per unit 
length, 4 is the applied external moment per 
unit length. 0� = 6  7 8 (9 and 0� = 6  7 8�1 (9 
denote the inertia properties of the beam 
section. 

The governing equations previously 
introduced have to be completed by the 
interface continuity conditions and the 
appropriate boundary conditions. The 
mechanical interface continuity conditions are 
trivially satisfied because of the kinematical 
model chosen. On the other hand, as regards the 
electro-magnetic problem the interface 
continuity conditions need to be satisfied and 
for ℎ = 1, … , � − 1 they read as 
 Φ$�% = Φ$�:�%        @   � = ℎ� (6.a) 

  Ψ$�% = Ψ$�:�%        @   � = ℎ� (6.b) 
  "�$�% = "�$�:�%        @   � = ℎ� (6.c) 

  #�$�% = #�$�:�%        @   � = ℎ� (6.d) 
 

The mechanical boundary conditions are 
those of the first-order beam theory and are not 
discussed here for the sake of brevity. The 
electro-magnetic boundary conditions can be of 
different type and can be assigned at the 
laminate bottom and top surfaces or at the 
interfaces. Without loss of generality for the 
proposed approach, we focus on a class of 
common problems for which at least one surface 
of the beam, namely the bottom surface, is 
electroded and specified with the magnetic and 
electric potential whereas a second surface, 
namely the top surface, is specified with the 
electric and magnetic potentials or the electric 
displacements and magnetic induction. Thus 
electro-magnetic boundary conditions read as 
 Φ�, ℎ�, τ� = Φ= � = ξ� (7.a) 

  Ψ�, ℎ�, τ� = Ψ=� = ξ1 (7.b) 
               Φ�, ℎ? , τ� = Φ= = ξ@     or      "��, ℎ? , τ� = "=� = ξ@ 

(7.c) 

                 Ψ�, ℎ? , τ� = Ψ= = ξ)     or      #��, ℎ? , τ� = #C� = ξ) 
(7.d) 
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In the preceding relationships the tilde denotes 
prescribed quantities. It is worth noting that 
other combinations of the electro-magnetic 
boundary conditions can be imposed. They are 
straightforwardly treated analogously to those 
presented in the paper. 

3 Magneto-electro-elastic multilayer beam 
model 

The strategy employed to derive the problem 
solution is based on a preliminary integration of 
the electro-magnetic governing equations. This 
allows to express the electro-magnetic variables Φ and Ψ in terms of the mechanical variables ��, �� and �. Finally, the problem is solved after 
substitution of the expressions obtained for the 
electro-magnetic quantities into the mechanical 
governing equations. In order to simplify some 
involved manipulations, matrix notation is 
employed where useful. 

3.1 Magneto-electric state 

Let us introduce the vector D =EΦ    ΨFG, containing the electric and magnetic 
potentials, and the matrices  
 H$�% = I*$�% +$�%+$�% ,$�%J (8.a) 

  K$�% = L'$�%($�%M (8.b) 

  K�)$�% = N'�)$�%
(�)$�%O (8.c) 

 

Taking the constitutive relationships Eqs. (4), 
the strain-displacement relationships Eqs. (2) 
and the gradient relationships Eqs. (3) into 
account, the Gauss's laws for electrostatic and 
magnetostatic, i.e. Eqs. (5.d) and (5.e), are 
written for the �-th layer as  
 

H$�% ∂1D$�%∂�1 = K�)$�% ∂1��∂�1− PK�) + KQ$�% ∂�∂� 
(9) 

Integration of Eq. (9) provides  
 

D$�% = RS$�% ∂�∂� + T$�% ∂1��∂�1 U �12  +W$�%� + X$�% (10) 

 

where W$�% and X$�% are vectors of integration 
constants, Y$�% = H$�%��

 and   
 S$�% = −PYK + K�)�Q$�% (11.a) 

  T$�% = PYK�)Q$�% (11.b) 
 

Accordingly, from the constitutive law one has 
 Z�$�% = K�)$�% ∂[∂� − K�)$�%� (12.a) 

  Z�$�% = K$�% ∂��∂� − K�)$�%� ∂�∂�−K�)$�%� ∂1��∂�1 − PHWQ$�%  (12.b) 

 

where Z� = E"�    #�FG and Z� = E"�    #�FG are 
the vectors containing the electric displacements 
and magnetic induction � and � components. 

The integration constants W$�% and X$�% have 
to satisfy � − 1 relationships, determined by 
imposing the electro-magnetic continuity 
conditions at the laminate interfaces. Actually, 
from the interface continuity conditions of Z�, 
namely Eqs (6.c) and (6.d), for � = 1, … , � − 1 
one deduces that  
 W$�% = \Y$�%H$�:�%]W$�:�%
− ^Y$�%|K|$�%$�:�%` ∂��∂� + ^ℎ�Y$�%|K�)|$�%$�+1%` ∂�∂�

+ ^ℎ�Y$�%|K�)|$�%$�+1%` ∂2��∂�2
 (13) 

 

where |•|$�%$�:�% denotes the difference of 
quantities pertaining to the � + 1�-th and �-th 
layers. Again, from the interface continuity 
conditions of D, namely Eqs. (6.a) and (6.b), it 
follows that for � = 1, … , � − 1 one has 
 X$�:�% = X$�% + \aY$�%H$�:�% − bcℎ�]W$�:�% −

^ℎ�Y$�%|K|$�%$�:�%` ∂��∂� + ^Y$�%|K�)|$�%$�:�% d ℎ�1 −
d−�1|YK + K�)�|$�%$�:�%ℎ�1` ∂�∂� +

^eY$�%|K�)|$�%$�:�% − �1|YK�)|$�%$�:�%f ℎ�1` ∂1��∂�1

 (14) 
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where b is the identity matrix. The integration 
constants W$�% and X$�% are determined from Eqs 
(13) and (14) together with the electro-magnetic 
boundary conditions at the bottom and top 
surfaces (or at the interfaces). One writes 
 W$�% = gh$�% ∂��∂� + gi$�% ∂ϑ∂� + 

gk$�% ∂1��∂�1 + l  

)
mn� gom$�%ξm (15.a) 

  X$�% = ph$�% ∂��∂� + pi$�% ∂ϑ∂� + 

pq$�% ∂1��∂�1 + l  

)
mn� pom$�%ξm (15.b) 

 

The expressions of the coefficient vectors 
appearing in Eqs. (15.a) and (15.b) can be 
determined in closed form. For the considered 
magneto-electric boundary conditions, they are 
given in the Appendix. 

3.2 Mechanical state 

Once the electric and magnetic potentials are 
resumed in terms of the kinematical generalized 
variables the expression of the stresses is 
inferred through the constitutive laws  
 σ��$�% = \& + Ksgh]$�% ∂ ��∂ � +

\aKsS − &c� + Ksgi]$�% ∂ ϑ∂ � +
\KsT� + Ksgk]$�% ∂1 ��∂ �1 + l  

)
mn� \Ksgom]$�%ξm

 
(16.a) 

  σ��$�% = &))$�% R∂��∂� − ϑU (16.b) 
 

where Ks〈�〉 denotes the transpose of K〈�〉. 
Consequently the beam axial and shear forces 
and the bending moment are expressed as 
 . = v  7 σ��(9 = Kxh ∂ ��∂ � + Kxi ∂ ϑ∂ �

+Kxk ∂1 ��∂ �1 + l  

)
mn� yxmξm

 (17.a) 

  2 = v  7 σ��(9 = Kzk ∂ ��∂ � − Kziϑ (17.b) 

  

3 = v  7 σ���(9 = K{h ∂ ��∂ � + K{i ∂ ϑ∂ �
+K{k ∂1 ��∂ �1 + l  

)
mn� y{mξm

 (17.c) 

 

where the effective stiffness coefficients K|} are 
defined by 
 

Kxh = l  

?
�n� \a& + Ksghcℑ�]$�%  (18.a) 

  Kxi = l  

?
�n� \KsSℑ� + giℑ�� − &ℑ�]〈�〉

 (18.b) 

  Kxk = l  

?
�n� \KsTℑ� + gkℑ��]$�%

 (18.c) 

  Kzk = Kz� = Λ l  

?
�n� P&)) ℑ�Q$�% (18.d) 

  K{h = l  

?
�n� \a& + Ksghcℑ�]$�%  (18.e) 

  K{i = l  

?
�n� \KsSℑ1 + giℑ�� − &ℑ1]〈�〉

 (18.f) 

  K{k = l  

?
�n� \KsTℑ1 + gkℑ��]$�%

 (18.g) 

 

and 
 

  yxm = l  

?
�n� \K� gξ�ℑ0]$�%

 (19.a) 

  y{m = l  

?
�n� \K� gξ�ℑ1]$�%

 (19.b) 

 

In the former equations one sets ℑ�$�% = 6  7� (9, ℑ�$�% = 6  7� � (9 and ℑ1$�% = 6  7� �1 (9, being 9� the cross section of the k-th layer. Λ is the 
beam section shear factor.  

The expressions of the effective stiffness 
coefficients show that the classical stiffness 
coefficients of the pure elasticity case are 
modified by the effects of the magneto-electro-
mechanical couplings. Moreover, the multifield 
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couplings give rise to further stiffness 
coefficients, namely Kxk and K{k, which 
depend only on the piezoelectric and 
piezomagnetic material properties. These 
coefficients represent a contribution to the axial 
force and bending moment associated with the 
second derivative of the transverse displacement 
which activate only when piezoelectric and 
piezomagnetic behavior is present. Furthermore, 
both the axial force and the bending moment 
directly depend not only on the mechanical 
variables but also on the applied magneto-
electric loads, entering the model through the 
boundary conditions, i.e. Eqs. (7). These loads 
give rise to contributions to the axial force and 
bending moment which, as a consequence, 
affect also the beam mechanical boundary 
conditions.  

3.3 Equations of motion 

Substituting Eqs. (17) into the equilibrium 
equations, Eqs (5.a), (5.b) and (5.c), one obtains 
the following equations of motion which 
represent the magneto-electro-elastic beam 
model 
 Kxh ∂1��∂�1 + Kxi ∂1ϑ∂�1 + Kxk ∂@��∂�@

−0� ∂1��∂τ1 = −/� − l  

)
mn� yxmξm

 (20.a) 

  Kzk ∂1��∂�1 − Kzi ∂ϑ∂� − 0� ∂1��∂τ1 = −/� (20.b) 

  K{h ∂1��∂�1 + K{i ∂1ϑ∂�1 + K{k ∂@��∂�@ +
Kzk ∂��∂� − Kziϑ − 01 ∂1ϑ∂τ1 = −4 − l  

)
mn� y{mξ(20.c) 

 

It is observed that the magneto-electro-elastic 
beam governing equations involve the same 
terms of the pure elastic beam whose 
coefficients are replaced by the magneto-
electro-elastic effective stiffnesses defined by 
Eqs. (18.a), (18.b), (18.d), (18.e) and (18.f). 
These effective stiffnesses take the effects of the 
electro-magneto-elastic couplings into account 
and reduces to classical mechanical expressions 
if piezoelectric and piezomagnetic coupling 

coefficients are zero. In addition new terms 
appear in force of the piezoelectric and 
piezomagnetic behavior, which involve the third �-derivative of the transverse displacements. 
The effect of the applied magneto-electric loads, 
imposed through the boundary conditions on the 
beam surfaces and/or interfaces, enters the 
model as equivalent axial and bending loads 
given by Eqs. (18.h) and (18.i). It should be 
remarked that the magneto-electro-elastic 
coupling in the presence of magneto-electric 
loads give rise to contributions to the axial force 
and bending moment which actually modify the 
mechanical boundary conditions of the beam, 
which generally results into non-homogeneous 
and time-dependent expressions. This requires 
suitable techniques for the solution [19].  

The solution of the system of Eqs. (20) 
provides the time-variation of the beam 
generalized displacements ��, �� and �. Once 
these quantities are determined the electro-
magnetic state is straightforwardly recovered by 
using Eqs. (10) and (12). 

4 Numerical results and model validation 

In this section some applications of the 
proposed method are presented with the aim to 
validate it. To this aim the free vibrations 
problem is dealt with. According to the 
observations reported in the preceding section, 
to define the free vibrations problem for the 
magneto-electro-elastic beam homogeneous 
magneto-electric boundary conditions have to 
be considered. Otherwise, the magneto-electric 
boundary conditions generate mechanical forces 
which lead the problem to the case of forced 
vibrations. Therefore, the model for free 
vibrations analysis reduces to 
 Kxh ∂1��∂�1 + Kxi ∂1ϑ∂�1 + Kxk ∂@��∂�@+0�ω1�� = 0  (21.a) 

  Kzk ∂1��∂�1 − Kzi ∂ϑ∂� + 0�ω1�� = 0 (21.b) 

  K{h ∂1��∂�1 + K{i ∂1ϑ∂�1 + K{k ∂@��∂�@ +
Kzk ∂��∂� − Kzi − 01ω1�ϑ = 0  (21.c) 
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where � is the circular frequency. The 
eigenvalues of the system, that is the mode 
frequencies, are determined by following the 
procedure reported in Ref. [18] 

The free vibrations of a magneto-electro-
elastic beam consisting of three layers of #����@ followed by three layers of ��y'@�) 
are analyzed. The employed material properties 
are given in Ref. [12] to which the reader is 
referred for more details on the analyzed 
problem. The beam, with rectangular cross 
section, has length � = 0.3 4 and unit width. 
The layers have equal thickness and the 
laminate is 0.02 4 thick. The cross section shear 
factor has been set equal to 8/9. Different 
mechanical boundary conditions have been 
considered (clamped-free, clamped-clamped and

simply-supported).  
The results obtained are given in Table 1, 2 

and 3 where the comparison with solutions 
found in the literature and obtained by finite 
elements (FEM) [12] is presented. Different 
magneto-electric boundary conditions are 
considered highlighting that they do not 
noticeably influence the natural frequencies. 
The results obtained are in very good agreement 
with those present in the literature. Some 
discrepancies are observed for the simply-
supported case for which the boundary 
conditions at the beam ends of the present one-
dimensional model and the two-dimensional 
model of Ref. [12] slightly differ.  

The presented results validate the approach 
and show its effectiveness. 

 
Mod

e 
 ��, ℎ?� = ��, ℎ?� = 0  "��, ℎ?� = #��, ℎ?� = 0   
 Present % Error  Present % Error  FEM 

1  187.74 0.51  187.74 0.51  188.70 
2  1148.19 0.56  1148.25 0.55  1154.65 
3  3100.12 0.66  3100.48 0.65  3120.80 
4  4420.85 1.98  4421.01 1.98  4335.11 
5  5791.14 0.81  5792.31 0.79  5838.36 
6  9061.56 1.02  9064.30 0.99  9154.66 
7  12761.49 1.26  12766.79 1.22  12924.90 
8  13262.07 2.00  13262.59 2.01  13001.50 
9  16779.19 1.51  16787.91 1.46  17036.50 
10  21010.42 1.84  21023.12 1.78  21405.10 

Table 1. Natural frequency for a six layers TW����/������� clamped-free beam with different magneto-electric 
boundary conditions 

 
Mod

e 
 ��, ℎ?� = ��, ℎ?� = 0  "��, ℎ?� = #��, ℎ?� = 0   
 Present % Error  Present % Error  FEM 

1  1156.61 0.73  1156.66 0.72  1165.07 
2  3053.21 0.82  3053.54 0.81  3078.60 
3  5683.77 0.96  5684.87 0.94  5738.67 
4  8834.89 1.74  8834.84 1.74  8683.41 
5  8874.39 1.08  8877.37 1.05  8971.57 
6  12468.40 1.36  12473.28 1.32  12640.40 
7  16373.96 1.62  16382.07 1.57  16643.20 
8  17674.39 1.82  17675.26 1.83  17358.00 
9  20504.93 1.89  20517.25 1.83  20900.40 
10  24798.53 2.21  24815.44 2.15  25360.00 

Table 2. Natural frequency for a six layers TW����/������� clamped-clamped beam with different magneto-
electric boundary conditions 
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Mod
e 

 ��, ℎ?� = ��, ℎ?� = 0  "��, ℎ?� = #��, ℎ?� = 0   
 Present % Error  Present % Error  FEM 

1  524.51 0.34  524.53 0.33  526.29 
2  2044.97 0.38  2045.18 0.37  2052.71 
3  4356.66 8.69  4357.01 8.70  4008.32 
4  4486.69 0.95  4487.40 0.97  4444.36 
5  7497.46 0.42  7499.76 0.39  7529.14 
6  11082.29 0.57  11086.91 0.53  11146.30 
7  13248.62 9.92  13249.33 9.92  12053.30 
8  15058.46 0.60  15066.59 0.55  15150.10 
9  19288.29 0.83  19300.72 0.76  19449.40 
10  22072.68 9.47  22074.24 9.48  20163.40 

Table 3. Natural frequency for a six layers TW����/������� simply-supported beam with different magneto-
electric boundary conditions 

 
5 Conclusion 

A model for the dynamic analysis of general 
multilayer magneto-electro-elastic beams has 
been presented. First-order beam theory and 
quasi-static magneto-electric assumptions have 
been used. After the preliminary solution of the 
magneto-electric state as a function of the 
mechanical variables, the equations of motions 
have been deduced. They involve the same 
terms of the pure mechanical problem with 
effective magneto-electro-elastic stiffness 
coefficients that inherently take the magneto-
electro-elastic coupling into account. Besides 
additional terms comes into play because of the 
piezoelectric and piezomagnetic behavior, 
which involve the third-order spatial derivative 
of the transverse displacement. The magneto-
electric loads enter the dynamic model as 
equivalent external axial force and bending 
moment per unit length and via the axial force 
and bending moment definition, which also 
affects the beam ends mechanical boundary 
conditions. 

The solution for the free vibrations problem 
has been obtained and the results obtained 
validate the approach and prove its 
effectiveness. 
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Appendix - Coefficient vectors 

The closed-form expressions of the 
coefficient vectors involved in the electric and 
magnetic potential formulas are given for the 
different electro-magnetic boundary conditions 
considered. Without loss of generality, the 
bottom surface conditions are fixed as in Eqs. 
(7.a) and (7.b). 

The electro-magnetic boundary conditions 
for the case of imposed electric displacements 
and magnetic induction at the top surface are 
written as 
   "��, ℎ? , τ� = "=� = ξ@ (A.1) 

   #��, ℎ? , τ� = #C� = ξ) (A.2) 
 

By using Eqs (6), (7.a), (7.b), (A.1) and (A.2), 

after some manipulations, the following 
expressions are obtained for the coefficients of 
Eqs. (15.a) and (15.b)  
 gh$�% = PYKQ$�% (A.3) 

  

g�$�% = Y$�% �K�)$�%ℎ� + l  

?
mn�:� K�)$m%�m�            (A.4) 

 

gk$�% = −Y$�% �K�)$�%ℎ� + l  

?
mn�:� K�)$m%�m� (A.5) 

 gom$�% =   ¡ � = 1, 2−¢Y$�%£m�1 � = 3, 4d (A.6) 

 

¥h$�% = −¦h$�%ℎ��� + l  

���
mn� ¦h$m% �m (A.7) 

 ¥�$�% = PYK + K�)�Q$�% ℎ���12 − ¦�$�%ℎ���
+ l  

���
mn� §¦�$m% �m − PYK + K�)�Q$m%�m̅©  (A.8) 

 ¥k$�% = −¦k$�%ℎ��� − PYK�)Q$�% ℎ���12
+ l  

���
mn� e¦k$m% �m + PYK�)Q$m%�m̅f  (A.9) 

  

¥om$�% =
ª«¬
«®¯°m − gom$�%ℎ��� + l  

���
±n� gom$±% �± � = 1, 2

¡ � = 3, 4
d 

 
 (A.10) 

 

where �m = ℎm − ℎm��, �m̅ = ℎm1 − ℎm��1 �/2 and the 
notation ®∙°± means the j-th column of a matrix. 

The electro-magnetic boundary conditions 
for the case of imposed electric and magnetic 
potentials at the top surface are written as  
 Φ�, ℎ? , τ� = Φ= = ξ@ (A.11) 

  Ψ�, ℎ? , τ� = Ψ= = ξ) (A.12) 
 

By using Eqs (6), (7.a), (7.b), (A.11) and 
(A.12), the coefficients appearing in the Eqs. 
(15.a) and (15.b) are given by 
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gh$�% = Y$�% ³l|K|$±��%$±% −�
±n1

d
d´ l µY$m%�m l|K|$±��%$±%m

±n1 ¶?
mn� ·

 (A.13) 

  

g�$�% = Y$�% ¸l|K|$±��%$±% ℎ±�� +�
±n1

d
´ l Y$m%?

mn� NK + K�)�$m%�m̅ d
dd−�m l|K�)|$±��%$±%m

±n1 ℎ±��·¹
 (A.14) 

  

gk$�% = −Y$�% ¸l|K�)|$±��%$±% ℎ±�� +�
±n1

d
´ l Y$m%?

mn� ³K�)$m%�m̅ d
dd−�m l|K�)|$±��%$±%m

±n1 ℎ±��·¹
 (A.15) 

  

gom$�% = ¸ −¢Y$�%´£m � = 1, 2
  ¢Y$�%´£m�1 � = 3, 4d (A.16) 

 

¥h$�% = −¦h$�%ℎ� − l  

���
mn� ¦h$m% �m (A.17) 

 ¥�$�% = PYK + K�)�Q$�% ℎ�12 − ¦�$�%ℎ�
+ l  

���
mn� §PYK + K�)�Q$m%�m̅−¦�$m% �m©  (A.18) 

 ¥k$�% = −PYK�)Q$�% ℎ�12 − ¦k$�%ℎ�
+ l  

���
mn� e¦k$m% �m + PYK�)Q$m%�m̅f  (A.19) 

  

¥om$�% =
ª««
¬
«« gom$�%ℎ� + l  

���
±n� gom$±% �± � = 1, 2

®¯°m�1 − gom$�%ℎ� − l  

���
±n� gom$±% �± � = 3, 4

d 
 (A.20) 

 

where  
 

º = »l −Y$m%?
mn� �m¼��

 (A.21) 
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Abstract  

The present paper deals with
variational formulation for magneto
elastic dynamic problems. Starting from a
generalized hybrid functional, 
discretization scheme leads to a model involving 
generalized displacements only
frequency independent structural matrices and 
preserves their symmetry. The
stiffness and mass matrices are computed
boundary integrations of regular kernels only
with the consequent computational advantages.
The method is placed in the framework of the 
weak form meshless methods. Indeed, only a set 
of scattered points is needed for the variable 
interpolation, while a global background 
boundary mesh is merely used for 
integration process. The model can be 
straightforwardly used for multilayer 
tions. Numerical results for a 
magneto-electro-elastic laminate are presented
showing the effectiveness of the method.

1 Introduction 

Magneto-electro-elastic materials ha
recently emerged for application in 
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Structures
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The present paper deals with a hybrid 
magneto-electro-

Starting from a 
functional, a suitable 

leads to a model involving 
nly, produces 

frequency independent structural matrices and 
The generalized 
are computed by 

of regular kernels only 
with the consequent computational advantages. 

in the framework of the 
Indeed, only a set 

of scattered points is needed for the variable 
interpolation, while a global background 

used for the 
The model can be 

multilayer configura-
Numerical results for a damaged 

elastic laminate are presented, 
showing the effectiveness of the method. 

elastic materials have 
for application in sensors,  

actuators, transducers and 
They are able to convert energy into three 
different forms: magnetic, electric and 
mechanic. This feature 
multifield composites potentially superior to 
other materials for the 
structures technology 
magneto-electro-elastic material 
attached to or embedded in the host structure to 
be controlled and actuated by a system of 
suitably arranged electrodes and poles. The 
effective design of ma
devices requires the capability of correctly
reliably modelling the system
the coupling effects into account
dynamics which is the most important field of 
application (e.g. free vibration control).

Analytical solutions to 
laminated magneto-electro
rather rare due to the complexity of the 
governing equations. More general problems 
usually solved through numerical methods and 
the finite element (FEM) represents 
employed technique [2-12

Recently, also the boundary element method 
(BEM) has been extended to the study of 
piezoelectric [13-15] and magneto
elastic [16-19] media. 
anisotropic multifield 
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the application in smart 
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elastic material can be either 
attached to or embedded in the host structure to 
be controlled and actuated by a system of 
suitably arranged electrodes and poles. The 
effective design of magneto-electro-elastic 

the capability of correctly and 
modelling the system’s response taking 

into account, especially in 
dynamics which is the most important field of 
application (e.g. free vibration control). 

Analytical solutions to single-layer and 
electro-elastic solids are 

rare due to the complexity of the 
ore general problems are 

usually solved through numerical methods and 
the finite element (FEM) represents the widely 

12].  
boundary element method 

(BEM) has been extended to the study of 
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multifield dynamics by the 
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BEM, the lack of closed-form fundamental 
solutions leads to rather expensive numerical 
integration schemes. This drawback is often 
overcome by using the static fundamental 
solutions. By so doing the inertia terms are 
considered as body forces and the associated 
domain integrals are transformed into boundary 
integrals generally by the Dual Reciprocity 
Method [20]. Additionally, in the standard 
dynamic BEM the discrete structural operators 
loss their symmetry and definiteness properties 
resulting in less efficient models for dynamics. 
Concerning this issue, variational BEM 
formulations have been developed [21-24]. In 
this framework the authors originally proposed 
a hybrid variational formulation of BEM, called 
Displacement Boundary Method (DBM), 
devised to preserve the fundamental properties 
of the structural matrices [25-27]. As pointed 
out in reference [28], this approach presents 
some features which allow classifying it as a 
weak form meshless method [29]. 

In the present paper the DBM is applied to 
the magneto-electro-elastic problem [30], with 
the aim to investigate its accuracy and 
effectiveness for the computation of the 
dynamical response.  

2 Governing equations 

Let � denote a two-dimensional magneto-
electro-elastic body lying in the ���� plane. The 
body is bounded by the contour line ∂Ω. It is 
assumed that the magneto-electro-mechanical 
response does not vary along the �� direction 
and that the material behaves linearly. 

By using suitable generalized variables a 
compact matrix notation is achieved for the 
multifield problem considered [30]. So, let us 
introduce the following generalized quantities 
for a two-dimensional problem:  
− the generalized displacements �, obtained 

collecting the displacement components 	
, 
the electric potential � and the scalar 
magnetic potential � 

� = �	� 	� � ���  (1.a) 

− the generalized strain vector �, containing 

the strain components γ
�, the electric field 
components �
 and the magnetic field 
components �
  

� = ���� ��� ��� −�� −�� −�� −����  (1.b) 

− the generalized stress vector �, containing 
the stresses �
�, the electric displacements �
 
and the magnetic induction components �
 
� = ���� ��� ��� �� �� �� ����  (1.c) 

− the generalized tractions vector �, containing 
the traction components �
, the normal 
electric displacement �� and the normal 
magnetic induction �� 

� = ��� �� �� ���� (1.d) 

− the generalized body forces vector �, 
containing the components of the mechanical 
body forces  
 , the electric charge density " 
and the identically zero free current 

� = � �  � −" 0��  (1.e) 

The proposed model is based on the 
extension to magneto-electro-elasticity of a 
hybrid displacement variational approach just 
proposed in the literature [25-28, 30], which is 
here briefly outlined for the considered problem. 
Let � be the generalized displacement field in 
the two-dimensional domain �, and let �$  and �$ 
be the generalized displacements and tractions 
on the boundary %�. These variables are 
assumed to be independent from each other. The 
variational formulation of the magneto-electro-
elastic problem is obtained by introducing the 
hybrid functional 

& = ' 1
2 ��*�+�

,
− ' ��-� − .�/ 0+�

,
− ' -� − �$0��$+%�

1,
− ' �$��2+%�

1,3

 (2) 

where * is the generalized stiffness matrix and . denotes the product of the material density by 
the 4 × 4 identity matrix in which the last two 
diagonal terms are replaced by zeros as quasi-
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static modeling of electric and magnetic fields is 
assumed. In the Eq. (2) the overdot indicates the 
time derivative and the overline denotes 
prescribed quantities on the boundaries ∂�� and ∂��, where natural and essential boundary 
conditions are prescribed. 

Assuming that linear strain-displacements 
relations hold and that electric and magnetic 
fields obey the gradient equations with respect 
to the corresponding potentials, after integration 
by parts, the stationarity of Π with respect to the 
independent fields �, �$  and �$ provides the 
following set of Euler equations 

7�*7� − .�/ + � = 9    :; � (3.a) 

� = �$    :; %� (3.b) 

� = �$    :; %� (3.c) 

�$ = �2     :; %�� (3.d) 

where 7 is the generalized equilibrium operator 
[30] 

7 =

<=
==
==
==
=>
% ∂��⁄ 0 0 0

0 % ∂��⁄ 0 0
% ∂��⁄ % ∂��⁄ 0 0

0 0 % ∂��⁄ 0
0 0 % ∂��⁄ 0
0 0 0 % ∂��⁄
0 0 0 % ∂��⁄ @A

AA
AA
AA
AB

 (4) 

Thus, by assuming that the generalized 
compatibility, the constitutive equations, the 
essential boundary conditions, and the initial 
conditions are satisfied, the stationarity of the 
generalized functional & leads to the solution of 
the magneto-electro-elastic dynamic problem. 

3 Discrete dynamic model 

Let us consider a set of N randomly chosen 
nodes a part of which, namely , lies on the 

boundary ∂�, whereas the others, namely , 

belong to the domain Ω  (see Fig. 1).  

 
 

Fig. 1 Discretization scheme 

3.1 Variable approximation 

The generalized domain displacements � are 
approximated as a superposition of spatial trial 
functions �C∗ EFG weighted by time dependent 
coefficients HCE�G and one has 

� ≅ J �C∗ EFG HCEKG
LM

CN�
= �∗O     :; � (5) 

where F denotes the field point. In the present 
approach, the employed trial functions are the 
fundamental solutions of the static magneto-
electro-elastic problem. They are the static 
magneto-electro-elastic response of the 
unbounded medium corresponding to 
generalized concentrated body forces applied at 
the point FP, namely the source point. For each 
source point, four independent fundamental 
solutions are available: two related to the unit 
mechanical point loads acting along the 
reference axes, one to the unit point free charge 
density and one to the unit point current density. 
The expressions of these fundamental solutions 
can be found in Ref. [16] or [18]. The employed 
trial functions are defined by associating a 
source point with each nodal point and locating 
these source points outside the domain so as to 
deal with regular trial functions [22, 23, 25].  

The boundary generalized variables are 
expressed in terms of their nodal values through 
spatial shape functions Q and R 

�$ = QS = �Q� Q�� TS�S�U (6) 

BN

DN

Internal nodes 

Boundary nodes 

Shadow mesh 

Source points 

DRM auxiliary points 
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�$ = RV (7) 

where S and W are the nodal generalized 
displacements and tractions vector, respectively. 
The subscripts 1 and 2 refer to constrained and 
free generalized nodal displacements, 
respectively. 

3.2 Generalized equations of motion 

By using the introduced approximations, i.e. 
Eqs. (5), (6) and (7), the discretized expression 
of the generalized hybrid functional & is 
obtained. Taking the discretized functional first 
variation with respect to the discrete variables O, S and W and applying the fundamental lemma of 
the calculus of variations, one obtains the 
following set of matrix equations 

X' �∗�.�∗+�
,

Y O/ +
X' �∗��∗+%�

1,
+ ' �∗�Z∗+�

,
Y O

= X' �∗�R+%�
1,

Y V + ' �∗��+�
,

 (8.a) 

' Q��R+%�
1,

V = ' Q���2+%�
1,3

 (8.b) 

' R��∗+%�
1,

O = ' R�Q+%�
1,

⋅ S (8.c) 

where �∗ and Z∗ are the matrices of the 
generalized boundary tractions and generalized 
domain loads associated with the trial functions 
collected in the matrix �∗. 

Due to the arbitrary choice of the shape 
functions R, from Eq. (8.c) it results 

�∗O = QS   :;   %� (9) 

By using Eqs. (5) and (9) a relation between the 
coefficient vector O and the generalized 
displacements S is established. Actually, 
collocating Eq. (9) at the \] boundary nodal 
points and Eq. (5) at the \^ domain nodes, one 
obtains 

_�21,∗
�2,∗

` O = a O = TS1,S, U (10) 

where the elements of the collocation matrices �21,∗  and �2,∗  are the values of �∗ computed at 
the boundary and internal nodes, respectively. 
In Eq. (10),  S1, and S, are the vectors 
collecting the generalized displacements of the 
boundary and domain nodes, respectively. From 
Eq. (10), one writes 

O = b TS1,S, U = �b1, b,� TS1,S, U
= �b� b�� TS�S�U (11) 

where b = ac�. It is worth noting that Eqs. (9) 
and (11) imply that 

Q = �∗b = �∗�b� b�� = �Q� Q�� (12) 

Substituting Eq. (11) into Eq. (8.a), pre-
multiplying it by d�� and taking Eq. (8.b) into 
account, one obtains the generalized equations 
of motion for the magneto-electro-elastic solid 

eS/ � + fS� =
' Q���+� +

,
' Q���2 +%� −

1,3b��e2 b�S/ � − b��f2b�S�

 (13) 

where the generalized mass and stiffness 
matrices are defined by 

e = b��e2 b� =
b�� X' �∗�.�∗+�

,
Y b�

 (14.a) 

f = b��f2b� =
gb�� X' �∗��∗+%�

1,
g + ' �∗�Z∗+�

,
Y b�

 (14.b) 

The matrix operators involved in the model, e and f, are symmetric and frequency 
independent. 
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3.3 Generalized operators computation 

Due to the use of source points external to 
the domain Ω, the generalized stiffness matrix f is computed by integrals performed on the 
boundary only, because the domain integrals 
appearing in Eq. (14.b) are trivially zero. 

The generalized mass matrix e is defined in 
terms of domain integrals and then its numerical 
computation hypothetically calls for a 
background mesh in the domain. However the 
domain integrals defining the generalized mass 
matrix can be approximated to the boundary by 
using the Dual Reciprocity Method (DRM) [20]. 

Let us introduce a set of h = h] + h^ 
auxiliary points, h] lying on the boundary and h^ belonging to the domain (see Fig. 1). 
Associating with each of these nodes four time 
independent auxiliary spatial functions iCEFG, 
the expression of the domain inertia term can be 
approximated as 

.�/ = .�∗O/ ≅
J iC∗ EFGjCEKG = k∗l
Lm

CN�

 (15) 

where the unknown coefficients jCEKG depend 
on time. Collocating Eq. (15) at the auxiliary 
points, a linear system linking the coefficients n 
and o/ is obtained whose solution provides n = p o/ [30]. Thus, the inertia term is 
approximated by 

e2 ≅ X' �∗�k∗+�
,

Y pO/  (16) 

For the integral term of the Eq. (16), the 
following reciprocity statement holds 

' �∗�k∗+�
,

= 'q�∗�r∗ − �∗�s∗t+u
v   

 (17) 

where r∗ and s∗ are matrices whose k-th 
columns wC∗  and xC∗   are the generalized 
displacements and tractions due to the dummy 
generalized body forces iC∗ . Consequently, the 
generalized mass matrix can be approximated 
by  

e =  b�� X'q�∗�r∗ − �∗�s∗t+u
v

Y p b� (18) 

where only boundary integrations are involved. 
Due to the difficulty of determining the 

generalized displacement field associated with 
the dummy generalized body forces also when 
simple functions iC∗  are used, an alternative 
scheme for DRM provides that the generalized 
auxiliary displacements wC∗  are chosen a priori 
and then the associated generalized tractions xC∗  
and body forces iC∗  are consequently derived. 
Actually, several authors concerned with the 
dual reciprocity BEM for anisotropic elasticity 
or piezoelectricity have employed this approach 
[31-33]. 

3.4 Discussion 

The structure of the proposed model suggests 
that the approach can be thought as a meshfree 
model. Actually, the model involves only the 
displacements of a set of scattered nodal points 
introduced by the functional dicretization 
process of the functional &. The influence 
matrices, i.e. the stiffness and mass matrices, are 
defined in terms of the trial functions and their 
construction does not call for assembly 
procedures based on a mesh definition.  

The matrix operators can be evaluated by 
boundary integrations of regular functions with 
meaningful computational advantages. Their 
computation requires a background boundary 
mesh (shadow mesh), which does not introduce 
any degree of freedom and is used only as 
support for the integration process. For the 
generalized mass matrix the goal of its 
computation through boundary integrals is 
achieved in force of the approximation defined 
in Eq. (15). This allows the application of the 
DRM technique that transforms the mass matrix 
to the boundary, but generally destroys the 
symmetry properties. As a consequence, 
spurious complex eigenvalues could be found, 
which are not meaningful of the modal content 
of the dynamic response. Moreover, the mass 
matrix transformation may introduce
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inaccuracies in the higher modes. However, 
these unwanted effects reduce with the 
approximation accuracy [30]. In conclusion, the 
generalized mass matrix transformation allows 
its computation without introducing a 
background domain mesh and performing the 
required integrations on the boundary 
background mesh defined for the calculation of 
the stiffness matrix. These computational 
advantages can be achieved tolerating the loss 
of symmetry in the generalized mass matrix. 

It should be also noted that the proposed 
model evidences the characteristics of a 
displacement based finite element model. In this 
sense, one can assemble different domains by 
using standard finite elements assembly 
procedures. This approach allows dealing with 
multilayered structures. 

4 Numerical results  

For the application of the proposed method, a 
computer code with the following fundamental 
features has been implemented. 

The set of boundary and internal nodes and 
the set of source points are chosen for the 
discretization process. For each discretization 
node a source point is introduced and located on 
lines emanating from the nodes and normal to 
the boundary. The source points are placed at a 
distance from the corresponding node given by r 
times the length of the element of the 
background boundary mesh nearest to the 
considered node [23, 25]. The transformation of 
the mass matrix is performed by setting as 
auxiliary displacement components cubic radial 
basis functions depending on the distance 
between the field point and the considered 
source point [30]. The background boundary 
mesh uses standard one-dimensional 
isoparametric elements over which Gaussian 
quadrature is performed to compute the stiffness 
and mass matrices. For the free vibration 
analysis standard condensation techniques is 
applied and standard eigenvalues routines are 
employed to compute the natural frequencies.  

An extensive analysis of the influence of the 
principal parameters involved in the proposed 
method on its convergence and accuracy is

 
 

Fig. 1 Magneto-electro-elastic laminate geometry 

given in Ref. [30] where the free vibration 
problem has been addressed.  

Here the attention is focused on the 
computation of the time response in the 
framework of damaged multilayer structures. To 
this aim the different layers are connected along 
the interfaces through generalized spring 
elements, which are used to model the adhesive 
layers. Cracks are modelled as interfaces with 
infinite compliance, numerically accomplished 
through suitable penalty function. To integrate 
the generalized equations of motion the Houbolt 
method is employed. To avoid interface surfaces 
overlapping, an iterative procedure has been 
implemented for the solution at each time step 
[34].  

A magneto-electro-elastic laminate under-
going a through the thickness magnetic field 
suddenly applied at time K = 0 is analyzed. The 
laminate consists of a piezomagnetic y:z{�|L 

layer, having thickness ℎ~� = 4 ��, embedded 
between two piezoelectric layers of ����|�, 
having thickness ℎ~� = 2 ��. An edge 
delamination crack of length � = 2 �� is 
considered between the piezoelectric and 
piezomagnetic layers as shown in Fig. 2. The 
laminate is simply-supported; its length is � = 20 �� while the materials properties are 
taken from Ref. [12]. Perfect bonding between 
the layers has been considered. The analyses 
have been performed by using a discretization 
scheme with \] = 48, \^ = 8 and h = 56 for 
each layer.  

Since the crack lies at a bimaterial interface 
the dynamic fracture behavior is characterized 
in terms of dynamic energy release rate �, 
normalized by the static energy release rate �P, 
and in term of the modes phase angle Ψ to 
highlight the predominant fracture mode. It is 
worth noting that the energy release rate 
depends on the square of the stress intensity 
factor so that no compenetration occurrence can 

L 

hpe 

hpe 

hpm 

Piezoelectric 

 
Piezomagnetic 

Piezoelectric 

a 
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be inferred from the time history of �. Thus, 
both the a linear analysis and a nonlinear 
analysis with contact are carried out to take the 
influence of the forbidden crack surface overlap 
on the dynamic fracture characteristic 
extimation into account.  
The computed dynamic fracture mechanics 
parameters are given in Figs. 3 and 4 as function 
of the non-dimensional time K/KP, where KP = 0.286 H  is the first fundamental period of 
the structure. They have been evaluated by 
classical crack closure techniques, which are 

widely employed in finite element models. The 
comparison with the results obtained through a 
classical boundary element approach [35] shows 
a good agreement, proving that the present 
method is effective also to evaluate the time 
history of complex structures. 

5 Conclusions 

A meshless method for the dynamic analysis of 
two-dimensional magneto-electro-elastic solids 
has been presented. The proposed model is 

 

 
Fig. 3 Energy release rate and fracture modes phase angle: linear analys without contact 

 

 
Fig. 4 Energy release rate and fracture modes phase angle: nonlinear contact analys 
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based on the discretization of a generalized 
hybrid functional by using as trial functions a 
set of magneto-electro-elastic non singular static 
fundamental solutions. This leads to frequency-
independent structural matrices whose 
definiteness and symmetry properties are 
preserved. A boundary-only model is obtained 
by transforming domain integrals to the 
boundary through the dual reciprocity method. 
This implies the loss of symmetry in the inertial 
operator, but leads to meaningful computational 
advantages. The analyses performed for 
damaged multilayer laminates show that the 
method is effective to determine the structural 
time-histories of complex structures. 
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Abstract  
Laser Shock Peening (LSP) is an innovative 
surface treatment technique used to improve the 
fatigue performances of metallic components. 
This technique uses a high power density laser 
pulse to create a compressive residual stress 
field in the treated component; the established 
residual stress field is at the base of the fatigue 
performance enhancement. In this work, thick 
6082-T6 aluminum alloy specimens were LSP 
treated and subsequently fatigue tested. An 
increase of fatigue life and surface hardness 
was encountered in respect to the untreated 
material. Besides confirming the results present 
in the literature, this experimental campaign 
served to confirm the capability of the 
University of Bologna to perform in-house an 
advanced surface treatment such as Laser 
Shock Peening. 

1 Introduction 
Laser Shock Peening (LSP) uses short laser 

pulses (1-50 ns) of high power intensity (order 
of GW/cm2), fired at the surface of the metal 
component to be treated. The high energy laser 
beam vaporizes a superficial layer of the treated 
material forming locally high pressure 
temperature plasma. A transparent overlay 
(usually a thin water layer flowing on the metal 

surface) confines the generated plasma 
intensifying its pressure and inducing intense 
shock weaves directed toward the component 
thickness. 

LSP applications usually use a “sacrificial” 
ablative layer (a coating painted on the surface) 
to form the plasma without damaging the metal 
surface; anyway, LSP applications exist where 
no ablative layer is used during the exposure to 
laser pulses and the treated specimen is emerged 
into water. This application of LSP, developed 
by Toshiba, is called Laser Peening without 
Coating (LPwC). 

A good overview of LSP technology can be 
found in  [1],  [2] and  [3]. 

In the work presented here, the LPwC 
approach has been used. 

 
 

 
Figure 1. Laser Shock Peening 
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2 Experimental setup 
The LSP treatment was performed at the 

DIEM Laboratories of the Faculty of 
Engineering of the University of Bologna. The 
specimens used for the analysis were made of 
aluminium alloy 6082-T6, with the geometry 
given in Fig. 1. The choice of the thickness of 
the specimen was governed by the fact that LSP 
treatment of relatively thick specimens does not 
require any special process optimization, as it 
would be in the case of thin specimens, where 
shock wave reflections are present. The shape of 
the specimen (three-point bending specimen) 
was chosen in according to already present 
experimental work done in the 1990s by the 
French scientists  [4], which was used as a 
reference point for the evaluation of the 
performance of the LSP treatment carried out in 
the work presented here. 

 
Figure 1. Specimen geometry 

 
The treatment was performed using an 

Nd:YAG pulsed laser provided by Quanta 
Systems, with wavelength of 1064 nm, nominal 
pulse energy of 1.8 J, 8 ns pulse duration. The 
laser peen size was 2 mm in diameter with the 
distance between two successive spot centres of 
0.25 mm; the spot overlapping permitted to 
covered the whole treated area. The 
experimental setup can be seen in Fig. 2.  

 

 
Figure 2. LSP treatment setup 

Only the central zone of the specimen was 
treated, with the dimension of the treated area of 
40x4 mm. Figure 3 shows the specimen after 
LSP treatment. 

 
Figure 3. The treated zone of the specimen 

 
After LSP treatment, three-point bending 

fatigue tests were performed at the Laboratories 
of the Forlì campus of the Second Faculty of 
Engineering of the University of Bologna. A 
100 kN servo-hydraulic testing machine was 
used, with stress ratio R=0.1 and maximum 
stresses at the specimen notch ranging from 220 
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to 260 MPa. Figure 4 illustrates the specimen 
during testing.  

 

 
Figure 4. Specimen during three-point bending test 

In addition, Brinell hardness tests were 
performed in order to quantify the effect of LSP 
treatment on the increase of surface hardness of 
treated specimens. 

 
 
 
 
 

3 Results 

3.1 Fatigue tests 
The total number of tested specimens was 

eight – i.e. four untreated specimens in order to 
obtain the baseline distribution and four LSP 
treated specimens. Table 1 illustrates the results 
obtained in the terms of fatigue lives of treated 
specimens for different nominal loads. 

 
Table 1. Fatigue lives of treated specimens 

σ max 
[MPa] 

Cycles to 
failure – 
baseline 

Cycles to 
failure – 

LSP 
treated 

Fatigue 
life 

increase

220 11.30x104 32.15 x104 2.84x 
240 5.97 x104 19.84 x104 3.32x 
250 2.85 x104 9.54 x104 3.34x 
260 3.69 x104 6.40 x104 1.73x 
 

 
Figure 5 Maximum nominal stress versus fatigue lives of tested specimens 

 
Even if eight specimens in total is not 

sufficient for construction of a statistically 
significant S-N curve, it is very clear from the 
tests performed that the influence of LSP 
treatment was very beneficial in the terms of the 

increase of observed fatigue lives. In Fig. 5, 
curves illustrating maximum stress vs. fatigue 
lives of specimens are given.  

It is important to remember that the treatment 
itself did not undergo any additional 
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optimization of the LSP treatment parameters, 
meaning that there should be margins for further 
improvement of the already beneficial results. 

3.2 Hardness measurement 
The increasing in surface hardness has been 

measured using Brinell hardness tests. Total of 
five measurements were performed, two in the 
central, LSP treated section of the specimen, 
Fig. 6 and three on the untreated part of the 
specimen, Fig. 7. AS it can be seen in the 
figures, in order to accommodate the specimens 
to the hardness testing machine, the specimen 
was appropriately machined. This additional 
machining, however, did not interfere 
significantly with the LSP treated zone and the 
measured values should be very close to the 
exact ones. The obtained hardness values are 
given in Table 2. 

 

 
Figure 6. Hardness measurement points – LSP treated 

part of the specimen 

 

 
Figure 7 Hardness measurement points – untreated 

specimen 

 
The increase in surface hardness is of order 

of magnitude of 50% which is in line with the 
previous findings presented in the literature  [5]. 
A slightly increased hardness of the as 
machined measurement points in respect to the 
nominal Brinell hardness of 6082-T6 of 105 HB 
can be attributed to the machining operation 
itself. 

 
Table 2. Brinell hardness measurement results 

Measurement 
point 

Surface state Brinell 
hardness 

1 LSP treated 178 HB 
2 LSP treated 185 HB 
3 As machined 123 HB 
4 As machined 117 HB 
5 As machined 120 HB 

 

4 Conclusions 
Concerning the results obtained in this 

experimental work, the following conclusions 
can be drawn: 

• The fatigue results show that, the LSP 
treatment induced a high level 
compressive residual stresses that 
improved fatigue life, as suggested in 
reference  [6], as well. 

• In particular, the fatigue life of laser 
peened specimens was as much as three 
times higher than as-machined specimens 
(baseline), confirming the presence of a 
compressive residual stress field and the 
beneficial effect of the LSP treatment on 
the treated specimens. 

• The Brinell tests confirmed the ability of 
LSP to increase surface hardness, thus 
improving wear capabilities of the treated 
specimens 

• Finally, this experimental test has proven 
the capability of performing completely 
an advanced treatment such as LSP in-
house, at the University of Bologna. 
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Abstract  

Some innovative solid fuels for hybrid rocket 
propulsion were tested in order to overcome the 
shortcoming of very low fuel regression rates, 
typical of conventional hybrid rocket fuels. 
Nano-Aluminum, Magnesium hydride and 
Lithium Aluminum hydride were used as fillers 
in a solid wax (SW-) matrix. Pure HTPB  was 
used as reference fuel. The highest regression 
rates were found for solid wax added with 5% 
MgH2 and with 6% LiAlH4 mass fraction. The 
measured regression rate, under the operating 
conditions of the experimental setup, was 
approximately four times higher than that of the 
pure HTPB reference composition, tested under 
the same conditions. The non-filled fuel 
formulation was furthermore tested in different 
geometries (slab and radial) under the same 
combustion area, and in the same geometry 
(radial) with different combustion area. 
Aim of the first part of this paper is to show 
through a relative comparison the regression 
rate increase of hybrid rockets fuels when 
peculiar energetic additives are considered. 
Aim of the second part is to show to what extent 
grain geometry effects affect the regression rate, 
in view of the extrapolation of results from a 
laboratory-scale setup to a full-.scale system. 

1 Introduction 

The need to obtain much higher regression 
rates of solid fuels designed for hybrid rockets 
is well known inside the propulsion community. 
Research activities are carried out, following 
different strategies [1], in several laboratories all 
over the world. The solid fuel regression rate is 
the most relevant parameter for the hybrid 
motor design; it is the key variable for the 
development and the future achievement of 
hybrid rocket propulsion technology. The 
regression rate is affected by the oxidizer 
injection process, oxidizer flux, turbulent and 
radiant heat transfer, pressure, solid grain 
geometry, gas-phase kinetics and, eventually, 
heterogeneous reactions occurring at the solid 
fuel surface [2].  To increase the regression rate 
a further research path concerns the effects of 
fuel additives. Metal additives can raise the 
theoretical flame temperature, produce a strong 
radiation flux from the metal oxide combustion 
products, reduce the blocking effect of the 
blowing pyrolyzed mass. These effects, due to 
addition and metal powders combustion, can 
determine higher fuel regression rates [3], 
compared with the regression rates of traditional 
non-metalized solid fuels.   

Liquefying solid fuels were proposed by 
Karabeyoglu and other researchers [4-7]; 
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regression rates are usually much faster than 
those of traditional hybrid fuels, because of 
droplet entrainment process caused by the fuel 
surface melting.  

The problem of scale and geometry factor is 
a well known limitation for the hybrid 
propulsion development. The prediction of a 
hybrid rocket engine combustion process, 
characterized by complex interactions of several 
physical phenomena occurring simultaneously, 
has generally been based on simplified 
empirical methods and correlations. Predictions 
based on these correlations when applied to 
different-scale, different geometry and/or 
different operating parameters often lead to 
erroneous results. A study by Estey et al. [10] 
emphasizes the limitations of such parametric 
correlations aimed at extrapolation to different 
scales. In a more recent work by Swani and 
Gany [11], a theoretical similarity analysis is 
presented in order to derive proper scaling rules 
in hybrid rocket motors, and a fairly good 
agreement between the test-results and 
theoretical predictions is obtained. Nevertheless, 
further investigation is needed in order to assess 
the geometry contribution to overall fuel 
performance. 

This paper has two main purposes: 1. to 
discuss the most recent experimental results 
obtained at the Space Propulsion Laboratory 
(SPLab) of Politecnico di Milano concerning 
the ballistic characterization of paraffin-based 
solid fuels doped with metal hydrides in a 
double slab geometry; 2. to examine the grain 
geometry effects, especially on the average 
regression rate behavior.  

2 Materials and Methods 

2.1 Fuel Formulations 

 
The fuel formulations tested in this work are 

based on a solid wax (SW-) with average carbon 
atoms number 24. The main properties of the 
solid paraffin wax used as fuel binder are shown 
in  

Table 1. The chemical formula is reported, 
with the theoretical density and the measured 

viscosity at 333 K and at 343 K. Specific heat at 
constant pressure, melting temperature and 
surface tension are also reported. 

In order to overcome the problem of the poor 
mechanical properties typical of paraffin waxes, 
a strengthening structure based on a Poly-
Urethane Foam (PUF) was used, as shown in 
Fig. 1. The melted paraffin is poured in the PUF 
structure in the mould, under vacuum 
conditions. The obtained fuel sample displays 
feasible mechanical properties. 

 

 
Fig. 1 PUF strengthening structure for paraffin-based 

fuel formulations. 

 

Table 1 Binder main characteristics. 

Solid Wax: C24H50 

Density 
(g/cm3) 

0.89 

Measured viscosity at T = 333 K  
(Pa s) 

0.89 

Measured viscosity at T = 343 K 
 (Pa s) 

0.09 

Specific heat at constant pressure, 
Cp,liquid at T = 330 K 

(J/mol K) 
772.5 

Specific heat at constant pressure, 
Cp,solid at T = 300-500 K 

(J/mol K) 
601 

Melting temperature, Tm  
(K) 

324 

Surface tension, �, at T = 243 K  
(mN/m)  

30.1 

 
The energy increase of solid fuels for hybrid 

rockets applications is one of the main topics of 
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current research activities in the field of 
aerospace propulsion. The most common used 
fuel additive, Aluminum, could be replaced by a 
series of metal hydrides, with significant 
increases in the specific impulse (Is), as shown 
in Table 2. Is data reported in Table 2 are 
obtained with equilibrium calculations, with 
liquid oxygen as reference oxidizer and with 
expansion ratio of 40 for a combustion chamber 
operating at 7 MPa [12]. 

Among the selected hydrides of Table 2.1, 
the most effective seems to be AlH3 (Aluminum 
hydride, also known as alane). It has a high 
combustion heat and gives low molecular 
weight gas. Replacing Al with alane always 
significant increases in the theoretical Is are 
observed. Problems in using alane in solid fuels 
are the quite complex synthesis techniques, the 
thermal stability, and the short shelf life. 
Moreover, alane is not available commercially. 
For these reason, alane was not selected for this 
work. 
 
Table 2 Physico-chemical properties and performance 

 of selected hydrides for propulsion applications. 
 
 AlH3 LiAlH4 MgH2 

MM 
(g/mol) 30.00 37.95 26.34 

� 
(g/cm3) 1.48 0.92 1.45 

�Hf 
(kcal/mol) -11.1 -28.0 -21.7 

Tdec 
(°C) ~ 180 ~ 137 ~ 270 

Cp @ 25°C 
(cal/mol K) - 20.7 8.5 

Is,max (s) 
(source: [12]) 378 370 355 

�Is (s) 
(Ref: HTPB) 

+ 23 + 15 = 

 
 

LiAlH4   (Lithium Aluminum hydride) is a 
very strong reduction agent employed in organic 
and inorganic chemistry. It is a stable solid 
substance in dry atmosphere. Its stability, 
investigated using DSC techniques, is 
characterized by a three stage decomposition 

process. In the temperature range 154-161 °C  
half of the contained H2 is released; in the range 
197-227 °C  approximately the 25% is released, 
between 580 and 586 °C all H2 is released and 
the melting occurs. A very strong reaction, 
almost complete, is observed with water when 
the product is in form of powder, giving: 

 
( ) 2424 44 HOHLiAlOHLiAlH +→+  (1) 

 
MgH2 (Magnesium hydride) is a solid 

substance, stable up to 125 °C. Under vacuum 
conditions, decomposition occurs in the 
temperature range 250-300 °C. 

Fuel formulations investigated in this work 
are doped with nano-Aluminum powder (Alex) 
with average particle size of 100 nm, with a 
Magnesium hydride (MGH) powder, or with 
Litium Aluminum hydride (LAH).  Both 
Magnesium hydride and Lithium Aluminum 
hydride have coarser particles (average particle 
diameter in the range 50-150 µm) than that 
typical of Alex, but higher reactivity. The 
nomenclature used for the tested fuel 
formulations, and the additive mass fraction 
included in each formulation is reported in 
Table 3. 

Table 3 Fuel formulations composition. 

Fuel 
Additive 

type 
Additive mass 

fraction 

SW-Alex5 nAl 5% 

SW-MGH5 MgH2 5% 

SW-LAH3 LiAlH4 3% 

SW-LAH6 LiAlH4 6% 

2.2 Experimental Set Up 

 
The firing tests are performed using a 

slab/radial burner, shown in Fig. 2. The 
combustion chamber is equipped with a 
pressure transducer, a manometer, an oxygen 
and a nitrogen inlet system. Nitrogen is used for 
a quick extinction of the oxidation reactions 
after the oxygen shut off. Different sample 
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holders were designed and set up for testing 
different sample geometry: double slab or radial 
samples. 

The fuel slabs have the following size: 50 x 
10 x 4 mm. Radial samples have an internal port 
diameter of 4.8 mm, external diameter of 20 
mm and length of 30 or 56 mm. A picture of 
typical slab and radial samples is shown in Fig. 
3.  

 

 
Fig. 2 Experimental set up used for this work.  

 

      
Fig. 3 Slab geometry fuel samples (left) and radial fuel 

sample (right).  

 
Fig. 4 Relative chamber pressure vs. time in a typical 

firing test.  

The average regression rate (rf) is measured 
from the burned fuel mass (�m), the fuel density 
(�f), the burning time (tb) and the burning area 
(Ab), using the following equation: 

 

bbf
f At

m
r

ρ
∆=  

(2) 

 
The pressure trace obtained during a firing 

test is used to determine the combustion time. A 
typical pressure trace recorded during a firing 
test is shown in Fig. 4.  

3 Results Discussion 

3.1 Double slab geometry tests 

Firing tests in double slab configuration were 
performed with oxygen mass flux ranging from 
150 to 350 kg/m2s, at 1.5 bar operating pressure. 
Average regression rate vs. oxygen mass flux is 
shown in Fig. 5. The regression rate results 
obtained for a reference oxygen mass flux (150 
kg/m2s) are reported in Fig. 6. 

 

 
Fig. 5 Regression rate vs. oxygen mass flux for SW fuel 

formulation.  Operating pressure: 1.5 bar. 

 
Results show that all the SW-based fuels 

display higher regression rate when compared to 
the baseline formulation (pure HTPB). 
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Moreover, all the filled fuels display higher rf 
when compared to the non-filled SW 
formulation. 

 
 

 
Fig. 6 Average regression rate comparison for SW fuel 
formulation. Oxygen mass flux: 150 kg/m2s. Operating 

pressure: 1.5 bar. 

The regression rate increase compared to the 
baseline formulation (pure HTPB) and to the 
non-filled solid wax fuel are reported in Table 4, 
for the reference oxygen mass flux. The best 
results are obtained with 5% MgH2 and with 6% 
LiAlH4 filled fuels: the regression rate increase 
compared to pure HTPB is +285% and +304%, 
respectively. 

 

Table 4 Performance increase compared to pure 
HTPB and to SW, at 150 kg/m2s oxygen mass flux. 

Fuel type 
rf % variation 

vs. HTPB 
rf % variation 

vs. SW 

SW +187% -- 

SW-Alex5 +224% +13% 

SW-MGH5 +285% +34% 

SW-LAH3 +219% +11% 

SW-LAH6 +304% +40% 

 
For all the tested formulations, a power law 

fitting the experimental data was obtained. The 
coefficients obtained from the fitting are 
reported in Table 5. LAH filled formulations 
display the lowest rf increasing rate with 
increasing oxygen mass flux (n = 0.28 - 0.35), 

while for the other formulations the exponent is 
about 0.5.  

 

Table 5 Coefficients of the power law fitting the 
experimental data. 

rf = a (Gox)n 
Fuel type 

a n 
SW 0.15 ± 0.02 0.46 ± 0.05 

SW-Alex5 0.12 ± 0.03 0.50 ± 0.03 

SW-MGH5 0.15 ± 0.03 0.49 ± 0.03 

SW-LAH3 0.25 ± 0.02 0.35 ± 0.05 

SW-LAH6 0.45 ± 0.02 0.28 ± 0.04 

 
The obtained results prove that metal 

hydrides are more effective in enhancing rf than 
nAl is, due to the hydrides high hydrogen 
content. It is interesting to note that 3% LAH 
addition leads only to 13% rf increase compared 
to SW, while a 40% increase is obtained when 
adding 6% LAH. This suggests that two 
different effects compete in determining the 
overall performance: on the one hand, a positive 
effect results from hydride addition, due to the 
high hydrogen content. On the other hand, the 
increased viscosity of the fuel melted layer, 
resulting from metal addition to the fuel 
formulation, is detrimental to ballistic 
performance.  

 

 
Fig. 7 Complex viscosity for SW and SW-LAH3 

formulations. Strain = 1%. 
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The increased viscosity is confirmed by a 
rheological analysis, performed in a parallel-
plate rheometer and shown in Fig. 7, in which 
the complex viscosity measured for SW and 
SW-LAH3 formulations is plotted vs. 
temperature. Complex viscosity is a frequency 
dependent viscosity function determined during 
forced harmonic oscillation of shear stress. It 
represents the angle between the viscous stress 
and the shear rate and is equal to the difference 
between the dynamic viscosity and the 
imaginary part of the complex viscosity (out-of-
phase viscosity). Data reported in Fig. 7 show 
that the complex viscosity measured at low 
temperatures for SW-LAH3 is higher (about 4 x 
105 Pa s) than that measured for non-filled SW 
(about 2 x 105 Pa s), thus confirming a more 
viscous behavior of SW-LAH3 formulations. 

Fig. 8 shows the mixture ratio (O/F) for a 
pure SW-based fuel and a fuel added with 5% 
(mass fraction) Magnesium hydride. The O/F 
ratio of the wax fuel, filled with the metal 
hydride powder, ia close to the stoichiometric 
value (3.4), while the O/F ratio of the pure wax 
fuel is distributed in a O/F range spanning from 
1.5 to approximately 4.5, being the 
stoichiometric value O/Fst = 2.75. 

These results show the complex interactions 
occurring in the combustion chamber; several 
physical phenomena are involved, not only the 
traditionally investigated fluid dynamic, heat 
transfer and combustion processes, but also the 
thermophysical properties of the solid fuel (i.e., 
the viscosity of the melted layer at the fuel 
surface, affected by the metal powder mass 
fraction) and the important role of the O/F ratio, 
which affects the maximum temperature and the 
temperature distribution. 

Increasing the Lithium Aluminum hydride 
mass fraction from 3% to 6% implies an 
increase of the heat released, whose 
effectiveness is much stronger of the decreased 
entrainment effect due to the melt layer 
increased viscosity. A 6% mass fraction leads to 
a measured regression rate increase of 40%; a 
3% leads to an increase of only 11%. A similar 
comment could apply to the regression rate 
increase (34%, Tab. 4) obtained with 5% mass 
fraction of Magnesium hydride. 

 

Fig. 8 Regression rate vs. O/F for SW fuel formulation 
in double slab geometry.  Comparison between 
pure solid wax (larger squares, black) and solid 
wax added with MgH2 (smaller squares, blue, in 
the lower part of the diagram).   

3.2 Radial and slab geometry comparison 

The main purpose of the comparison of radial 
and slab geometry results is not to investigate a 
similarity analysis (by identifying similarity 
laws of the most relevant controlling processes); 
it is to check the conditions of a laboratory-scale 
system to be used to simulate the behavior of a 
full-scale system. 

For the hybrid rocket combustion chamber, it 
is known that the solid fuel geometry affects the 
flowfield, leading to the geometric similarity as 
a basic requirement to simulate the behavior of 
an untested rocket. It is also known that scaling 
rules require the scaling of the oxidizer flow 
rate in proportion to the port diameter and the 
use of the same oxidizer and fuel [12]. Under 
these conditions different scale systems are 
predicted to give an inverse dependence 
between rf and D, constant values of mixture 
ratio O/F and characteristic velocity c*, 
approximately constant Is and linear proportion 
between the thrust F, and the port 
diameter, D.  

The 2D fuel geometry, which is very useful 
to investigate boundary layer, flame structure 
and fuel surface behavior, can be useful also to 
extend and use the 2D available test data to 
untested systems of a different geometry 
(typically radial) and a different size range ? 
What is the difference, in terms of regression 
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rate, between results of 2D slab and radial 
geometry, when the same fuel surface, oxidizer 
mass flux, operating pressure, injection and 
ignition systems are used ?  

In order to assess the effect of geometry on 
the overall fuel performance, firing tests are 
carried out using different geometry SW 
samples. Double slab samples are compared to 
radial samples having 30 and 56 mm length. 
The burning area (Ab) is similar for double slab 
and 56 mm radial samples, while 30 mm radial 
samples have a lower burning area (-56%). All 
tests are performed using the same injection and 
ignition systems. A simple axial injector, 
located at the same distance from the grain head 
(same pre-chamber length for both double slab 
and radial configuration) is used. Ignition of the 
solid fuel sample is always successfully induced 
by a small charge of solid propellant ignited by 
a hot wire. Results are shown in Fig. , in terms 
of regression rate vs. oxygen mass flux. Tests 
were performed at 1.5 bar operating pressure, 
with oxygen mass flux ranging from 150 to 250 
kg/m2s. 

A further comment concerns the Reynolds 
number. It is well known that hybrid rocket 
systems are affected more by physical than 
chemical processes. Turbulent flowfield, 
turbulent transport phenomena and diffusion 
flame characteristics have therefore greater 
significance than chemical aspects under the 
traditional operating conditions occurring in the 
hybrid rocket combustion chamber and, as a 
consequence, Reynolds number is one of the 
main controlling parameters to operate in 
similarity conditions. For results presented in 
Fig. 9, Reynolds number estimated at inlet 
conditions at the beginning of the test, is the 
same for double slab and radial geometry. 

Results show that the highest regression rate 
is obtained with 56 mm long radial samples (up 
to 5 mm/s in the tested operating conditions, at 
250 kg/m2s oxygen mass flux), while 30 mm 
radial samples display rf up to 4 mm/s. The 
lowest performance is obtained with double slab 
samples (up to 1.9 mm/s at 250 kg/m2s oxygen 
mass flux). 

 

 
Fig. 9 Regression rate vs. oxygen mass flux for SW fuel 

formulation.  Operating pressure: 1.5 bar. 

 

 
Fig. 10 Regression rate vs. O/F for SW fuel 
formulation.  Double slab (triangles) and radial 30 mm 
long (circles)  configurations. Operating pressure: 1.5 
bar. 

 
The O/F ratio during each firing test was also 

measured in order to assess the effect of O/F 
ratio on ballistic performance. The O/F ratio 
was obtained from the fuel mass burned during 
each firing test, and the corresponding oxygen 
mass injected in the combustion chamber. 
Measured average regression rate is plotted vs. 
O/F in Fig. 10. The stoichiometric O/F value 
was obtained assuming the following reaction 
occurs during SW combustion: 

 

2225024 242573 COOHOHC +→+  (2) 
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Examining the results reported in Fig. 10, it 
can be noticed that the results obtained using 
radial geometry (circles in Fig. 10) fall in a O/F 
range very close to the stoichiometric value 
(2.75, red line in Fig. 10), while using double 
slab geometry (triangles in Fig. 10) most of the 
data correspond to higher or lower O/F values. 
The higher regression rate values obtained for 
the radial configuration can be explained taking 
into account the radiative contribution to 
thermal exchange between flame and sample 
surface, which is likely to be higher in radial 
geometry, the O/F trend and the different 
geometry of the gas-phase diffusion flame 
established between the fuel products and the 
oxidizer. The boundary layer developing over 
the fuel surface is strongly affected by the slab 
or radial geometries. 

A geometry factor can be defined to 
characterize the investigated geometry 
configurations; a simple definition is given by 
the regression rate ratio. It was calculated under 
the operating conditions tested, and the results 
are summarized in Table 6. A geometry factor 
of about 3 is obtained when radial and slab 
geometries having the same Ab are compared. 
When comparing two radial geometries having 
different length (Ab ratio equal to 2.28), a 
geometry factor of 1.3 is obtained. Results 
suggest that the geometry contribution to rf , 
affecting flowfield, O/F ratio and the radiative 
contribution to heat exchange between flame 
and fuel surface due to radial geometry, are 
responsible for a three times rf increase. For 
radial samples having Ab ratio of 2.28, an 
increase of 1.3 rf is obtained in the tested 
oxygen mass flux range. This enhancement is 
likely due to the increased fuel mass flux caused 
by the larger combustion area.  

 

Table 6 Computed geometry factor for slab/radial 
samples. 

rf ratio 

Gox range 
(Kg/m2s) 

Ab ratio =1, 
radial vs. slab 

Ab ratio = 2.28, 
radial 56 mm 

vs. radial 30 mm 

150-250 2.9 1.3 

4 Concluding remarks 

 
Some innovative solid fuels for hybrid rocket 

propulsion were tested in order to compare their 
average regression rate. A series of solid wax-
based fuels, added with nano-Aluminum, 
Magnesium hydride and Lithium Aluminum 
hydride was investigated in a double slab setup. 

The highest regression rates were found for 
solid wax added with 5% MgH2 and with 6% 
LiAlH4 mass fraction. The measured regression 
rate, under the operating conditions of the 
experimental setup, was approximately four 
times higher than that of the pure HTPB 
reference composition, tested under the same 
conditions (1.5 bar operating pressure, and 
oxygen mass flux ranging from 150 to 350 
kg/m2s). Two different effects appear to 
compete in determining the overall 
performance: on the one hand, a positive effect 
results from metal hydride addition, due to its 
high hydrogen content. On the other hand, the 
increased fuel viscosity, resulting from metal 
addition to the fuel formulation, is detrimental 
to ballistic performance due to the decreased 
entrainment effect. 

SW fuels were tested in different geometries 
in order to investigate geometry effects for two 
different configurations. A geometry factor, 
defined by the average regression rate ratio, was 
found to be 3 for the same combustion area and 
different geometry (double slab and radial), and 
1.3 for the same geometry (radial) and different 
combustion area, due to the different sample 
length (30 and 56 mm, respectively). Results 
suggest that the geometry contribution to rf, 
affecting flowfield, O/F ratio and the radiative 
contribution to heat exchange between flame 
and fuel surface, is responsible for a three times 
rf increase. For radial samples having a 
combustion area ratio of 2.28, an increase of 1.3 
rf is obtained in the tested oxygen mass flux 
range. 

The message of this study is that the 
regression rate behavior of a solid fuel, even 
when it is filled with energetic additives, is 
strongly affected not only by operating 
conditions but also by fuel composition and 
thermophysical properties. The grain geometry 
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too strongly affects the regression rate. The 
obtained results stress the need to maintain a 
geometric similarity for the scaling of hybrid 
rocket motor.  
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Abstract

Composite solid propellants are heterogeneous
materials. They are a mixture of different solid
phases which arrange randomly during the mix-
ing process. Generally speaking, macroscopic
properties of heterogeneous materials are strictly
dependent on microstructure. In the specific
case, microstructure casts its influence on me-
chanical, combustion, as well as physical prop-
erties. Some modeling approaches include inho-
mogeneous effects but information on bulk mi-
crostructure is needed. Packing codes represent
a viable methodology for the production of these
datasets. The code implemented in the Space
Propulsion Lab of Politecnico di Milano uses the
Lubachevsky-Stillinger algorithm and can pack
spheres inside cubes with periodic boundaries.
The present paper introduces the reader to col-
lision handling for spheres with growing diam-
eters and it offers some preliminary insight in
the search for a code stopping criterion.

1 Introduction

Composite solid propellants can be classified as
heterogeneous materials. Their composition is
similar to a mechanical mixture where micron-
sized powders are homogeneously blended and
kept together by a polymer matrix. If an av-
erage in space is committed on a bulk large
enough, chemical and physical properties (such
as composition or density) result in uniform val-

ues, within the capabilities of a good mixing and
curing process. The same happens when mean
combustion properties are evaluated (namely,
burning rate). Nevertheless, the magnification
of an optical microscope performed on a sample
cross section reveals a nonuniform and chaotic
displacement of ingredients. Akin observation is
possible with a close-up of a steady-state burn-
ing process; combustion is locally unsteady and
burning surface consumption is irregular.

Generally speaking, the buildup of proper-
ties at the microscale depends on the microscale
and on how the single items arrange each other
in space, as in other heterogeneous systems.
Speaking of propulsion performance parame-
ters, the nominal propellant composition repre-
sents the main driver for theoretical specific im-
pulse. Nonetheless, global experimental prop-
erties such as burning rate, metal agglomera-
tion, or elastic modulus are in general controlled
by ingredient morphology. Focusing on burning
rate, for example, the literature reports that the
substitution of coarse oxidizer with a fine cut
contributes to the increase of burning rate and
pressure ballistic exponent [1].

Homogeneous models were and are sometimes
used for global modeling. As an example, the
combustion properties of composite solid propel-
lants were early investigated by means of homo-
geneous combustion models, adapting the basic
ideas of combustion models used for double-base
propellants. Then, the concept of a different
flame structure induced by the microstructure of
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the burning material was gradually introduced
in 1D models (Summerfield’s GDF [2], Her-
mance [3], Beckstead’s BDP [4]). Finally, two-
or three-dimensional models that preserved het-
erogeneous features for combustion were devel-
oped for laminate or heterogeneous propellant
combustion [5, 6, 7]. In the case of composite
metalized propellants, the investigation of a cor-
relation between heterogeneity and metal com-
bustion was the subject of an experimental work
by Povinelli [8]. Cohen was the author of a no-
table model for aluminum agglomeration and in-
troduced the pocket concept as the region where
agglomeration is favored [9]. More recently, a
statistical approach was used for metal agglom-
eration model, requiring a model for heteroge-
neous propellants to be studied ([10, 11, 12]).
For the combustion and agglomeration studies
mentioned in this introduction, the evolution
of model representation toward a more realistic
approach required the use of 2D-3D numerical
mockups for propellants.

2 Generation of random packs

The generation of data for the analysis of het-
erogeneous systems is a matter of spatial statis-
tics and simulated packing or advanced exper-
imental techniques. Density of sphere beads
were largely investigated in the past by means
of empirical methods spanning from tennis balls
to calibrated microspheres. The works of Ma-
son and Finney pioneered the spatial statis-
tics of the granular matter with simple opti-
cal characterizations of spatial sphere aggregates
[13, 14, 15, 16]. McGeary generated an ex-
perimental database by mixing spheres of var-
ious size and recording the volume occupation
[17]. More recently, Aste and co-authors applied
X-ray computed tomography (XCT) on packs
of different natures (spheres, ellipsoids, random
shapes) [18, 19]. Packing codes represent the nu-
merical alternative for the representation of het-
erogeneous systems. These codes are based on
different kinds of algorithms and have the scope
to pack items together into a defined control vol-
ume. The shape of the packed objects span from
spheres to arbitrary shapes, depending on the
needs. The result of these type of codes is a

representation of a container filled with packed
objects which are arranged randomly in space.
Typical code output consists of a list of parti-
cles with the respective collocation in the space.
One family of packing codes appeals to non-
dynamic algorithms where particles are placed
in the space by a specific procedure. Bandera
used an algorithm that placed spheres one-by-
one, checking the presence of overlaps [20]. Yu-
gong [21] and then Maggi [22] applied a collo-
cation strategy based on the minimization of a
target function. Out of the family of dynamic
packing algorithm, a drop-down technique was
adopted by Webb and Davies [23], a time-driven
algorithm with inflatable particles and viscos-
ity was applied by Rashkovskii. On the other
hand, an event-driven packing algorithm was in-
troduced by Lubachevsky and then used in sev-
eral codes (e.g. Rocpack [24]). The results on
packing inner structure depend on the the choice
of the packing algorithm. Some methodologies,
for example, do not reproduce correctly the re-
ciprocal spatial arrangement that a group of par-
ticles would have in the reality. Only recently,
the availability of tomography data made possi-
ble the comparison of simulations with numer-
ically representative sets of data. A paper by
Maggi et al. for example proposes an experimen-
tal validation for a code based on Lubachevsky
algorithm, also comparing to the statistics of a
drop-down code [25].

3 The packing code

The code here described is based on the algo-
rithm proposed in 1990 by B. D. Lubachevsky,
who worked first on billiard simulations [26] and
then on random disk packing problems [27]. The
idea is to have a number of spheres moving in
a closed domain like a billiard simulation, but
unlike the previous one, the diameter of the
spheres grows linearly in time. Since the vol-
ume of the domain is finite, there will be a time
when the spheres cannot grow any more, obtain-
ing a jammed pack. The algorithm, inspired
by the current advances in programming tech-
niques for event-driven simulations in molecular
dynamics, proposed a new approach to the prob-
lem; while earlier algorithms used an intrinsi-
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cally sequential model in which the spheres were
added one by one to an initial seed structure,
Lubachevsky’s algorithms was intrinsically con-
current and was closer in spirit to the procedures
used experimentally to create amorphous solids.

As stated above, a time dependent simula-
tion has to be run in order to obtain a single
pack of spheres. A straightforward approach
would discretize the status evolution in time
and check if two particles were overlapping at
the end of each time step. In this case, a
collision should have occurred some time be-
fore, when the items got in touch, and ap-
propriate measures should be implemented to
deal with it. This approach, called time-driven
molecular dynamics (TDMD), has many prob-
lems (as discussed in [28]) and a high compu-
tational cost. Lubachevsky proposed to use an
event-driven approach (event-driven molecular
dynamics, EDMD), where the simulation ad-
vancement is clocked by a sequence of events.
EDMD algorithms are very efficient because, if
there aren’t external forces, every particle moves
along a straight line between two collisions, mak-
ing the identification of the exact time for the
next event easy. Since a particle is more likely
to collide with another one that is in its close
vicinity than one that is far away, we can also
split the domain in cells and consider only colli-
sions between particles in neighboring cells.

Three types of events can be classified: the
collision between two spheres, the transition
across a domain boundary (for periodic bound-
ary conditions) and the transition while passing
from one cell to another.

4 Collisions

Collisions could be considered the heart of the
Lubachevsky’s algorithm since they are the driv-
ing event of the simulation. Cell or boundary
transitions are only secondary events, they are
introduced only in order to minimize computa-
tional time (cell transition) or define a finite do-
main (boundary transition)1. A collision, and in

1Despite our code applies to periodic boundary con-
ditions, it’s important to note that in a real situation
the necessary presence of a container causes local re-
arrangements of the spheres. This could influence the

general any event, must be pointwise-in-time in
order to fit within the general framework of the
algorithm. This ensures no overlapping spheres
are present at any time. In our case the classical
elastic collision does not guarantee this property
because each particle is growing and there is an
outward surface velocity relative to the centroid.
Depending on the diameter growth rate and the
pre-impact centroid velocity, it may be neces-
sary to add extra impulses in order to increment
the rebound velocity and preserve from particle
overlapping. However, extra impulses generate
an increase of kinetic energy leading to related
issues when sphere velocities are too high rele-
vant to computer hardware precision and to the
“control” of the simulation. If particle velocity
increases too much, loss of precision due to com-
puter finite algebra could cause a collision to be
fully missed or inaccurately predicted, finding a
collision time featured by overlapping spheres.
The second issue does not jeopardize the code
integrity but it affects the sensibility of the pack-
ing fraction from the diameter grow rate. Typ-
ically, diameter grow rate is used to drive the
change of final pack density (small value cause
more ordered packing [27]). In reality, the ra-
tio between grow rate and particle mean speed
appears to be more important. If the ratio be-
comes small, little growth occurs between colli-
sions and it can become impossible to generate
more ordered and denser packs. Kinetic energy
increase caused by diameter growth is not im-
portant.

This chapter will focus on how different types
of collision managements can cause a variation
in the final result in terms of packing fraction.
These changes are linked to different approaches
used for the containment of kinetic energy.

4.1 Classical elastic collision

In a classical elastic collision between particles of
the same diameter, the velocities of the spheres
centers can be divided into component parallel
and traverse to the line of centers. The traverse
components are unchanged by collision, whereas
the parallel components are exchanged. More

final value of packing fraction [17].
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complex model ([29]) takes into account the pos-
sible difference in size (for multimodal analysis),
although interaction between bigger and smaller
sphere is something we have to study yet.

The relation between velocity before and af-
ter a collision can be expressed by the following
equation,

m1(v1 − v
(0)
1 ) = J (1)

m2(v2 − v
(0)
2 ) = −J (2)

where J is the impulsive force exerted on parti-
cle 1 which also acts on particle 2 as the reac-
tion force. The subscript 1 and 2 refer to the
two spheres, the superscript (0) represents the
values before the collision and v is the velocity
of the sphere center. m is the mass. The un-
known variables are the impulsive force J and
the post-collisional velocities v. We define the
relative velocities between particle centers be-
fore and after collision,

G(0) = v
(0)
1 − v

(0)
2 (3)

G = v1 − v2 (4)

Figure 1: Relative motion of two spheres.

The post-collisional relative velocity G is re-
lated to the pre-collisional velocity G(0) through
the restitution coefficient e

n ·G = −e
(

n ·G(0)
)

(5)

The restitution coefficient e is assumed to be
constant. A value of one allows for the conserva-
tion of the kinetic energy through the collision.
Equations 1 and 2, with the definitions 3 and 4,
become

G = G(0) +
m1 +m2

m1m2
J (6)

Multiplying by the unit vector n and substitut-
ing Eq. 5 into the left side of the above equation,
we obtain the normal component of the impul-
sive force Jn

Jn = − m1m2

m1 +m2
(1 + e)

(

n ·G(0)
)

(7)

Assuming that the particles slide, the tangential
component of the impulsive force Jt is

Jt = µJn (8)

where µ is the friction coefficient. The post-
collisional velocities are

v1 = v
(0)
1 − (n− µt)

(

n ·G(0)
)

(1 + e)
m2

m1 +m2
(9)

v2 = v
(0)
2 + (n− µt)

(

n ·G(0)
)

(1 + e)
m1

m1 +m2
(10)

In this paper we use µ = 0 and e = 1 unless
specified.

4.2 Collision with diameter growth

In order to ensure a pointwise-in-time event, ad-
ditional impulses must be added to account for
diameter growth. In this case, after every col-
lision a check is done on separation speed of
the centers and, if necessary, an extra impulse
is added to prevent overlapping. This approach
however is not completely correct and it may
cause insidious errors, depending on the imple-
mentation of the check on post-collisional veloc-
ity and on extra impulse addition. For a classical
collision between sphere of constant diameter,
necessary and sufficient condition for an impact
is converging trajectories. However converging
paths are only a sufficient condition if the di-
ameter grows. A collision can occur even with
diverging trajectories if the separating speed is
less than the semi-sum of the diameter growth
rate (Fig. 2), we dubbed this case back impact.
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Figure 2: Collision with divergent trajectories,
dubbed back impact.

It’s important to note that if the diameter
is constant and there is a collision, the pre-
collisional velocities are on a converging path,
while the post-collisional trajectories diverge.
If the previous discussed formulas (Eq. 9 and
Eq. 10) are applied to spheres of growing diam-
eters and there is a back impact, post-collisional
velocity on a converging trajectories are ob-
tained and overlapping is inevitable. The orig-
inal Lubachevsky’s algorithm [27] circumvents
the problem by adding always an impulse to
each of the two spheres equal to the diameter
growth rate, enough to ensure the absence of
back impacts. This approach is too conservative
and adds more energy than required; we propose
here a different solution.

As a first step, we should define if the collision
is a back impact, which happens if

n ·G(0) ≤ 0 (11)

In this case, it is necessary to guarantee that the
sphere centers are moving away from each other
with a minimum velocity vmin, where

vmin >
1

2
(a01 + a02) (12)

a01 and a02 are the diameter growth rate of the

two particles. The velocity to be added is

I = vmin + n ·G(0) (13)

The post-collisional velocity are

v1 = v
(0)
1 − I

m2

m1 +m2
n (14)

v2 = v
(0)
2 + I

m1

m1 +m2
n (15)

If Eq. 11 is false, the classical collision takes
place and Eq. 9 and Eq. 10 are to be applied
obtaining v∗

1 and v∗
2. Final velocity must guar-

antee vmin.

I = vmin − e
(

n ·G(0)
)

(16)

If I < 0 then v∗
1 and v∗

2 are the final post-
collisional velocity, else it is necessary to incre-
ment the rebound speed.

v1 = v∗
1 − I

m2

m1 +m2
n (17)

v2 = v∗
2 + I

m1

m1 +m2
n (18)

5 More on the effect of the diameter

growth rate

In our previous paper presented at EUCASS
2011, the influence of particle growth rate on
packing fraction was investigated using a single-
size pack. A different behavior between our
development and a reference code [25] was at-
tributed to a different collisional management.
Since then, more detailed studies have been con-
ducted on collisions and the results are presented
here.

The pack is composed by 3000 spheres with
the same diameter. The diameter growth rate
a0 is varied from 0.01 to 100 on a logarithmic
increment. The stopping criteria is based on the
variation of packing fraction across a computa-
tional step. A step is defined as 10 ·N iteration,
where N is the number of particles (in this case
a step consists of 30000 iteration). At the n-th
pass the quantity

ϵ =
fn − fn−1

fn
(19)
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is computed and the code is stopped if ϵ<10−7.
Four different combination of vmin (minimum
separation velocity between sphere centers af-
ter a collision) and e (restitution coefficient) are
tested as reported in table 1.

Code vmin e

A 2.00 · (a0) 1.0
B 1.02 · (a0) 1.0
C 1.02 · (a0) 0.5
D 1.02 · (a0) 0.0

Table 1: Different combination of vmin and e
used in the collision function.
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Figure 3: Dependence of volumetric packing
fraction on diameter growth rate in single-size
packs.

The results are presented in Fig. 3. Each
curve in the plot is the average of three pack-
ing procedures with different initial random seed
(positions and velocities are sampled from a ran-
dom distribution of number in the range −1
to +1). The results are again well centered in
the experimental range (0.60− 0.64, as of [17]).
The results obtained with code B are interest-
ing since the volumetric packing fraction tends
to 0.625, a value found by McGeary for the ex-
perimental packing of steel spheres. However,
whereas the reference code can simulate a large
span of packing fraction just changing the diam-
eter growth rate, our code does not have large
sensitivity on it. This was previously attributed

to a different collision handling technique (EU-
CASS 2011), but it seems this is not the case.
A different computational step for ϵ was then
considered, since the reference code defines a
step as N collisions instead of 10 ·N iterations,
though finding results similar to Fig. 3. Con-
versely, the difference of behavior between the
present code and the reference implementation
did not find any explanation yet and will be fur-
ther addressed in the future. Anyway, it should
be noted that code behavior mismatch does rep-
resent only a peculiarity of the specific imple-
mentation and does not impair the quality of
the final pack which effectively represents the
code output.

6 Bimodal packs: searching for a stop

criterion

As for every iterative procedure, the identifica-
tion of a stopping criterion is fundamental to the
packing simulation, since the algorithm tends
asymptotically to displace particles in a close-
pack ideal arrangement. Two types of stopping
criteria are usually adopted. The first, the most
common one, is based on the variation of a se-
lected parameter across an iteration, compared
to a chosen tolerance. This type is always used
in order to limit the length of the simulation
since it is pretty much a waste of time to con-
tinue if the parameter of interest does not change
significantly any more (a more aggressive ap-
proach can be to limit the total number of it-
erations). A second type of stopping criterion
targets a defined packing fraction. This method
is more attuned to the nature of the simula-
tion, and it builds a bridge between the problem
physics and the simulation model. This type of
criterion generally marks a separation between
what an acceptable physical solution is and what
goes beyond the experimental evidence.

Lubachevsky’s algorithm is more a dynamic
simulation than an iterative procedure, but it
can be regarded as such if the packing fraction
is considered. At every computational step2 the

2The reader should note the use of “computational
step” instead of “iteration”. As discussed, the time of
the simulation and the packing fraction could be the same
across a single iteration but it’s improbable that the same
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spheres grow and the packing fraction increases
toward a desired value. A simple stop crite-
rion is already implemented in the code. If the
variation of volumetric packing fraction ϵ across
a computational step is less than a tolerance,
the code stops. Different values of ϵ from 10−7

to 10−4 were considered. ϵ = 10−7 was cho-
sen since it is a good compromise between the
time it takes to run a simulation and the final
packing fraction reached. Smaller values for ϵ
do not chance packing fraction significantly but
they greatly increase running time.

Before proceeding further it is necessary to say
that there are two ways in which our code can
be used. The first and most straightforward way
is to define the desired packing fraction. This is
the case when you want to generate a model for
an existing propellant, the distribution of diam-
eters and the final packing fraction are somehow
known. In this situation, the achievement of
the desired packing fraction stops the code and
other stopping criteria are not needed. The sec-
ond, and perhaps more interesting way in which
the code can be used, is to compute the packing
fraction that can be obtained from a particu-
lar distribution of diameters. In the latter case
the definition of a suitable stopping criterion is
essential to obtain a realistic result. In this sec-
tion we report some observations made during
simulation with bimodal packs.

The problem of estimating the final volume
packing fraction of a known sphere distribu-
tion lies in the pack dependence on the man-
ufacturing method. How and when spheres are
added, how much and with which frequency the
container is mixed or shaken, are parameters
that influence the resulting pack. McGeary re-
ports interesting results for binary packings. For
bimodal powder distributions using the same
coarse spheres, the smaller the diameter of fine
spheres, the greater the packing fraction is go-
ing to be, since the finer material fills better
the interstices left by the coarse one. However
this result can be obtained only by one experi-
mental technique [17]. First the coarse compo-
nent is shaken by itself until minimum volume
is obtained. Only at this point the fine compo-

happens across a step.

nent is added and the mixture is shaken until
minimum volume is again obtained. Moreover
vigorous shaking will generally produce a uni-
form mixture. Gentle agitation, on the other
hand, can promote the segregation of particles
of different sizes. Depending on the acceleration
and frequency of the external shaking is possi-
ble to obtain big particle on the bottom or at
the top (Brazil Nuts effect [30]) of the smaller
ones [31, 32].

A series of simulations on bimodal packs
of 20000 spheres was conducted. In every packs
the biggest spheres have a diameter growth rate
of 0.2 while the coarse-to-fine diameter ratio
is 3.4 : 1. Volume fraction of fine component was
varied across different values and the code was
stopped when reaching the corresponding exper-
imental packing fraction obtained by McGeary
[17]. The variation of packing fraction ϵ when
the code was stopped is reported in Fig. 4.
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Figure 4: Value of ϵ for which McGeary’s pack-
ing fraction is reached for different volume frac-
tions of fine particles. Bimodal packs of 20000
spheres, the bigger ones have a growth rate
of 0.2.

A peak well centered around 27% of fine frac-
tion results from code runs, where McGeary
proposes the ideal maximum attainable packing
fraction of 0.86 for general bimodal packs. The
stopping criterion based on ϵ < 10−7 seems good
enough for monomodal pack (0 and 100% frac-
tion of fine) and for packs with a large number
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of smaller spheres. However different behavior
stems for the interval 10 − 40% which can be
explained if the nature of the packs is consid-
ered. Till 50% fraction of fine, the coarse compo-
nent occupies most of the domain volume, while
the fine one fills the interstices increasing the
packing fraction. However, when more volume
is occupied by the smaller spheres, the nature
of the pack change. A small number of bigger
spheres are scattered in a matrix of fine parti-
cles and the global pack presumably behaves as
a monomodal one.
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Figure 5: Number of computational step needed
to reach McGeary’s packing fraction for different
volume fractions of fine particles. Bimodal packs
of 20000 spheres, the bigger ones have a growth
rate of 0.2.

The number of computational step required to
reach the packing fraction proposed by McGeary
are plotted for different mixture of fine and
coarse particles in Fig. 5. Again two patterns
can be recognized. For low percentages of fine
(10 − 30%) a lower number of steps are neces-
sary to reach the experimental data. One would
expect that a more vigorous shaking is needed
in order to achieve higher values of packing frac-
tion. Nevertheless, from a computational point
of view, less steps are needed. At this point only
speculations are possible since McGeary does
not report detailed information on experimental
pack generation like time and intensity of vibra-
tions. About the same number of iteration are
needed for mixtures of more than 50% of fine,

this again confirm the interpretation referring
to the monomodal behavior.

7 Conclusion

A packing code based on Lubachevsky’s algo-
rithm is under development at the Politecnico
di Milano. The code currently was tested only
with packs of single-size spheres and with bi-
modal packs in a cubic domain with periodic
boundary condition. However, data structure
is designed as is to handle polydisperse realistic
powder data.

Packs of 3000 single-size spheres were pro-
duced with different diameter growth rate and
the resulting packing fraction confronted with
results from a reference code. The difference
from developed to reference code was previously
attributed to different collision handling tech-
nique, since our earlier version added more than
necessary rebound velocity. This however does
not seem to be the case since different colli-
sion strategies were tested with similar results.
Whereas the reference code can simulate a large
span of packing fractions just changing the par-
ticle growth rate, the current version of the code
does not have large sensitivity on it.

Bimodal packs with a size ratio of 3.4 : 1
were also investigated and the data obtained
were confronted with McGeary’s experimental
results. Two different patterns seems to emerge,
for high values of fine volume fraction (> 50%)
the packs seem to behave as monomodal, while
for lower values a bimodal behavior seems to pre-
vail. In this second case the simple stop criterion
based on ϵ cause an overestimation of packing
fraction. Further simulation with higher size ra-
tio will be carried out in order to recognize some
patterns and design a new stopping criterion.

Some innovative features, despite being al-
ready implemented in the code, have not yet
been tested such as the presence of particles
with different densities. The target of the devel-
opment can now be focused on code efficiency
implementing less expensive forecasting algo-
rithm for collisions (using octrees) or introduc-
ing a parallelization of the code through a shared
memory paradigm (namely, OpenMP [33]).
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Abstract  
Up to today there are no design guidelines 
which allow designing imperfection sensitive 
CFRP structures in an efficient way. The 
upcoming EU project DESICOS (New Robust 
DESIgn Guideline for Imperfection Sensitive 
COmposite Launcher Structures) contributes to 
this aim by a new design procedure exploiting 
the worst imperfection approach efficiently by 
implementation of the Single Perturbation Load 
Approach. Preliminary studies already 
demonstrated high potential. This paper deals 
with the objectives of the DESICOS project, 
describes the line of actions of the new 
approach, and specifies the theoretical and 
experimental work to be carried out in order to 
meet the objectives. 

1 Introduction 
The Space industry demand for lighter and 

cheaper launcher transport systems. The 
upcoming EU project DESICOS (New Robust 
DESIgn Guideline for Imperfection Sensitive 
COmposite Launcher Structures), which will 
start in 2012, contributes to these aims by a new 
design procedure for imperfection sensitive 

composite launcher structures, exploiting the 
worst imperfection approach efficiently by 
implementation of the Single Perturbation Load 
Approach [1]. Currently, imperfection sensitive 
shell structures prone to buckling are commonly 
designed according the NASA SP 8007 
guideline using the conservative lower bound 
curve. The guideline dates from 1968, and the 
structural behaviour of composite material is not 
considered appropriately, in particular since 
buckling load and imperfection sensitivity of 
shells made from such materials substantially 
depend on the lay-up design. This is not 
considered in the NASA SP 8007, which allows 
designing only so called "black metal" 
structures. Here is a high need for a new precise 
and efficient design approach for imperfection 
sensitive composite structures which allows 
significant reduction of structural weight and 
design cost. For most relevant architectures of 
cylindrical and conical launcher structures 
(monolithic, sandwich - without and with holes) 
DESICOS will investigate a combined 
methodology from the Single Perturbation Load 
Approach and a Specific Stochastic Approach 
which guarantees an effective and robust design. 
A recent investigation demonstrated, that an 
axially loaded unstiffened cylinder, which is 
disturbed by a large enough single perturbation 
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load, is leading directly to the design buckling 
load 45% higher compared with the respective 
NASA SP 8007 design [2]. Within DESICOS 
the new methods will be further developed, 
validated by tests and summarized in a 
handbook for the design of imperfection 
sensitive composite structures. The potential 
will be demonstrated within different 
industrially driven use cases. This paper deals 
with the objectives of the DESICOS project, 
describes the line of actions of the new 
approach, and specifies the theoretical and 
experimental work to be carried out in order to 
meet the objectives. 

2 State of the art 

2.1 Imperfection sensitivity 
In Fig. 1 taken from [3], knock-down factors 

are shown for axially compressed cylindrical 
shells depending on the slenderness. The results 
of tests are presented by dots and show the large 
scatter. The knock-down factors decrease with 
increasing slenderness. The discrepancy 
between test and classical buckling theory 
shown in Fig. 1 has stimulated scientists and 
engineers on this subject during the past 50 
years. These works focused on postbuckling, 
load-deflection behaviour of perfect shells, 
various boundary conditions and its effect on 
bifurcation buckling, empirically derived design 
formulas and initial geometric imperfections. 
Koiter was the first to develop a theory which 
provides the most rational explanation of the 
large discrepancy between test and theory for 
the buckling of axially compressed cylindrical 
shells. In his doctoral thesis published in 1945 
Koiter revealed the extreme sensitivity of 
buckling loads to initial geometric imperfect-
tions. His work received little attention until the 
early 1960’s, because the thesis was written in 
Dutch. An English translation by Riks was 
published 1967 in [4].  

Based on large test series in the 1950s and 
60s the determination of lower bounds led to 
design regulations like NASA SP-8007 [1], but 
the given knock-down factors are very 
conservative. To improve the ratio of weight 

and stiffness and to reduce time and cost, 
numerical simulations could be used during the 
design process. The consideration of 
imperfections in the numerical simulation is 
essential for safe constructions. Usually, these 
imperfections are unknown in the design phase, 
thus pattern and amplitude have to be assumed.  

In general, one can distinguish between 
loading imperfections and geometric 
imperfections. Both kinds of imperfections have 
a significant influence on the buckling 
behaviour and their state of the art is described 
in the following. 

 
 

 

 

 

 

 

 

 

Fig. 1 Distribution of test data for cylinders subjected 
to axial compression [1] 

 
Loading imperfections mean any deviations 

from perfect uniformly distributed loading, 
independent of the reason of the perturbation. 
Geier et al. tested composite cylindrical shells 
with different laminate designs [5], and they 
applied thin metal plates locally between test 
shell and supporting structure to perturb the 
applied loads and performed the so-called shim 
tests [6]. Later, numerical investigations were 
performed and compared to the test results; the 
importance was verified [7]. The need to 
investigate loading imperfections for practical 
use was shown for instance by Albus et al. [8] 
by the example of Ariane 5. 

Geometric imperfections mean any 
deviations from the ideal shape of the shell 
structure. They are often regarded the main 
source for the differences between computed 
and tested buckling loads. Winterstetter et al. [9] 
suggest three approaches for the numerical 
simulation of geometrically imperfect shell 
structures: “realistic”, “worst” and “stimulating” 
geometric imperfections. Stimulating geometric 
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imperfections like welded seams are local 
perturbations which “stimulate” the 
characteristic physical shell buckling behaviour 
[10]. “Worst” geometric imperfections have a 
mathematically determined worst possible 
imperfection pattern like the single buckle [11]. 
“Realistic” geometric imperfections are 
determined by measurement after fabrication 
and installation. This concept of measured 
imperfections is initiated and intensively 
promoted by Arbocz [12]; a large number of test 
data is needed, which has to be classified and 
analysed in an imperfection data bank. Within 
the study presented in this paper, real geometric 
imperfections measured at test shells are taken 
into account. 

Hühne et al. [1] showed that for both, loading 
imperfections and geometric imperfections the 
loss of stability is initiated by a local single 
buckle. Therefore unification of imperfection 
sensitivity is allowed; systems sensitive to 
geometric imperfections are also sensitive to 
loading imperfections. Single buckles are 
realistic, stimulating and worst geometric 
imperfections.  

Using laminated composites, the structural 
behaviour can be tailored by variation of fibre 
orientations, layer thicknesses and stacking 
sequence. Fixing the layer thicknesses and the 
number of layers, Zimmermann [13] 
demonstrated numerically and experimentally 
that variation of fibre orientations affects the 
buckling load remarkably. The tests showed that 
fibre orientations can also significantly 
influence the sensitivity of cylindrical shells to 
imperfections. Meyer-Piening et al. [14] 
reported about testing of composite cylinders, 
including combined axial and torsion loading, 
and compared the results with computations. 

Designing a cylinder appropriately is very 
important because changing only the lay-up or 
stacking sequence for the same cylinder 
geometry and thickness can lead to significantly 
different buckling loads. Zimmermann [15] 
designed different cylinders with extreme 
structural behaviour. Hühne [1] selected some 
of them and performed additional studies. 
Within a DLR-ESA study one of these cylinder 
designs, which is most imperfection sensitive, 

was manufactured 10 times and tested. It 
allowed a comparison with already available 
results and enlarged the data base [2]. 

The buckling process, even under static 
loading, is highly dynamic. In order to measure 
the full scale cylinder deformations of that 
process during testing, the Institute of 
Composite Structures and Adaptive Systems of 
DLR has developed a 360° measurement 
method based on the ARAMIS concept, a high 
speed optical grating system developed by 
GOM GmbH (`Gesellschaft für Optische 
Messtechnik´) [16]. The development includes 
four self-sustaining fast systems which can 
measure the 3-dimensional deformation field of 
an object by applying fast digital cameras with a 
speed of max. 1,000 images/sec.  

2.2 Single-Pertubation-Load Approach 
Hühne [1] proposed an approach based on a 

single buckle as the worst imperfection mode 
leading directly to the load carrying capacity of 
a cylinder (cf. Fig. 2). Fig. 3 shows that the 
buckling load under a pertubation load larger 
than a minimum value P1 is almost constant. A 
further increase of the pertubation load has no 
significant change on the buckling any more. 
The buckling load F1 (cf. Fig. 3) corresponds to 
the design buckling load. This concept promises 
therefore to improve the knock-down factors 
and allows designing any CFRP cylinder by 
means of one calculation under axial 
compression and a single-perturbation load. 
Within a DLR-ESA study, this approach was 
confirmed analytically and experimentally [2]. 
However, there is still a need for further studies.  
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Pertubation load mechanism 
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Fig. 3 Single perturbation load approach (SPLA) 

2.3 Probabilistic research 
In general, tests or analysis results are 

sensitive to certain parameters as boundary 
conditions or imperfections. Probabilistic 
methods are a possibility to assess the quality of 
results. The stochastic simulation with Monte 
Carlo (e.g. [17]) allows the statistical 
description of the sensitivity of the structural 
behaviour. It starts with a nominal model and 
makes copies of it whereas certain parameters 
are varied randomly. The random numbers, 
however, follow a given statistical distribution. 
Each generated model is slightly different, as in 
reality. 

Nowadays, probabilistic simulations found 
the way into all industrial fields. In automotive 
engineering it is successfully applied in crash or 
safety (e.g. [18]). Klein et al. [20] applied the 
probabilistic approach to structural factors of 
safety in aerospace. Sickinger and Herbeck [21] 
investigated the deployable CFRP booms for a 
solar propelled sail of a spacecraft using the 
Monte Carlo method. 

Velds [22] performed deterministic and 
probabilistic investigations on isotropic 
cylindrical shells applying finite element 
buckling analyses and showed the possibility to 
improve the knock-down factors. In addition, a 
set-up of a probabilistic design approach has 
still a lack of knowledge due to the incomplete 
base of material properties, geometric 
deviations, etc.. 

Arbocz and Hilburger [23] published a 
probability-based analysis method for predicting 

buckling loads of axially compressed composite 
cylinders. This method, which is based on the 
Monte Carlo method and first-order second-
moment method, can be used to form the basis 
for a design approach and shell analysis that 
includes the effects of initial geometric 
imperfections on the buckling load of the shell. 
This promising approach yields less 
conservative knock-down factors than those 
used presently by industry.   

2.4 Specific Stochastic Approach  
Fig. 4 shows the variation (gray shaded band) 

of the buckling load resulting from its 
sensitivity to the scatter of the non-traditional 
imperfections (e.g. thickness variations). It 
demonstrates the need to cover this by the 
development of an additional knock-down 
factor r2 in combination to the knock-down 
factor r1 from SPLA.  

An efficient design is feasible, if knowledge 
about possibly occurring imperfections exists 
and if this knowledge is used within the design 
process. Whereas the traditional imperfections 
are dealt with the SPLA, the non-traditional 
ones are taken into account by probabilistic 
methods, which enable the prediction of a 
stochastic distribution of buckling loads. Once 
the distribution of buckling loads is known, a 
lower bound can be defined by choosing a level 
of reliability. Degenhardt et al. [2] found less 
conservative knockdown factors than through 
the NASA-SP 8007 lower bound, by executing 
probabilistic analyses with non-traditional 
imperfections. This concept builds a decent 
foundation for extension in DESICOS. 

The project work of DESICOS for the 
stochastic approach consists in checking which 
structural parameters substantially influence the 
buckling load and defining realistic limits for 
their deviations from the nominal values, in 
varying them within the limits and performing 
buckling load computations for these variations. 
The results are evaluated stochastically in order 
to define a guideline for the lower limits of the 
buckling loads within a certain given reliability. 
From these limits a knock-down factor is 
derived. 
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Fig. 4 Scatter of buckling load due to the scatter of 
non-traditional imperfections 

2.5 Conclusions 
From all this it becomes obvious that a great 

deal of knowledge is accumulated concerning 
the buckling of cylindrical shells under axial 
compression. However, the NASA guideline for 
the knock-down factors from 1968 is still in use, 
and there are no appropriate guidelines for 
unstiffened cylindrical CFRP shells. To define a 
lower bound of the buckling load of CFRP 
structures a new guideline is needed which takes 
the lay-up and the imperfections into account. 
Because there is a huge number of lay-up 
possibilities for each geometry, the new 
guideline must be different than the NASA SP-
8007. This can be for instance a probabilistic 
approach [e.g. [23]) or the Single-Pertubation-
Load approach as presented in [1]. Independent 
of the approach dozens of additional tests are 
necessary, in order to account for statistical 
scatter. In the following the idea of the 
DESICOS project is described which will try to 
combine both approaches.  

3 DESICOS project 

3.1 Objectives 
The main objectives of DESICOS is realised by 
the implementation of the Single Perturbation 
Load Approach (SPLA) for buckling of 

imperfection sensitive structures. This approach 
considers the ‘traditional’ imperfections like the 
geometric and implicitly also the loading ones. 
In order to guarantee a robust design, the 
approach is combined with a specific stochastic 
procedure, which considers the ‘non-traditional’ 
imperfections like variations of thickness, 
material properties, etc. The outcome of the 
single perturbation load approach is the knock 
down factor r1 and the outcome of the 
stochastic approach under consideration of 
specific aspects of composites (stacking, etc.) 
leads to the knock down factor r2. Both factors 
are combined together in order to define the 
design load, cf. Eq. (1). This concept promises 
to exploit the full potential of composite 
structures in an efficient way. 
 
FDesign = Fperfect * r1 * r2 

 r1 = Knock down factor Single Perturb. Approach 

 r2 = Knock down factor Stochastic Approach 

(1) 

3.2 Consortium 
The DESICOS consortium merges 

knowledge from 2 large industrial partners 
(ADTRIUM-SAS from France and Astrium 
GmbH from Germany), one enterprise 
belonging to the category of SME (GRIPHUS 
from Israel), 2 research establishments (DLR 
from Germany and CRC-ACS from Australia) 
and 7 universities (Politecnico di Milano from 
Italy, RWTH Aachen, Leibniz University and 
the Private University of Applied Sciences 
Göttingen from Germany, TECHNION from 
Israel, TU-Delft from Netherlands and 
Technical University of Riga from Latvia). The 
large industrial enterprises and the SME bring in 
their specific experience with designing and 
manufacturing of space structures as well as 
their long grown manufacturing philosophies for 
high quality stiffened composite structures. The 
academic partners and the research 
organisations provide their special knowledge in 
methods and tool development as well as 
testing. This consortium composition assures 
the expected rapid and extensive industrial 
application of the DESICOS results.  
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3.3 Workpackages  
The partners co-operate in the following 

technical work packages: 
- WP1: Benchmarking on selected 

structures with existing methods: Benchmarks 
are defined for method evaluation purposes. The 
objective is the knowledge of the abilities and 
deficiencies of existing approaches.  

- WP2: Material characterisation and 
design of structures for buckling tests: The first 
focus is on the design of structures which will 
be manufactured and tested in WP4. For that 
purpose, small specimens will be built and 
tested in order to characterise the specific 
composite material properties.  

- WP3: Development and application of 
improved design approaches: In this 
workpackage new design approaches are 
developed, modelling and analysis strategies are 
derived. Finally, all methods are validated by 
means of the experimental results obtained from 
the other workpackages.  

- WP4: Manufacture, inspection and 
testing of structures designed in WP 2: This 
workpackage deals with the manufacturing and 
testing of structures. The objective is to extend 
the data base on buckling of imperfection 
sensitive structures. Based on the designs from 
WP2 as input, a total of 14 (monolithic, 
sandwich, stiffened and unstiffened, cylindrical 
and conical) structures will be considered. 

- WP5: Design handbook and industrial 
validation: WP5 comprises the final technical 
part; all the results of the project are assembled 
in order to derive the final design guidelines and 
to validate them as well as the new methods. 
The input is summarized in the improved design 
procedures, the documentation of the designs as 
well as the documentation of the experiments 
and their evaluated results. 

3.4 Expected results 
To reach the main objective, improved 

design methods, experimental data bases as well 
as design guidelines for imperfection sensitive 
structures are needed. The experimental data 
bases are indispensable for validation of the 
analytically developed methods. Reliable fast 

methods will allow for an economic design 
process. Industry brings in experience with the 
design and manufacture of real shells; research 
contributes knowledge on testing and on 
development of design methods. Design 
guidelines are defined in common, and the 
developed methods are validated by industry.   

The results of DESICOS comprise: 
- Material properties, measured according to 

the applicable standards 
- Method for the design of buckling critical 

fibre composite launcher structures, based on 
the combined SPLA and stochastic procedures, 
validated by experiments 

- Experimental results of buckling tests 
including measured imperfections, buckling and 
postbuckling deformations, load shortening 
curves, buckling loads 

- Guidelines how to design composite 
cylindrical shells to resist buckling 

- Reliable procedure how to apply the 
Vibration Correlation Technique (VCT) in order 
to predict buckling loads non-destructively by 
experiments 

-  Handbook including all the results 
- Demonstration of the potential with 

different industrially driven use cases. 

4 Summary 
The main objective of the upcoming 

DESICOS project is the future design scenario 
for imperfection sensitive CFRP structures. The 
results comprise extended experimental data 
bases, improved design methods as well as 
design guidelines. More details can be found at 
www.desicos.de.  
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Abstract  

This paper examines the use of additive 
manufacturing and Windform XT to build a 2U 
CubeSat with an integrated warm gas Micro-
Electro-Mechanical System (MEMS) propulsion 
subsystem with magnetic stabilization for 
CubeSat orbital altitude adjustment. The 
RAMPART project uses additive manufacturing 
techniques to build a custom satellite structure 
at a fraction of the time of current methods. 
Materials developed by CRP Technology for use 
in Formula 1 and NASCAR, with improved 
mechanical and thermal properties are being 
adapted for use in space. This paper describes 
manufacturing techniques and design guidelines 
used to build the structure of the 2U CubeSat, 
and the flexibility of design when using additive 
manufacturing. 

1 General Introduction  
The RAMPART CUBESAT 

(RApidprototyped Mems Propulsion And 
Radiation Test CUBEflowSATellite) project 
team consists of a group of volunteers brought 
together by Gil Moore to pursue the solution of 
several challenges facing the use of 

CUBESATs.  The current nature of CubeSats 
requires that they be add-ons to current space 
flights, riding piggyback to an orbit location that 
ma

the CubeSat until its 
fin

y not be ideal for their intended mission.   
The RAMPART project is designed to be 

deployed as a 2U CubeSat with the ability to 
utilize a MEMs propulsion unit to adjust the 
satellite’s orbit after deployment from the 
launch vehicle.  Walter Holemans of Planetary 
Systems Corporation conceived the idea of 
utilizing Additive Manufacturing (AM) to 
provide a flexible design path throughout the 
process, and to optimize 

al configuration.          
Making use of Additive Manufacturing and 

Propulsion the RAMPART will utilize a 
“Design-Print-Fly” approach with the goal of 
raising its own apogee altitude to 1200 km, to 
allow the CubeSat to approach just below the 
equatorial inner Van Allen Radiation Belt, 
exposing the Windform XT and six other on 
board experiments to the energetic particle flux 
in that region.  This will allow the testing of the 
material’s performance as well as the 
performance of improved radiation-hardened 
Cubeflow circuits and new high performance 
solar cells.  Details of the Cubeflow and particle 
test equipment were given in the paper entitled, 
“3D Printing and MEMS Propulsion for the 
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RAMPART 2U CUBESAT” by Gilbert Moore 
at 

he RAMPART satellite is a 2U CubeSat 
consisting of an upper BUS module, Lower 
Propulsion Module and deployed Solar Panels 
(Figure 1).    

 

Small Sat 20101. 

1.1 Document text  
T

 
Fig. 1 RAMPART with panels deployed 

 
The entire structure, built in Windform XT  

via Additive Manufacturing, is plated in a High 
Phosphorus Electroless Nickel to provide radar 
reflectivity for tracking purposes. The upper 
BUS module consists of several experiments as 
well as test solar cell panels mounted to the 
exterior of the module.  An additional 
experiment related to the performance 
measurement of the Windform XT  material has 
been placed at the top section of the BUS 
(Figure 2).   

 

 
Fig. 2 Top of BUS module showing load cell circled in 

red 

The load cell (Designed by Walter 
Holemans, Planetary Systems Corporation) 
measures the change in preload of Windform 
XT.  A 400 lb compression load in the load cell 
will cause 400 lb tension and about 2,500 PSI 
stress in the Windform XT material.  This 
int

ime. 

mmable.  The compressed 
flu

egrated load cell is designed to measure creep 
or fracture as a result of exposure to radiation 
and thermal cycling over t

RAMPART’s Solar Panels will be spring–
erected following the satellite’s deployment 
from its launch vehicle.   

The aft portion of the satellite consists of a 
Micro Electrical Mechanical (MEMs) 
propulsion system designed and developed by 
Dr Adam Huang of University of Arkansas. The 
RAMPART propulsion system incorporates a 
miniaturized resistojet thruster core with a 
microfabricated de Laval nozzle and integrated 
heater.  Upstream of the nozzle/heater assembly 
is an injector fed by 3 miniature solenoid valves.  
Prior to arriving at the valves, the propellant 
passes through a 2-phase separator membrane 
where only the gas phase of the liquid 
propellant can pass through its micron-sized 
pores.  The membrane also serves as a filter for 
preventing the valve seats from becoming 
contaminated with debris.  The propellant used 
is the refrigerant R-134a, which is considered 
nontoxic and nonfla

id nature of the R-134a provides relatively 
high self-pressurization for delivery throughout 
the thruster system. 

Although resistojets do not represent the 
state-of-the-art in thruster technology and offer 
relatively low thruster efficiencies 
(RAMPART’s design specific impulse of 90s), 
their simplicity and practicality apply well to 
pico- and nano-satellites.  A key factor to the 
performance of the RAMPART propulsion 
system is the light weight and cell structure of 
the propellant tank made from Windform XT.  
Instead of utilizing state-of-the-art technology, 
RAMPART uses high propellant mass fraction 
to provide the required Delta-V (320m/s for 
RAMPART) for Low-Earth-Orbit in-plane 
orbital maneuvers.  Since the dimensions and 
the weight of a CubeSat are its main constraints, 
the Windform XT allows these parameters to be 
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optimized through the usage of multiple and 
interconnected near-cubic cells.  This offers the 
advantage of maximizing the propellant volume, 
integrated baffles provided by the 
interconnecting walls, and possibility of 
correlating material strength tests of a unit cell 
to the entire propellant tank design.  One can 
easily compare this design to traditional 
pressure vessels (hemispherical caps) and 
realize a two times difference in the propellant 
storage volume. 

 

 
 

Fig. 2 Top of propulsion module 

 To determine material performance, test 
cubes similar in size to the baffled chambers, 
shown in Figure 3 and 11, were tested to various 
pressures.  After physically testing the small test 
cubes that represented the chambers up to 
600psi, an FEA model was developed by 
Whitney Reynolds of the U.S. Air Force 
Research Laboratory, Space Vehicles 
Directorate (AFRL/RV), to simulate the 
rea mall chambers and then 
co

plastics is 
co

ice, including Heat 
De

 
customer request for an improvement in 
stiffness -   specifically for wind tunnel 
applications in Formula One racing (Figure 4). 

ctions of the s
rrelate the results to a simulation of the final 

large propulsion unit.   
Material Choice: 
The use of Rapid Prototyping Plastics in 

Aerospace has been somewhat limited to 
prototype work with the exception of Nylon 11 
developed by Boeing (ODM) and Nylon 12 
utilized by Northrop Grumman.   (Programs 
include F-18 and Global Hawk).  These two 
materials are used in a production environment 
and are produced using Laser Sintering (LS) 
machines.   The LS technology has been seen as 

the best opportunity for durable plastic materials 
with a consistency in manufacture.   Selective 
Laser Sintering resolution for 

mmonly run at 0.004” per layer utilizing a 
CO2 laser that can be adjusted to melt the 
plastics into a fully dense material. 

Fused Deposition Modeling (FDM) by 
Stratasys, Multi Jet Modeling (MJM) by Objet, 
and Stereolithography (SLA) from 3D Systems 
are some of the Rapid Prototyping technologies 
examined.  Each technology and material has 
benefits for prototyping.  Key factors helped 
steer the material cho

flection temperature, UV exposure, and the 
requirement of plating to create to make the 
satellite radar reflective. 

Windform was developed by CRP 
Technology based in Modena, Italy.  This 
company began working on materials for the 
Laser Sintering (LS) systems in 1996 after their 
purchase of LS equipment from DTM.  Their 
interest in the materials was driven by a

 
Fig. 4 F1 scale wind tunnel model equipped with 

Windform XT 

Introduced for sale in 2004, Windform XT 
uses a base Polyamide and reinforces this with 
Carbon Microfibers.  Racing teams were the 
first to begin using the material, and determined 
it to be a solution that could be utilized in “on 
car” applications.  Windform is currently used 
by both F1 (Figure 5) and NASCAR teams to 
replace components that would typically require 
injection molded materials. 
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Fig. 7 Comparison of Windform XT to PA6 BG-35 
injection molded plastic Fig. 5 Windform XT used as brake inlet duct on F1 

Car The following key factors make Windform 
XT a good candidate for Additive 
Manufacturing for the CubeSat application. 

Based on observations of other materials, 
samples of Windform XT were subject to 
Tensile  1.  Windform XT passes Outgas Screening, 

ASTM E-595.   Test and the cross sections of the brakes were 
examined under an electron microscope.  The 
micrographs showed the carbon microfibers 
were encapsulated by the Nylon base material.  
In addition little to no porosity was visible in the 
internal structure.  (Figure 6)  

2. Windform XT is produced in a manner 
that makes it dense.  

3. Windform XT can be easily machined 
using conventional methods.   

4. Windform XT has a good heat deflection 
temperature (HDT) relative to other RP 
materials.  (HDT above 170C). 

 

 

5. The base polyamide material has been 
proven to meet performance needs for other 
Aerospace applications. 

6. Material batches are quality controlled, 
each coming with a Certificate of Conformance 
(COC). 

7. Build volume of SLS system fits well 
with CubeSat applications= 381 x 330 x 457 
mm (14.5 x 12.5 x 17.5 in). 

8. Windform XT can be plated without the 
need for sealing agents. 

 
Construction of BUS and Propulsion 

Module Fig. 6 Courtesy Paramount Industries 

In addition, studies have shown that 
Windform XT performs in a predictable manner 
and has been compared to injection molded 
production materials to determine how it would 
react in exposure to extended temperature 
cycling.  Having a predictable material is 
important in the examination of possible failure 
modes for design studies. 

 
Windform XT is used to build parts using the 

Laser Sintering process.  This process can be 
described in several steps.  (Figure 8) 
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Fig 8 Illustration of LS process Fig 9 Illustration of LS process 

Laser Sintering is a powder based Additive 
Manufacturing method. The process uses a layer 
system of building up a part with each layer of 
powder being sintered separately by a laser. As 
each layer is sintered it slowly constructs the 
part step by step. There are various grades of 
materials used each with their own 
characteristics, but each are used the same way 
within the LS machine. 

The part is built up in slices, with each layer 
of powder representing a single slice of the part. 
As the laser melts the powder, each layer fuses 
together to grow a solid part. Because of the fact 
that the part is made up in layers, very complex 
shapes and design can be manufactured that 
would otherwise be impossible by conventional 
means. 

LS Process benefits: 
The LS machine basically consists of three 

powder beds and a Laser. Two of the powder 
beds hold the feed powder and the third bed 
holds the part. The part bed is in the middle of 
the beds with the laser acting directly 
perpendicular to this bed. A roller is used to 
push the layers of powder over the part bed and 
all three beds have their own heater source. The 
process itself is a very simple, repeatable one. 

1. Layered technology is free from 
geometrical constraints: it is possible to build 
undercuts, hollow parts and internal ducts. 

2. Opportunity to build directly functional 
“assembled mechanisms” (minimum clearance 
between parts 0.5 mm). 

3. It is possible to build many different 
parts together in the same building volume. 

4. Building time is not dependant on object 
geometry, but only on part volume and on build 
“height” (Z dimension). 

The building of the parts is a repeatable two-
step process. 

Step 1  5. Building time is very short (max 1-2 
working days). A roller is positioned beside one of the feed 

beds. This feed bed then raises a set amount 
(Usually < 0.1mm) and the roller pushes the 
raised powder across, covering the part bed with 
a Powder Layer. 

6. Lead time is very short ( max 2-3 
working days). 

7. When a great dimensional accuracy is 
required, Windform parts can be machined. 

Step 2  8. To reduce mass and weight it is possible 
to create hollow parts with internal reinforcing 
structures 

With the layer of powder present, the laser 
starts to trace out the desired shape of the part in 
the powder, melting the powder as it contacts 
the surface.  

 
Items to consider when designing for SLS 

Process:  Step 3 
Once this is done, the part bed drops down 

the set amount and the process continues from 
the opposite side, with the other feed bed raising 
and the roller distributing another layer of 
powder over the part bed, and the laser again 
traces the shape. 

1. Building volume (360x310x380 mm). 
Larger objects are produced divided into parts 
and then bonded together with approved 
materials. 

2. Minimum feasible wall thickness is 1 
mm.  Ideal value is 1.5-2 mm. 

3. Minimum feasible details >=1 mm. 
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4. It is important to avoid enclosed 
volumes: hollow parts will need a hole or some 
type of gate to allow the removal of loose or un-
melted powder. 

 

5. When designing parts to be assembled 
together always keep a minimum 0.2 mm 
clearance between them. 

6. Excessive wall thickness (>10 mm) can 
cause unwanted warping and shrinkage on parts. 

7. Roughness after LS process is high (Ra 
6 �m) and Z layering is visible. It is possible to 
smooth external surfaces to reduce it to Ra 1.5 
�m. Fig 10 Solar Cell experiment added to RAMPART's 

BUS module  
Windform XT uses micro fibers as a 

reinforcing system and is similar to carbon lay-
up techniques in that it is non-Isotropic.  Similar 
design rules are applied when building parts to 
take advantage of the increased strength in one 
direction over the other resulting from the build 
process.  In the case of the RAMPART BUS, 
the decision was made to produce the part with 
the Z build axis vertical to the satellite’s longest 
axis after assembly.  This allows the X and Y 
axes to be positioned to provide the most 
strength in the perpendicular axis holding the 
BUS together. 

The Bus and Propulsion Modules were 
created in separate sections to allow the 
different teams to test and assemble them at 
different locations.  This allowed the production 
of prototype modules to try ideas based on the 
current challenges and then adjust as needed.  
At the completion of the final design, the parts 
were grown at 0.004” (0.1mm) layers and then 
sanded to a smooth finish to aid in the plating 
process.   

 
Utilizing the experimental and simulation 

data, the Propulsion module (Pressure Vessel) 
was oriented such that the Z build orientation 
was again parallel to the longest axis of the 
CubeSat.  Due to the internal structures of the 
baffled cubes, (Figure 11 )the module was 
subjected to an ultrasonic water bath to ensure 
no material was trapped in the chambers.   

 
BUS Construction 
 
The BUS underwent several revisions within 

the period of a few months.  Walter Holemans 
was able to add experiments, create different 
deployment options, and develop wire routing 
and harness control devices utilizing design 
techniques to maximize the use of Additive 
Manufacturing.  Increased complication was not 
a hindrance to the process and allowed for 
greater design freedom.  The Solar Cell 
experiment (Figure 10) was easily tucked into 
the side of the BUS by only needing to 
implement a simple feature cut in the CAD 
system. 

 
Fig 11:  Cross section showing baffle chambers in 

propulsion module 
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The plating was completed by Quaker City 
Plating located in Whittier, California, under the 
direction of Frank Huizar.    

Conclusion 
The innovative use of Windform XT and 

Additive Manufacturing has shown that this 
type of technique will allow for fast adaptability 
and freedom of design.  Working with the idea 
of utilizing additive manufacturing as a core 
principle, the team was able to modify, change, 
and add experiments without concern for having 
to develop tooling or modify an existing cube 
structure. 

 
The development of RAMPART  shows that 

this type of building technique adds value for 
standardized Cube Sat boards as well as for 
devices that do not fit easily “in to the box.”  As 
electronics and sensor systems become smaller 
and more complex, there is a push for 
developing more complex and advanced 
CubeSats.  In the development of greater 
complexity, Additive Manufacturing opens the 
possibility to adapt the structure to carry new 
sensors, or optics.   Utilizing CAD and additive 
manufacturing, the internal structure of the 
Cube Sat can be built to adapt to the 
components, instead of the other way around.   
This allows the use of the CAD system to adapt 
to new technology as it is introduced.  This 
eliminates the concern for legacy systems that 
are being held on the shelf, for technology that 
is becoming obsolete.  A new optic or sensor 
can be fitted immediately and the benefit 
deployed to the field as quickly as possible.   

 
In addition, standard components can be 

placed into a CAD library that will allow for 
parametric generation of portions of the 
satellite.  Additive Manufacturing of the 
RAMPART BUS module shows a clear mixing 
of standard board modules and customizing for 
solar panels , wire routing, and the addition of 
the load cell.  Another observed benefit was the 
reduction in fasteners and ease of assembling 
the RAMPART CubeSat.  Positioning features 
and “snap fit” devices can be incorporated into 

the design methodology to speed assembly.  The 
extensive baffle design in the tank structure of 
RAMPART leverages this consolidation of 
components, removing the need for a 
complicated assembly.  
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Abstract  

A lot of research in Aerospace Engineering 

aims both to miniaturization and development of 

economic projects. In this scenario the 

increasing employment of Lighter Than Air 

Vehicles such as blimps and balloons requires a 

new generation of attitude controllers with 

lower requirements in terms of mass and overall 

resources. This document analyzes the 

optimization of an innovative Rechargeable 

Cold Gas Actuator which is able to collect the 

propellant directly from the surrounding 

environment. In the first part of the paper the 

conceptual design of the actuator is introduced. 

After that, the optimization of thrust and total 

impulse parameters and to the development of a 

simplified technological demonstrator is 

discussed, and the last section analyzes future 

applications and niches of the marketplace. 

1 Introduction [1][2] 

In the last decade, there has been a considerable 

interest in the development of small-scale air 

systems. This is due to the gain in mass, cost, 

performance, reliability and operational 

flexibility that reduction in vehicle size could 

offer. Small scale and light-weight aircrafts 

could in fact adapt to a large variety of 

commercial, scientific, police and mapping 

applications as well as remote observation of 

hazardous environments that are inaccessible to 

ground vehicles. One of the key issues in 

developing autonomous small-scale lightweight 

systems is related to the ability of providing 

accurate stabilization and maneuverability. This 

justifies the attention to compact, low-thrust (in 

the range 10-1000 mN) and accurate actuators.  

Among the technologies considered for 

application to light-weight and small-scale 

systems, cold gas thrusters represent a valuable 

candidate under evaluation: their working 

principle consists on ejecting gas through a 

nozzle at high speed in order to create force. 

Main advantages of cold-gas thrusters are the 

simplicity, ease of operations, low-cost and 

suitability to miniaturization. On the other hand, 

such actuators have two main drawbacks: the 

need of carrying propellant on board and the 

very low specific impulse (below 60 s).  

Considered the above mentioned advantages 

and limitations, the objective of this paper is to 

evaluate the possibility of exploiting the cold-

gas technology in a way that overcomes the 

need of carrying the propellant on-board. Being 

the atmosphere the operational theatre, 
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propellant could directly derive by ambient air, 

after proper increase of its energy through active 

heating and/or compression.  

 

In more detail, the paper presents a numerical 

evaluation of an air actuator containing three 

main parts (Fig.1): in the first, the gas is directly 

collected from the external environment and is 

energized by a group of micro-compressors, 

then it flows into a tank split into two stages 

separated by automatic valves, with heaters to 

warm it; in the last, compressed air is ejected 

from the second stage through a nozzle, finally 

delivering the thrust.  

 

 

Fig. 1: Actuator layout 

 

Careful design of the system (including the two-

stage operating cycle) makes it possible to 

maximize the peak thrust or the total impulse, 

according to the application requirements.  

 

The remainder of this paper is organized as 

follows. Next section is dedicated to the 

conceptual scheme of the actuator and to the 

individuation of the performance design drivers, 

and in sections  3 and 4 the development of the 

numerical model and the optimization process 

are presented, to realize an high-performance 

actuator for terrestrial and other planets 

applications (section 5). At the end of section 4 

a simplified actuator is presented as a 

technological demonstrator. 

 

2 Actuator conceptual design 

The optimization of the actuator performances 

follows a inch by inch logic: starting from the 

functional scheme depicted in Fig.1, the design 

parameters are analyzed and their influence on 

performance are discussed. 

A good choice can be to use a three compressors 

configuration in the pneumatic circuit: the 

pressure increase allows the utilization of a 

supersonic nozzle with a gain in terms of thrust 

and impulse. The nozzle shape is also another 

design parameter, and the diameter of the valves 

and the nozzle throat are important, too. Heaters 

can be implemented in the two stages of the 

actuator, and their effect will be analyzed in the 

simulations.  

At last, the most important design parameters 

are the actuation profiles: the opening and 

closing pressure values of the valves influence 

the other parameters and the performance of the 

actuator.  

 

2.1 Design Drivers 

In the actuator optimization process, the 

design drivers are the elements that can be 

modified in order to have a different dynamic 

behavior of the system: numerical simulations 

collect all the results of the combination of these 

variables and a quick analysis of the resulting 

performance parameters gives the final values of 

the design drivers. 

The next paragraphs present the main design 

parameters and analyze the possible 

improvements to the basic layout (visible in fig. 

1).  

 

2.1.1 Flow diameters 

The two most important flow dimensions of 

the actuator are the flow area of the valves 

between the first and the second stage of the 

reservoir and the throat area of the nozzle.  

The first design driver, the equivalent flow 

diameter of the valves, is the diameter of a 

circular section with the same area of the total 

flow section of the valves between the two 

stages. The simulated values of this parameter 

are listed in Table 1. 

About the nozzle throat, the section is an 

independent parameter in the flow governing 

equations: assuming a supersonic flow in the 

nozzle (see next sections), the throat area is the 
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critical area. A high value of this parameter 

means a high thrust and a short impulse; a small 

section, on the other hand, gives a lower thrust 

and a longer impulse. The simulated values are 

visible in Table 1. 

 

Table 1: Valve (left) & nozzle (right) diameter values 

in the simulations 

 

Diameter 
m∙10-3 

 Diameter 
m∙10-3 

4  3 

6  4 

8  6 

10  8 

12  10 

 

2.1.2 Compressors 

An interesting solution is the implementation 

of a three compressors layout, with the third in 

series of two pumps in parallel. Because of the 

low prevalence (not over 150% of the incoming 

pressure for commercial miniaturized 

compressors) of a two parallel pumps 

configuration, with the third compressor the 

higher pressure reached allows the 

implementation of a supersonic nozzle and 

provides a higher thrust. 

The first estimation of the maximum pressure 

the compressors can reach demonstrate that the 

implementation of this layout is desirable: with 

a power consumption increment of less than 

50% by the third compressor, the pressure in the 

vessel grows of about 100%.  

 

 

 

Fig. 2: pumps configuration (in red the added 

compressor) 

 

The main disadvantages of implementing a 

three compressors system are the loss of 

redundancy, this configuration has only one 

pneumatic circuit for all the compressors instead 

of two separate circuits in the case of simple 

parallel, and the presence of a little reservoir 

upstream the third pump, as visible in Fig.2. 

The small reservoir is important to stabilize 

the pressure between the first two compressors 

and the third: without this rebalancing chamber 

the pressure in the pipes would manifest higher 

gradients and the compressors would work in 

harder conditions.  

 

2.1.3 Supersonic Nozzle 

The direct consequence of the implemen-

tation of the third compressor is the possibility 

of using a supersonic nozzle instead of a 

subsonic or sonic one. 

The thrust given by the nozzle is calculated 

with the relation: 

S = ṁ ∙ u + Ae ∙ ( pe - pext)
 

(1) 

Ae is the final section of the nozzle, and u the 

speed of the fluid in that section. With a 

subsonic nozzle (M<1) the pressure in the final 

section is the same of the environment, and the 

speed u is minor than the speed of sound.  The 

supersonic nozzle gives a higher Mach number, 

so the speed increases, and the pressure pe can 

be different from the external pressure; in this 

nozzle the thrust is higher.  

 

 

Fig. 3: simplified Cf graph 

 

 The actuator nozzle must avoid the shock 

wave region, and should give a nearly constant 

thrust, so it has to work in under expanded flow: 

as visible in the force coefficient graph in Fig. 3, 

with a fixed value of the expansion coefficient ε 

the thrust coefficient values have a lower 
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variation in this condition, resulting in a 

flattening of the thrust. 

The design in under expanded flow is also 

important for a flexibility principle: in case of 

extraordinary events the nozzle can work in 

over expanded conditions, elaborating longer 

impulses, although with a lower performance. 

In the simulations the nozzle design 

parameter is the inverse of the expansion 

coefficient ε due to numerical reasons: the 

nozzle throat is a valve, so in the simulations the 

value of the throat area is 0 when there isn’t 

flow, and At when the nozzle is open, and the 

ratio ε can give numerical errors. To avoid this 

problem the model implements the ratio r = 

At/Ae=1/ε: the values of r lie between 0 and 1.  

In next table the simulated values of the 

expansion ratio are listed. 

 

Table 2: simulated values for the nozzle 

 

ε r=1/ ε 

1.01 0.99 

1.15 0.87 

1.30 0.77 

1.50 0.67 

 

The pressure in the vessel can’t reach values 

over 5 times the external pressure, and the 

selection of the values of Table 2 do not 

consider higher expansion ratios to avoid 

unnecessary simulations. 

 

2.1.4 Stages Size 

The stages size influences the duration of the 

impulses, a bigger vessel contains more 

propellant than a little one, but this gain is 

balanced with the longer time to fill the 

reservoir with the compressors.  

The stage volume therefore seems to be an 

important design parameter: its influence on the 

actuator efficiency will be evaluated and 

presented in section 3. 

  

2.1.5 Heaters 

The implementation of two heaters, one for 

each stage, could influence the performance of 

the actuator. It is not simple to foresee the effect 

of the heaters on the thermodynamic of the 

system, and the simulations are the easiest way 

to determinate the benefit of this solution. The 

simulated values of the incoming power from 

the heaters in the simulations are of 0 W, 1 W, 3 

W and 5 W for each one, with the hypothesis of 

an efficiency of 100% in the power transfer 

from the heater to the gas. 

In some applications at low temperatures (see 

section 5) the heaters are necessary: for 

example, with the pressure increase, the water 

vapor (or the methane, in Titan atmosphere) can 

reach saturation and start to condensate in the 

stages and in the pipes. 

 

2.1.6 Actuation Profiles 

At last, the most important design drivers in 

the optimization process are the actuation 

profiles, that can be described through the 

relative values of the pressure differentials for 

opening and closing the valves (see eqn.2). 

These parameters influence and are influenced 

by all of the other design drivers, and their 

effect can be evaluated only with the 

simulations. 

The opening and closing values of the nozzle 

can modify the dynamic of all of the actuator: 

high values can give short impulses of high 

thrust, low values give lower thrusts with a 

lower recharge time. A high opening value and 

a low closing value can create the longest 

impulse, but with a very long recharge time. 

The closing value also influence the expansion 

ratio of the nozzle: a high internal pressure can 

be elaborated by a nozzle with a higher 

expansion coefficient. The internal valve is 

important, too: a high open value could avoid 

the opening of the valve because of the too 

much high pressure to reach, on the other hand a 

low opening value can give a short impulse. 

In the next table the simulated values are 

listed. The values represent the ratio of relative 

pressure on front pressure:  

p = (pback – pfront) / pfront  (2) 
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Table 3: simulated values 

 

Internal Valve  Nozzle 

Open 

% 

Close 

% 

 Open 

% 

Close 

% 

30 10  150 100 

50 30  180 150 

70 50  200 180 

90 70  230 210 

110 90  260 250 

130 110  300 280 

   350 300 

 

3 Numerical Model 

 

The numerical model is developed in 

Matlab™ Simulink language. It simulates a 

system of three compressors, two in parallel and 

one in series, and two vessels. Between the 

vessels a valve is implemented, and at the exit 

of the second stage the model simulates a 

supersonic nozzle. In all the components the 

model represents the gasdynamics and the 

thermodynamic laws, finally calculating the 

thrust of the nozzle. To reduce the 

computational heaviness, only the supersonic 

case is analyzed; if the flow is subsonic or with 

shock waves, the model gives a warning with a  

-1 N value of the thrust, in order to simplify the 

simulation data analysis. The launch program 

can be modified to change the design 

parameters and the environmental 

characteristics. The simulations campaign is 

split in different analysis, due to the high 

number of values of the design drivers (more 

than 2 millions possible combinations at each 

environmental condition). Each simulation also 

follows an optimization process to reduce the 

possible values of the design parameters and 

faster the analysis 

3.1 Numerical Model Components 

The main part of the numerical model is 

formed by a system of pre-designed advanced 

Simulink components that can be combined to 

the desired configuration. The reservoir 

elements represent complex subsystems (with 

variable volume or variable mass) and contain 

the analysis of the thermal exchanges and the 

mixture of fluids. The valve elements are 

designed as convergent nozzles, and evaluate 

the fluid motion and its gasdynamic 

characteristics. The combination of these two 

elements and the implementation of a 

supersonic nozzle and a pumps subsystem 

allows the analysis of the performance of the 

cold gas actuator.  

3.2 Optimization 

The analysis of the actuator was performed 

with a simulation campaign. The chosen design 

parameters gives 2.073.600 possible combi-

nations, not counting the different environ-

mental conditions. To reduce the computation 

time and the results analysis, the simulations are 

split in different sections at constant ambient 

temperature and pressure. Each simulation also 

followed an optimization process to reduce the 

possible values of the design parameters and 

faster the analysis. If the general simulation 

would be launched, calculating 1 second of 

elaboration each run, the total elaboration time 

would be of more of 2 Ms, that are about 24 

days of CPU work. This procedure would be 

repeated for 6 times due to the different 

environmental conditions. Working with a 

quad-core processor the simulation could be 

split in 3 parts, each one on a single CPU with 

the 4
th

 dedicated to the PC routines, but the total 

time could be only reduced to 48 days, 8 each 

simulation. 

The two solutions to avoid this problem are 

to improve the launch model in order to avoid 

useless simulations and to decrease the number 

of variables. About the first solution, the model 

implements a control loop that, if the value of 

the thrust is -1 (i.e. the flow is not allowed), 

skips the simulations with worst conditions (i.e. 

a bigger expansion ratio or a lower opening 

pressure). A preliminary simulation campaign 

demonstrates a reduction of 20% of the 

number of simulations. 
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Table 4: simulation results 

 

Environmental Conditions 
Power 

Cons., 

W 

Total Impulse Max. Thrust 

Pressure, 

mbar 

Temperature, 

K 

Earth 

Altitude, 

m 

Ns 
Normalized, 

Ns/W 
N 

Normalized, 

N/W 

1000 290 0 34 0.2359 0.0069 7.70 0.2265 

500 250 5000 21 0.1213 0.0058 3.30 0.1571 

250 220 10000 15 0.0206 0.0013 0.72 0.0480 

100 215 15000 13 0.0241 0.0018 0.62 0.0477 

50 215 20000 12 0.0084 0.0007 0.17 0.0142 

25* 220 25000 12 0.0013 0.0001 / / 

* Out of the working range 

The reduction of the number of variables is 

possible after a first simulation: the results 

demonstrate that the implementation of a 

supersonic nozzle with high expansion ratios is 

not really useful, because it needs higher 

pressures to elaborate higher thrust of short 

duration, reducing the total impulse. Other 

parameters that can be simplified are the 

actuation profiles of the valves. Last, the effect 

of the heaters seems to be negligible, due to 

their low power (max. 5 W each one); using 

more powerful heaters would increment the 

power budget, dumping the performance of the 

actuator. 

 

 

4 Results 

 

The main results of the simulation are the 

maximal thrust and the total impulse of the 

actuator. These parameters are normalized by 

the power consumption, as an indication of the 

actuator performance. In Table 4 the main 

results are presented. 

4.1 Simulation Results 

The simulation campaign provided this 

evaluation of the optimized actuator 

configuration. The required average power is of 

about 30 W at ground and lowers with the 

altitude, and the tank has two stages both of 1 

dm
3
. The internal pressure range lies between 0 

and 3 bar. This configuration employs three 

compressors, two in parallel and one in series 

downstream of them; the implementation of a 

supersonic nozzle is not useful, too, within the 

pressure ranges of the actuator. At last, the 

effect of the heaters seems to influence the flow 

only for low values of temperature and pressure 

(i.e. altitude > 10 km in Standard Atmosphere), 

but their power consumption is more significant 

than the variation of total impulse.  

It came out that the impulse is dependent from 

external air pressure and temperature; not 

considering a short transient phase at the switch-

on of the actuator, at ground conditions an 

impulse of 0.24 Ns can be reached with long 

pulses of low thrust (< 1 N), suitable for 

modulated controls, or shorter pulses of 0.02 s 

with higher thrusts ( about 8 N). At higher 

altitude, with environmental conditions of 500 

mbar and 250 K, the impulse drops to about 

0.12 Ns, due to the reduction of temperature and 

pressure.  Higher altitudes lead to a further 

decline of the total impulse and of the required 

power. In Table 4 and in Fig. 4 the trend of the 

total impulse and of the maximal thrust are 

normalized on the power consumption. 

Other results of the simulation campaign 

demonstrate that there is not an univocal 

solution to maximize the performance, and if 

the two stages configuration is useful under 10 

km of altitude, a single stage solution is more 
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functional at higher altitudes: it should be 

implemented a by-pass system to allow the two 

stage actuator to work in these conditions.  

The total impulse lowers with the altitude, 

from 0.24 Ns at 0 km to 10
-3

 at 25 km; the 

analysis also demonstrates that the highest 

evaluated altitude (25 km) is out of the working 

range of the actuator.  

 

Fig. 4: normalized total impulse (blue) and thrust 

(red) at  different altitudes 

 

Last, the variation of the geometric 

dimensions of the vessel is directly correlated to 

the total impulse intensity with a quadratic 

proportion, but the mean thrust is nearly 

independent from the volume and remains 

almost constant. 

4.2 SCRAT Technological Demonstrator 

Finally, the theoretical model has been 

validated using data collected in the 

environmental test of the SCRAT (Spherical 

Compact Rechargeable Air Thruster) 

technological demonstrator, launched on the 

BEXUS 10 balloon [1].  

SCRAT is a simple version of the proposed 

actuator, using only two compressors and no 

heaters; it was tested through the different 

atmosphere layers reached during the flight, 

from ground to about 25 km of altitude.  

The flight campaign [3] led to collect a total 

of 101 thrusts which span between 10
-2

 and 10
-4

 

N, with a pronounced clustering about the 10
-3

 

N  scales; about the total impulse, the results 

lies between 10
-2

 Ns and 10
-3

 Ns. 

 

Fig. 5 SCRAT launch on BEXUS 10 

 

If the numerical values of the performance 

parameters seem to stand out from the foreseen 

performances, due to the different design, the 

total impulse trend is comparable with the 

simulation results. 

5 Conclusions 

 

The comparison with a simplified model of a 

small propeller with the same power 

consumption demonstrates that the rechargeable 

cold gas actuator  has a lower mean thrust, but it 

is in line with the maximal thrusts (i.e.: 2 N for 

the actuator, 2.7 N for the propeller at 5 km): in 

terms of theoretical performance a propeller is 

better than the rechargeable gas actuator at these 

altitudes, because of its higher impulse.  

The main cons of propellers can be listed in 

three categories: the gyroscopic behavior, the 

effect of boundary conditions on the real flow, 

the bulk of the propeller and of the mechanical 

transmission. With the cold gas actuator, these 

limitations aren’t so stringent, and the 

implementation can be easily adapted to the 

design requirements. 

An interesting application could be the 

control of balloons such as the InfraRed Hot Air 

Balloons (Montgolfiere Infra Rouge - MIR), 

developed by the French CNES (Centre 

National d'Etudes Spaciales). The MIR [4] is a 

new concept of hot air balloon: it can fly up to 

several months, changing altitude flight between 

day (30 km) and night (about 18 km).  
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The actuator could be used in the attitude 

control of the MIR, with different performance 

during the day and during the night, but it also 

could be used to control the navigation: the 

actuator could work each morning as a thruster, 

using the air collected at the lower altitude to 

deliver an higher thrust at the day-navigation 

altitude to change the rout. On terrestrial 

applications like MIR, the actuator could be 

used for small airships attitude control: next 

figure show the maximum controllable speed of 

gusts at different altitudes. The numerical values 

are calculated for small airships (Area 10 m
2
, 

CD 0.5). 

 

Fig. 6: Max. controllable gust speed 

 

Space exploration could involve balloons on 

planets and moons with atmosphere; if on Mars 

the actuator should be improved to work in the 

thin atmosphere of carbon dioxide, on Venus 

the area of the troposphere most similar to Earth 

is above an altitude of 50 km, near the 

tropopause, with a temperature between 290 and 

300 K and a pressure of about 1 bar. Soviet 

program VEGA (1986) involved two balloons, 

dropped onto the planet’s darkside and deployed 

at about 56 km, to make atmospheric measures 

and to demonstrate the capability of balloons in 

planet explorations. Due to the high wind speed, 

on Venus the rechargeable cold gas actuator 

could be used only for attitude control of 

airships, with performances similar to Earth’s.  

Last, Titan has many similarities with the 

Earth: due to the presence of organic molecules 

and water, Titan can be described like a pre-

biotic Earth. Cassini-Huygens, was the first 

mission to deeply explore the biggest moon of 

the giant planet, but not the last: the Titan 

Saturn System Mission, an ESA - NASA future 

project, will be dedicated to the exploration of 

Titan and will continue Cassini-Huygens work. 

Its launch is not jet decided, but the main 

payloads are well defined: an orbiter, a lander, 

and a small balloon floating around the moon at 

about 10 km of altitude, carried by winds.  

In the balloon exploration of Titan, the 

implementation of a cold gas actuator can be 

evaluated. About the environmental conditions 

[5], the pressure is higher than on earth under 20 

km, with a better performance of the actuator: a 

first evaluation, using the developed numerical 

model with a 10 km altitude (87 K, 1250 mbar) 

gives a maximal thrust of 9 N, a total impulse of 

0.4 Ns for pulses of about 0.1 s. 

Due to the low temperature of Titan 

atmosphere the methane can condense during 

the compression cycles: to avoid the 

accumulation of the methane in the first vessel, 

a valve is required on the bottom of it, to 

remove the liquid.  

 

 

 

Fig. 7: Titan configuration of the actuator 

 

The cold gas actuator is a good choice also in 

terms of the airship mission design: the two 

stages can be filled on Earth with the helium to 

inflate the balloon on Titan, using a reverse 

valve in the pneumatic circuit, with a gain in 

term of economize mass and volumes. After the 

inflation the reservoirs would be used in the 

normal configuration with Titan atmosphere. 

Looking to the composition of the moon 

atmosphere, another improvement can be 

analyzed: the Methane concentration on Titan is 

at the lower side of the flammable mixture, so it 

is possible to modify the actuator in order to 

transform it in a combustion engine. This 
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improvement of the thruster should be better 

analyzed, but a preliminary design should 

implement a small oxygen tank near the second 

stage of the vessel and some heaters to avoid the 

methane liquefaction. In case of small requests 

of thrust, the actuator could work like a cold gas 

actuator, with the analyzed performances, but if 

the required thrust would be higher, the oxygen 

tank would give the oxidant to transform the 

actuator in a sort of pulse jet engine. 

 

References 

[1] Marco Chiaradia, Gabriele Rodeghiero, Lorenzo 

Olivieri et al., ―SCRAT Student Experiment 

Document‖, University of Padova, 2010 

 

[2] NASA/CR—2004-213345, Airships for 

Planetary Exploration, Anthony Colozza Analex 

Corporation, Brook Park, Ohio 

 

[3] Marco Chiaradia, Gabriele Rodeghiero, Lorenzo 

Olivieri et al., ―Analysis of data retrieved by the 

SCRAT experiment during the 2010 ESA 

BEXUS 10 Campaign‖, University of Padova, 

2011 

 

[4] ―MIR – Montgolfiere Infra Rouge‖, 20
th

 ESA 

SYMPOSIUM ON EUROPEAN ROCKET 

AND BALLOON PROGRAMMES AND 

RELATED RESEARCH, Poster Session. 

 

[5] Robert H. Brown,  Jean-Pierre Lebreton, J. 

Hunter Waite, (Editors), Titan from Cassini-

Huygens, 2009 

 

 

1084



 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

 
 

Abstract  
This paper presents the design, the functional 
analysis and the manufacturing of EPSILON 
(Experimental Plastic Satellite. Innovative, 
Light, Off-the-shelf, Nano), a cube shaped 
nanosatellite. The aim is to demonstrate that 
rapid prototyping techniques, which are being 
diffused in the design and development of 
industrial products, can be effectively applied to 
re-engineer and manufacture nanosatellites 
with complex structures and tight mission 
requirements. 
EPSILON’s main body has been completely re-
designed to be entirely built in plastic. It 
integrates the interfaces that host the payload 
and the subsystems following a DFM (Design 
for Manufacturing) approach. A FEM analysis 
was also carried out to evaluate the 
functionality of such system and a first 
prototype has been manufactured by FDM 
(Fused Deposition Modeling) technique. 
As a result, building the main body of the 
satellite in a single plastic part, time, costs and 
weight can be significantly reduced compared 
to conventional processes, based on machining 
and connecting several aluminum machined 
parts. 

 

1 General Introduction 
Rapid prototyping has been originally used to 

create physical prototypes directly from CAD 
data early in the product’s development cycle to 
reduce the Time to Market [1][2]. Such additive 
technique allows designers to produce fully 
working prototypes of new products to test 
ergonomics and functionalities before starting 
the traditional manufacturing process [3]. Rapid 
prototyping techniques can be also exploited for 
the direct manufacturing of a final products, 
being considerably more cost and time effective 
than traditional approaches under a certain 
number of units [4]. 

Nevertheless, whereas rapid prototyping and 
direct manufacturing are widely in use in the 
industrial field [5], in literature there are only a 
few examples of their effective application to 
produce the complex structures in aerospace 
industries [6]. Chang et. al use SLA 
(Stereolitography) samples to optimize the 
design of aircraft torque tubes in a Concurrent 
Design Approach  [7]. Concerning the satellite, 
it has been illustrated that using SLS (Selective 
Laser Sintering) to create a prototype, but not 
the final product, of a small satellite structure, 
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allows assembly and design problems to be 
detected earlier [8]. 

In the aerospace field, the emerging small 
satellites market has been developing since the 
1990s making possible space missions also to 
satisfy academic research and scientific needs 
[9][10][11][12]. 

Nowadays, these space systems are built by 
maximizing the use of existing components and 
commercial off-the-shelf technologies while 
minimizing development efforts. Therefore, 
small satellites are being widely developed 
given their functional and operational 
characteristics and their low costs. One of the 
reasons for choosing small satellites is also that 
the launch cost is proportional to their weight (a 
classification of small satellites according to 
their mass is shown in Table 1). 

 
Classification Mass 
Mini 100 – 500 kg 
Micro 10 – 100 kg 
Nano 1 – 10 kg 
Pico 0.1 – 1 kg 

Table 1 – Classification of small satellites according to 

their mass 

 
The aim of this project is the design 

optimization and the construction of EPSILON 
(Experimental Plastic Satellite: Innovative, 
Light, Off-the-shelf, Nano), a cubic-shaped 
nanosatellite (10 cm per side), weighing about 1 
kg with a plastic main body completely 
manufactured by rapid prototyping technique. 
Such a manufactured structure would be the 
final product to be directly experimented in the 
real space environment. 

The design of the case has been developed in 
order to fit the CubeSat standards and the 
NARCISO mission requirements that will be 
described in the following sections. Moreover, it 
has been conceived considering the capabilities 
of FDM (Fused Deposition Modelling ) RP 
Technology (Figure 1). 

 
Figure 1 The design-flow of EPSILON 

 
The rapid prototyping technology has been 

adopted in this project for two main reasons. 
The first reason is related to the geometric 
complexity of the satellite’s structure that would 
be nearly impossible to produce by traditional 
CNC machines as a single element. The second 
one regards the weight of the structure that 
should be kept as low as possible to reduce the 
cost of the launch. This approach leads to a 
completely new design of the case that hosts the 
payload and the electronic boards. The case has 
been verified through a virtual assembly and a 
functional analysis. The main body of the 
satellite case has been manufactured and a 
physical assembly has been performed. Finally, 
a cost and manufacturability comparison with 
an aluminum case is provided. 

 

2 EPSILON (Experimental Plastic 
Satellite: Innovative, Light, Off-the-shelf, 
Nano) 

 
EPSILON can be considered a standalone 

nanosatellite because it respects the CubeSat 
standards and can be launched by the standard 
CubeSat dispenser (www.cubesat.org). 

The CubeSat Project was developed by 
California Polytechnic State University, San 
Luis Obispo and Stanford University’s Space 
Systems Development Lab with the primary 
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mission to provide low cost access to space for 
small payloads [13][14][15]. 

The first CubeSats were manufactured by 
Stanford University students improving their 
curriculum and capabilities by hands-on 
education and providing them with the 
opportunity to work on a low cost real space 
mission. The project spread through universities 
and research centers all over the world and a 
few years after the first idea, CubeSats 
manufacturing arose [16][17]. CubeSats are 
cube shaped picosatellites with a nominal length 
of 100 mm per side. General features of all 
CubeSats are that each single satellite may not 
exceed 1 kg mass and the center of mass must 
be within 2 cm of its geometric center. The 
structure of the CubeSat must be strong enough 
to survive maximum loading defined in the 
testing requirements and cumulative loading of 
all required tests and launch. The CubeSat 
structure must be compatible with the standard 
launcher interface of the flight proven 
deployment system Poly Picosatellite Orbital 
Deployer or P-POD, [18][19][20]. This means 
that CubeSat should be provided with four 
longitudinal rails which must be smooth, and 
edges must be rounded to a minimum radius of 
1 mm. 

Electronic systems must be designed taking 
into account that no electronics may be active 
during launch to prevent any electrical or RF 
interference with the launch vehicle and primary 
payloads. Moreover, CubeSats with 
rechargeable batteries must be fully deactivated 
during launch or launched with discharged 
batteries. 

Compared to the previous projects based on 
CubeSat standards, the main contribution of this 
work deals with the innovative approach for 
manufacturing the plastic structure of EPSILON 
by means of FDM rapid prototyping technique. 
Moreover, the application presented in the paper 
refers to the design of an EPSILON used as 
payload of a larger microsatellite: UNISAT-5. 

In early nineties the Group of Astrodynamics 
of the “Sapienza” University of Rome 
(GAUSS), established the UNISAT program at 
the Rome School of Aerospace Engineering 
with the aim to design, manufacture and launch 

small educational satellites, thus involving 
students, researchers and professors in a real 
space project. In the framework of this program 
four satellites have already been launched 
(respectively in 2000, 2002, 2004 and 2006) 
from Baykonour Cosmodrome using the 
DNEPR launch vehicle, [21][22]. 

The efforts to reduce costs, weight and size 
have always aimed to adapt innovative, 
terrestrial Commercial Off-The-Shelf (COTS) 
technologies to the space environment. 

The UNISAT experience showed that it is 
possible to use terrestrial technologies in orbit 
(UNISAT-3 launched in June 2004 is still 
operative), including solar cells, electronic 
components and sensors. This achievement 
together with the recent development in rapid 
prototyping industrial techniques led us to 
consider this new approach in designing a 
satellite structure configuration suitable for the 
realization of a low cost satellite. Moreover, it 
can also be used as part of a fleet or a formation 
of satellites being easily adaptable to different 
missions. 

As an application case study, this paper 
proposes a coordinated mission with a UNISAT 
series satellite, to which EPSILON is connected 
by a tether or a boom, as described in the next 
section. 

3 NARCISO mission and payload 
In the configuration presented in this paper 

UNISAT-5 and EPSILON will take pictures of 
each other in order to evaluate aging and 
possible damage to EPSILON’s external 
structure and UNISAT-5 solar arrays due to 
space environment exposure. Both satellites 
create the NARCISO mission, named after the 
well-known mythological character Narcissus, 
who loved mirroring himself in the lake water. 
The orbit is LEO (Low Earth Orbit) sun 
synchronous ranging between 500 km and 800 
km with thermal cycle between -20 and 60 °C. 

In this configuration the EPSILON satellite 
will communicate with the UNISAT-5 mother 
satellite and behaves as a tip mass. The 
proposed mission is experimental and makes it 
possible to test this kind of satellite in a real 
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space mission. The EPSILON satellite provides 
attitude stabilization to the main satellite 
exploiting gravity gradient features. The 
separation from the main satellite is achieved by 
exploiting one spring which is released by 
thermal cut. 

The EPSILON satellite main payloads are a 
camera to take pictures of the UNISAT-5 
satellite and a magnetometer to measure the 
Earth’s Magnetic Field far from UNISAT 
satellite influence. At the same time a camera 
boarded on the UNISAT-5 satellite and oriented 
towards the EPSILON satellite will take 
pictures of the experiment, providing an 
effective evaluation of the ABS structure and 
solar cells in orbit aging. 

 
 

Figure 2 – UNISAT-4 Camera 

The camera proposed is the same boarded on 
previous UNISAT-4 and is sketched in Figure 2. 
It is a COTS camera usually implemented for 
terrestrial industrial applications. The field of 
view and resolution can be changed by using 
different optics. The camera can be programmed 
by the user by means of a simple “High level” 
visual programming block diagram 
environment. It measures 6x6 cm in size and 50 
g in weight. Power consumption in operative 
mode is 1.5 W. The magnetometer on board 
EPSILON is an AP539 fluxgate magnetometer 
by Applied Physics Systems. 

4 EPSILON design 
Rapid Prototyping allows the manufacturing 

of complex shape models which cannot be 
achieved through conventional subtractive 
processes. The chance to manufacture the whole 
satellite structure in a single work session, 
without the usual metal constraints due to 

processing procedures and without any 
additional costs for small accurate details, 
provides best performances in the design of 
small satellites, which are usually very difficult 
to assemble. A machined aluminum structure 
would be composed by several parts to be 
assembled together and would also increase 
both costs and building time (much longer is 
needed for machine programming and set-up). 
Moreover, in terms of mass (density of ABS = 
1.05 g/cm³; density of aluminum = 2.7g/cm³), 
an ABS structure is usually much lighter than an 
aluminum one leading to a saving of more than 
50% in weight. 

Based on these considerations, EPSILON’s 
main body structure was designed to be 
completely manufactured in ABS as a single 
element (Figure 3). 

 
Figure 3 – EPSILON assembled view (up) and 

disassembled view (bottom) 
 
The four solar arrays can be inserted into 

plastic tracks; they are blocked by the upper 
plate, which is screwed to a small aluminum 
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plate placed in an internal track. This allows the 
structure to be completely closed by means of 
four screws. The lower plate hosts four cone-
shaped tools to interface with the mother 
satellite and an ABS cylinder to be connected to 
the boom edge. The internal layout of payloads 
is given by a single block comprising batteries, 
electronic board, camera and magnetometer. 
The whole block can be assembled and tested 
autonomously before being installed on the 
satellite. 

All parts are screwed to a single central 
aluminum plate, guaranteeing thermal inertia to 
the batteries. Electronic boards, camera and 
magnetometer are screwed to the aluminum 
plate. The radio is integrated into the electronic 
board and is placed on the bottom part of the 
aluminum plate (towards the mother satellite) to 
avoid transmission interference. 

The whole part is fixed by four screws to a 
plastic support. A hole is drilled in the lower 
part of the EPSILON’s structure to allow the 
camera an external view. 

EPSILON can be fixed to the main UNISAT 
satellite through a boom 240 cm long. The 
boom is essentially a harmonic steel spring, 
already used in previous UNISAT payload 
manufacturing deployed by means of thermal 
cut [23].  

The boom can be substituted by a tether for 
tether dynamical motion experiments or can be 
completely removed; when removed, EPSILON 
is free to move and experiments can be 
performed on satellite formation flying. 

The configuration with boom deployed 
provides an increase in the moments of inertia 
of the mother satellite associated to axes 
perpendicular to the boom itself. The moments 
of inertia increase is equal to the square of the 
boom length (about 2.5 meters) per EPSILON 
weight (about 1 Kg); this means an increase in 
transverse inertia moments of about 6.25 Kgm2. 

The satellite inertia moments on transverse 
axes value were evaluated to about 0.2 Kgm2, 
and 0.3 Kgm2 along the boom axis. Thus new 
moments of inertia achieved by boom 
deployment are 6.45 Kgm2 (transverse axes) and 
0.3 Kgm2 (boom axis). 

The EPSILON on-board data handling 
system is based upon a microprocessor 
controlling the camera and magnetometer 
payload through an asynchronous serial 
connection. It monitors the satellite operations, 
measuring batteries and solar array voltage, 
current and temperature. Images, magnetometer 
and sensor data are collected in a flash memory 
and transmitted when commanded by the 
UNISAT-5 mother satellite. In this way the 
whole EPSILON is seen as a single peripheral 
payload by the UNISAT-5 satellite. 

Communications between EPSILON and 
UNISAT-5 are performed using two S-band 
transceiver modules, with integrated modem 
and antenna. The modules’ size is 3x4 cm and 
they can be directly soldered on printed circuit 
boards as normal integrated circuits. An 
identical module is hosted on board the 
UNISAT-5 satellite to assure the 
communication. All of the electronic 
components are commercial off the shelf, with 
operative temperature ranging from -20 to 80 
degrees. 

The EPSILON power system is based upon 
triple junction, low efficiency solar cells and 
NiCd batteries. Two serial solar cells are glued 
to movable carbon or glass fiber supports. Only 
the four lateral panels and the upper one are 
provided with solar cells, whereas the bottom 
tray, where the separation device is positioned, 
has no solar cells. 

Low efficiency triple junction solar cells 
have an efficiency of about 22%. These cells 
and the panelization procedure have already 
been tested on board UNISAT-3 showing their 
capability to withstand environmental 
conditions with launch loads and in orbit [24]. 

The solar cells are connected, through a 
blocking diode to three series-connected NiCd 
(600mAh) batteries. 

Each solar array is capable of providing a 
power given by: 

AQP η=  
With a solar surface, A, of (26 cm2), a solar 

flux constant of 1 365 W/m2 and an efficiency, 
η, of 22%, a total power of about 0.78 W per 
cell is generated. Similar values have been 
achieved by the analysis of UNISAT-3 in orbit 
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collected data [25]. This leads to a single solar 
array maximum power of about 1.56 W. 

 
Subsystem Power 

[W] 
T/Torb Power 

consumption 
[W] 

Electronics 1 0.6 0.6 
Communication 1 0.2 0.2 
Camera 1.5 0.02 0.03 
Magnetometer 1 0.1 0.1 
Average Power 
consumption 

  0.93 

Table 2 – EPSILON power consumption 

The EPSILON power consumption is 
sketched in Table 2. 

These values are obtained considering that 
the electronics has been realized to be switched 
on only under sun illumination (about 60% of 
the orbit), communication data transmission 
lasts about 20 minutes, the camera obtains one 
picture per orbit and is switched on for 2 
minutes, while the magnetometer obtains data 
with a frequency of 0.1 Hz. 

The EPSILON bottom tray always faces the 
Earth due to gravity gradient attitude 
stabilization and then it is illuminated by the 
Sun only close to eclipses for short times. The 
worst illumination condition is achieved when 
only one satellite panel is directly exposed to 
the Sun. In this configuration the generated 
power is 1.56 watt. 

The power budget shows that the worst 
illumination condition guarantees a margin of 
about 0.5 W. 

Batteries are needed to supply the system 
peak power when the radio is transmitting or the 
camera is taking pictures. The maximum 
instantaneous power consumption reaches 3.5 
W, but this condition lasts no more than two 
minutes corresponding to 18 mAh of battery 
discharge. During transmission with camera off, 
for twenty minutes, power consumption is about 
2 W corresponding to battery discharge of about 
45 mAh. Thus the total battery discharge per 
orbit is 63 mAh leading to a battery depth of 
discharge of 10%, guaranteeing more than three 
years of operative battery life. 

5 Manufacturing 
The manufacturing process started 

converting the CAD model of the main body in 
STL format, which is the standard interface 
used in the rapid prototyping field. 

The tessellated triangular mesh (Figure 4) 
has a sufficient number of faces to describe the 
shape of the model surface (672 038 points and 
1 344 160 triangular faces). 

 
 

 
Figure 4 – EPSILON STL model 

 
The physical model of the EPSILON’s 

structure was then generated by means of 
Stratasys Dimension SST (Soluble Support 
Technology). This rapid prototyping system is 
based on the FDM technique. It deposits fused 
ABS P400 jet (Acrylonitrile Butadiene Styrene 
plastic material) and soluble support material to 
sustain the prototype under construction. An 
automated support removal process for hands-
free model completion is also provided. It is an 
agitation system using hot water and soap bath 
(at 70 °C) to automatically wash away the 
support structures. The layer thickness is 0.254 
mm and the maximum build size is 203 x 203 x 
305 mm (height). 

The ABS filament is fed through a heating 
head in a semi-molten state and then extruded 
through a nozzle. Layer by layer, the semi-
molten filament is deposited onto the partially 
constructed model. During the cooling process 
in the working room, the semi-molten filament 
adheres to the preceding layer already 
deposited. The extrusion temperature of ABS is 
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usually 270°C while the envelope temperature 
(the temperature of the air in the working room 
around the model) is 70°C. Therefore, it can be 
assumed that these kinds of models could 
survive LEO (Low Earth Orbit) thermal 
environment (60 degrees maximum) for a time 
compatible with the usual low cost satellite 
lifetime. 

The Dimension SST is also provided with a 
pre-processing software (Catalyst) that makes it 
possible to import the STL file, orient and slice 
the model, generate any needed support 
structures and calculate the head’s path to build 
up the part. Since the mechanical behavior of 
the prototype manufacture by additive FDM 
technology depends on the building direction, in 
particular by layer-to-layer adhesion, two 
different orientations of the STL model during 
the building process were simulated: vertical 
(building direction along longitudinal axis) and 
horizontal (building direction along transversal 
axis). 

This system allows two different fill options: 
solid and sparse. In the first case, each cross-
section through the model is filled with ABS 
material. In the second one, the interior part of 
the model is not filled solid. The model is built 
up with thin inner and outer walls while the 
interior part is replaced with a kind of 
honeycomb structure. Since the sparse interior 
structure results entirely enclosed when the 
model is completed, there is no visible 
difference in a prototype built with these two 
different options. 

As a result of these two different approaches, 
solid fills are stronger and heavier while sparse 
fills are weaker and lighter. Moreover, the 
sparse fill option saves on material and therefore 
speeds up the construction process. 

As a consequence, the STL model of the 
EPSILON’s structure was processed by Catalyst 
with both fill options (solid and sparse) for each 
orientation of the STL model, and the results are 
compared in Table 3. 

The environmental loads that EPSILON will 
encounter during its lifetime are mainly directed 
along longitudinal axis, therefore, the horizontal 
position (building direction along transversal 
axis) was chosen during the building process. 

This choice assures the highest tensile strength 
along longitudinal axis. Regarding to the fill 
options, since the structure is mainly 
characterized by thin walls, there is no 
appreciable difference between them in terms of 
both material consumed (and therefore material 
cost and weight) and build time. For that reason, 
solid fill option was preferred to obtain a 
stronger structure. This option also reduces out 
gassing due to the vacuum environment in 
space. 
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Vertical position (building direction along longitudinal 
axis) 
Solid 172.96 

cm³ 
146.00 
cm³ 

26 hr 
59 min 

181.608 
g 

74.82 
€ 

Sparse 164.46 
cm³ 

146.00 
cm³ 

26 hr 
31 min 

172.683 
g 

71.97 
€ 

Saving 
% 

4.91 % // 1.73 % 4.91 % 3.81 % 

Horizontal position (building direction along transversal 
axis) 
Solid 174.16 

cm³ 
141.40 
cm³ 

24 hr 
39 min 

182.868 
g 

77.44 
€ 

Sparse 154.35 
cm³ 

141.40 
cm³ 

23 hr 
26 min 

162.068 
g 

73.17 
€ 

Saving 
% 

11.37 
% 

// 4.94 % 11.37 % 5.51 % 

* small variation of consumed model material in solid fill 
option between vertical and horizontal position are due to 
the additive building process based on layer thickness of 
0.254 mm. 
 
Table 3 – Comparison between solid and sparse fill  
 

The digital model of the structure (bounding 
box dimensions: 160 mm high, 100 mm wide, 
100 mm deep) was then directly prototyped in a 
single work session with 394 slices. Completion 
of the build process took 24 hr 39 min while 
174.16 cm³ of ABS and 141.40 cm³ of support 
material were consumed (≈78.00 €  is the total 
cost under educational conditions). The process 
was then completed by washing the model to 
remove all the support material. The weight of 
the plastic structure is 182.868 g and compared 
to the estimated weight of the same structure 
manufactured in aluminum (466.992 g) a load 
reduction of more than 60% is observed. 
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Finally, this first prototype of the 
EPSILON’s structure was used for the 
subsystem integration test and for fit check 
purposes. Figure 5 shows the assembly with the 
four solar arrays inserted into the designed 
holding tracks. 

 

 
 

Figure 5 – EPSILON prototype external view (up) and 

internal view (bottom) 

6 Functional Analysis 
The functional requirements to be fulfilled by 
this type of space systems are related to the 
environmental loads it will encounter during its 
lifetime. 
Loads for space systems in Low Earth Orbit 
essentially depend on the static and dynamic 
loads over the structure during the launch phase 
and to vacuum and solar flux during the orbital 
phase. 
Regarding the static and dynamic loads, a FEM 
analysis was carried out in order to verify the 
functional constraints of the system designed. 
It is well known that parts fabricated using 
FDM technology reveal anisotropic properties 

due to the additive fabrication process and show 
the lowest tensile strength along the building 
direction caused by layer-to-layer adhesion. By 
this reason, the results of FEM analysis depend 
on prototype orientation during the layer-by-
layer deposition step. To simplify FEM analysis 
as well as to assure maximum conservative 
results, the ABS prototype was assumed to be 
isotropic and the worst mechanical 
characteristics among the ones evaluated by 
Bellini and Güçeri were chosen [26]. 
According to the launcher manual, static loads 
are due to acceleration, which can have a 
maximum value of 6g (about 60 m/s2) [27]. 
Mass distribution adopted for static analysis 
simulation is sketched in Figure 6-a. Masses 
were distributed on the upper surface of the 
EPSILON satellite structure and on the supports 
for the internal components. The launcher 
acceleration is directed as shown by the arrows 
along z-axis from bottom towards up. 

 
Figure 6  a) Mass distribution and launch acceleration 

direction. b) Shift field results by static loads effect 

analysis 

 
On the basis of such masses and acceleration 
distribution the shift field was evaluated and the 
results are sketched in Figure 6-b, the maximum 
shift is limited to 120 µm. 
The vibrational requirements are related to the 
structure vibration frequency. In particular, 
according to the launcher manual the lowest 
resonant structure vibration frequency must be 
greater then 20 Hz. 
For this purpose a FEM analysis was carried out 
to evaluate the first ten vibration frequencies. 
Structure constraints were simulated by joints 
on the cones which are blocked on the mother 
satellite in launch configuration and on the 
cylinder which is connected to the boom. 
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The first ten resonant vibration frequencies of 
the EPSILON main structure are sketched in 
Table 4. It can be observed that the lowest 
frequency is 194 Hz so it is about one order of 
magnitude larger than that required by the 
launcher. This is sufficient to state that the 
satellite structure manufactured in ABS is fully 
compliant with launcher requirements, thus it is 
able to survive to launch static and vibration 
loads. 

Mode Frequency Hz 

1 194.1 

2 203.3 

3 402.8 

4 407.4 

5 457.6 

6 491.6 

7 515.2 

8 547.1 

9 630.2 

10 635.5 

Table 4 – First ten resonant vibration frequencies of the 

EPSILON main structure 

Vacuum survivability was tested by keeping a 
few ABS samples (with different shapes and 
realized with the solid fill option) in a vacuum 
chamber, used for space environment 
simulation, for three days. No cracks or holes 
due to outgassing were noticed on the samples, 
thus results of the vacuum survivability seem to 
confirm the feasibility of a Cubesat in ABS. 
The thermal loads seem to be not significant 
because the temperature, measured by 
nanosatellites in Low Earth Orbit, ranges from -
20°C to 60°C [28]. The maximum temperature 
is lower than the ABS Heat Deflection 
Temperature (HDT) that is 76°C at 264 psi and 
90°C at 66 psi (Glass Transition (Tg) 
temperature is 104°C) [29]. These values are 
conservative enough since in Low Earth Orbit 
the pressure is about 10-8 Pa. However, one of 
the aims of the planned mission with EPSILON 
is to evaluate the actual behavior of the ABS 
material due to Low Earth Orbit thermal 
cycling. 

All of these considerations on system functional 
analysis seem to confirm the feasibility of the 
proposed system and its capacity to survive 
typical space systems loads. 

7 Impact of System Architecture and 
Manufacturing on System Design 

In the design of experimental aerospace 
applications several requirements need to be 
met. Concerning EPSILON, besides the 
functional requirements previously described, 
three main design factors were also identified. 
These are, respectively, system reliability, 
system manufacturability and the cost of 
production. 
Since EPSILON is one module of a mission 
system and considering the difficulties in 
launching experimental satellites, the system 
must be designed to minimize the causes of 
failures. For this reason the architecture of 
EPSILON is strongly integrated since there is 
one single part, the main body, performing a 
huge number of functions: case, carter, support 
for external and internal components, 
connection tracks, etc. It is known that by 
reducing the number of parts, the number of 
interactions between parts is also reduced, 
avoiding both the predictable and the incidental 
interactions which can cause failures. The 
external case of EPSILON is composed of 10 
parts, including the connection elements: 

• 1 main body; 
• 4 solar arrays; 
• 1 upper panel; 
• 4 screws. 

By comparing this plastic structure to the more 
complex system obtained by manufacturing 
EPSILON’s main body in aluminum, a 
reduction in number of components of about 70 
% can be achieved. Consequently, the 
complexity of the interfaces between modules 
and parts is significantly decreased. This 
concept also allows excellent product 
performances to be achieved, such as 
compactness and lightness in the EPSILON’s 
structure. Moreover, the construction of the 
EPSILON’s main body as a unique ABS part 
presents several advantages in terms of 
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manufacturability. The system design follows 
the majority of design principles in the Design 
for Manufacturing (DFM) guidelines list [30]. 
Reducing the total number of parts is the first 
rule presented in these guidelines, since the 
main challenge is considered to be the reduction 
of manufacturing costs, process time, 
engineering time, project handling and, in 
general, the complexity of production and 
assembly procedures. 
In order to measure the efficiency of the 
EPSILON’s design in terms of costs, Figure 7 
shows the comparison of the total direct cost 
needed to produce the EPSILON’s structure by 
FDM technique and by the traditional approach, 
mainly based on the connection of aluminum 
machined parts. 
In detail, in a simplified cost model for 
manufacturing EPSILON’s structure in 
aluminum there is an amount of fixed costs, 
given by the CAM (Computer Aided 
Manufacturing) procedures, which comprises 
the software and the engineering costs, and the 
machine set up costs. The variable costs are 
given by the machine operational cost, the cost 
of the material and the assembly cost. For the 
ABS version the fixed costs can be 
approximated to 0 since the RP operations are 
highly automated, except the assisted step to 
find the best orientation of the STL model 
before allowing the slicing process to start. 

 
Figure 7 – Total manufacturing costs for number of units 

produced 

Finally, the total cost and the time needed for 
producing one or few units are lower than the 
estimated cost and time when using alternative 
technologies. This is true for a limited number 
of units, as needed in this experimental 
application. 

To design for ease of fabrication is a further rule 
presented in the DFM guidelines and the use of 
rapid prototyping allows minimization of the 
overall manufacturing cost also because, in this 
specific kind of application, excessive 
tolerances and finishing machining operations 
are not needed in the output of the FDM 
machine. 
Therefore, manufacturing the satellite by means 
of rapid prototyping techniques has a significant 
impact on the overall mission performance and 
not only on the single system performances, 
such as the low weight and the compact 
architecture. 
In the field of rapid prototyping, besides Fused 
Deposition Modeling (FDM), other kinds of 
layer manufacturing processes are available, 
such as stereolithography (SLA), selective laser 
sintering (SLS), solid ground curing (SGC), 
three-dimensional printing (3DP), and laminated 
object manufacturing (LOM). Several 
benchmarking studies were carried out by 
comparing costs and properties of different RP 
technologies [31][32]. 
Results showed that the technologies typically 
considered appropriate for use as low-cost 3D 
printers are FDM, LOM, and 3DP. Whereas 
3DP and LOM are advantageous in terms of 
material costs, these processes produce 
prototypes with lower mechanical properties 
than the FDM approach. On the other hand 
SLA, SLS and SGC can produce prototypes 
with better mechanical properties but also 
feature a more expensive process. 
The relatively low cost of FDM systems and 
their ability to build one small part at a time 
economically are important elements. An 
additional reason for choosing this technology is 
the mechanical properties of the ABS 
thermoplastic material used in the FDM process. 
Therefore, FDM can be considered a good 
balance between costs and mechanical 
properties. 
Other possible alternatives for the production of 
such a system in the aerospace industry are 
based on nanomaterials. For example, high 
strength-to-weight ratio and multifunctionality, 
carbon nanotube reinforced polymer composites 
may provide a valid solution for manufacturing 
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the EPSILON’s structure [33][34]. The most 
obvious obstacle in using this kind of 
technology is the cost that would not be 
compatible with the low budget available for 
this kind of experimental aerospace 
nanosatellite. 

8 Conclusions 
 
This paper describes the development of a 
nanosatellite whose main body structure is 
designed to be completely manufactured in 
plastic by means of the FDM technique. 
The first prototype of the EPSILON’s structure 
has already been manufactured and used to test 
the integration of all subsystems that will be 
hosted on board. After minor design 
improvements needed to better refine the whole 
nanosatellite, the final version of the plastic 
main body structure will be produced by the 
same process. Once boarded with all necessary 
components, EPSILON will then be ready to be 
launched in orbit. 
It is important to recall that the final (and most 
important) test will be performed in space in 
real operative conditions according to the 
NARCISO mission when EPSILON is launched 
with the UNISAT-5 satellite. This kind of 
mission was planned also to evaluate the 
behavior of EPSILON in LEO (Low Earth 
Orbit) radiation and a thermal environment 
since the camera boarded on UNISAT-5 and 
oriented towards EPSILON will collect pictures 
to provide an effective evaluation of the plastic 
structure aging. 
The approach described in this paper could lead 
to innovative manufacturing processes of small 
satellite structures opening new perspectives in 
the aerospace field. In this way, it would be 
possible to manufacture the whole plastic 
structure of small satellites in a very short time 
with an effective reduction of both cost and 
weight with respect to the traditional 
manufacturing processes of aluminum machined 
structures. Moreover, it would also be possible 
to realize a fleet of small satellites easily, based 
on the same modular structure. 
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Abstract  

Operational feasibility of a new air traffic 

management concept is assessed which might 

increase the efficiency of en-route operations by 

up to 100%. The concept follows the idea of a 

sectorless airspace organization in which one 

controller is responsible for n>3 aircraft during 

their entire flight within one big airspace. 

Hypotheses, validation strategy and the real 

time simulation campaign are described.  

1 General Introduction  

The current practice to organize the airspace 

and to balance demand and capacity is the 

partitioning of airspace into sectors. With the 

increase in air traffic a common practice has 

been to decrease the size of the sectors in order 

to limit the workload of the air traffic 

controllers. However, this approach has its 

natural limits. With the increasing number of 

sectors the number of coordination activities 

will increase as well. In addition, a smaller 

sector size reduces the possibilities for 

controllers for tactical and strategic control of 

aircraft. Two basic approaches are currently 

discussed to mitigate these problems. On the 

one hand, dynamic sectorization including an 

optimized process for partitioning the airspace 

into sectors according to the main traffic flows 

is pursuit to reduce the complexity since less 

crossing traffic can be expected. This can be 

beneficial especially for sectors feeding terminal 

areas of major airports. On the other hand, 

automation is introduced to reduce the workload 

of the controllers. E.g. for en-route sectors 

concepts for multi sector planning have been 

introduced. But it is not obvious yet whether or 

not this will enable the handling of the 

envisaged increase in air traffic within the next 

15 years. 

This contribution reports about a different 

approach. Within this concept, the entire en-

route airspace (e.g. the entire German en-route 

airspace) is considered as one big airspace. The 

basic idea is that an aircraft that enters this 

airspace will be controlled by only one air 

traffic controller (ATCo) during its entire flight 

in this airspace (e.g. from TMA exit to TMA 

entry or from entry point into German airspace 

until its exit point). Following the statistics for 

the day in 2008 with the highest traffic load in 

Germany (23rd of September), in average on 

every hour of an ATCo on the controller 

working position, 1.77 hours of flights have 

been managed. Transferring this to our approach 

means that an ATCo who is controlling two 
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aircraft at the same time would be at least as 

efficient as within today’s operation. 

Controlling more than three aircraft 

simultaneously would mean a dramatic increase 

in efficiency. First ideas about such a sectorless 

ATM-concept have been addressed in [1]. Here, 

the starting point was, that ―instead of having 

two controllers controlling one sector containing 

n aircraft, one controller will be responsible for 

a limited number of m>2 aircraft, from 

departure to arrival terminal areas (TMA)‖. In a 

follow on activity, Riviere [2] proposed ―… to 

provide a very simple route network and to 

improve it by using optimization techniques‖. 

Initial idea of [1] was to combine the sectorless 

ATM idea with the concept of an autonomous 

aircraft i.e. a trajectory-based, individual flight 

control. In the last case a sectorless controller 

working position (CWP) is required providing 

features like a Cockpit Display of Traffic 

Information (CDTI) combined with an Airborne 

Separation Assistance System (ASAS). Similar 

to free flight operations the question of how to 

resolve separation conflicts arises. Especially 

the coordination of actions of the sectorless 

controllers was identified to be critical. Initial 

studies of using VFR rules revealed that these 

rules seem to be insufficient for a proper 

conflict management. Therefore, Extended 

Flight Rules (EFR) should be applied which 

have been defined (see [3]) for a Free Flight 

scenario. In terms of the sectorless concept [1] 

several options have been discussed: (a) 

Extended Flight Rules, (b) fully automatic 

coordination of action and (c) a combined 

solution of procedural and automatic 

coordination. However, dedicated validation 

activities to assess the feasibility have not been 

conducted.  

In a joint project call Airspace Management 

2020 (LRM2020), DLR and DFS have further 

assessed the feasibility of this sectorless ATM 

concept [4], [5]. A deeper analysis of ATCo – 

a/c relationship [6] revealed that an average of 

three a/c per ATCo results into an equivalent 

efficiency as in current operations. A ratio of 

1:6 would mean an increase of 100%. In a series 

of small workshops with controllers and ATM 

experts the initial concept has been refined and 

benefits have been anticipated. Special 

emphasis has been given to the new roles and 

tasks of the ATCos and the required support 

tools including their HMI integration. After 

being more familiar with the concepts, the HMI, 

and the support tools, controller stated that a 

ratio of 1 to 6 (meaning controlling six a/c at the 

same time) could definitely be possible. They as 

well stated that the aircraft under control do not 

need to fly in same area. Based on these positive 

results and feedbacks, next steps have been 

undertaken to further assess the operational 

feasibility. A two weeks simulation campaign 

with eight experienced air traffic controllers 

(upper area control Karlsruhe) has been carried 

out in November/December 2010.  

2 The Concept of Sectorless ATM 

The basic idea behind this new concept is 

rather simple. As already stated in the 

introduction, a controller is no longer in charge 

of managing the entire traffic within a given 

sector. Instead, he is now responsible for a 

certain number of aircraft throughout their 

entire flights within a given airspace (e.g. within 

the German airspace). This way of traffic 

control will not change the basic responsibilities 

given to the ATCos: They will remain 

responsible for a safe conduction of flights. 

Once an aircraft enters the airspace, either from 

a terminal area or via an airspace entry point, it 

will be assigned to the ―next available‖ air 

traffic controller. This controller will then be 

responsible for the entire flight within the 

airspace until the exit point or until transitioning 

into a terminal area. The basic task of the 

controller will remain untouched: he has to 

ensure a conflict-free flight. This concept offers 

a lot of advantages over the traditional air traffic 

control. The most important ones are: 

 

 The traffic load can be easily distributed in a 

very balanced way over the controllers on 

duty. 

 Airspace capacity is no longer restricted by 

sector capacity. Instead, we can expect an 

increase in ATCo efficiency of up to 100%. 

 It offers an easy way to implement 

contingency actions since controllers can 
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take over aircraft regardless of which center 

they are currently working for. 

 Coordination actions between adjacent 

sectors are no longer necessary. The amount 

of voice communication between the aircraft 

and ATC are reduced. There are no 

handover and identification communications 

necessary. 

 SESAR (or NextGEN) concept elements 

like business trajectories can be easily 

incorporated in this concept since the 

controller will have in mind the entire flight 

of his aircraft. He is only supposed to 

interfere in case of conflicts. The better the 

individual business trajectories are 

coordinated with each other the less difficult 

will be the job of the controller. A more 

detailed discussion can be found in [7]. 

 As the airspace structure (sectors, airways, 

etc.) are no longer necessary, a ―Direct-To‖ 

based traffic organization can be envisaged. 

 Controllers will immediately see what their 

control actions will mean to the aircraft. A 

closer relationship between controllers and 

aircrews will be established. The ATCo 

could be regarded as an additional 

(temporary) aircrew member taking care for 

conflict free routing. The development of a 

common situation awareness of aircrew and 

controller will as well contribute to an 

increase in safety. 

 

Obviously, some technical changes with 

respect to voice communication between 

controller and pilot need to be introduced before 

such a concept can be realized. However, 

research has already been conducted that can 

enable decoupling air-to-ground communication 

cells from ATC sectorization [8]. 

Although the basic concept seems to be 

surprisingly simple and attractive at the same 

time there are some open questions remaining 

from an operation al point of view: 

 

 What kind (if any) of ATCo-ATCo 

coordination will be necessary? 

o In case of conflict, the two affected 

aircraft most likely will be controlled 

by different ATCos. How can we 

assure that the necessary actions are 

defined unambiguously and  

o What kind of flight rules are required 

that necessary ATCo-ATCo 

coordination activities will not 

increase workload to an 

unacceptable level? 

 How many aircraft can be handled by one 

controller simultaneously? What support 

tools and safety nets are required? 

 How should the assignments of controllers 

to aircraft be realized? 

 

From a safety standpoint, the first two points 

are most relevant. According to the main 

concepts elements, the main tasks of the 

controller will be in tactical control. Planning 

activities and most likely the most of the 

coordination activities will be carried out by the 

coordination and assignment center. The 

separation management is divided into two 

different tasks. Mid term conflict detection with 

a look ahead of 10 to 15 minutes (or up to 20 

minutes) will be done automatically by the 

support functions. The main task of the 

controller is to perform separation management 

within 5-10 minutes look ahead time. This task 

sharing between controller and system will 

allow the controller to still generate a picture of 

the surrounding traffic of each of his aircraft 

under control. Doing this for all (up to six) 

aircraft for the full time horizon up to 20 

minutes seems to be hardly possible. 

3 Experimental Setup 

3.1 Validation approach 

In order to guarantee a successful validation 

process the European Operational Concept 

Validation Methodology (E-OCVM) [9] was 

followed. It defines different stages of concept 

maturity in the concept validation life cycle. 

This model is applied for the purpose of 

determining what type of validation exercises 

should be performed with the new concept / 

services under test. Due to its novelty the 

sectorless ATM can be allocated to a ―V1‖ 

stage: in this stage general principles of the 
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concept are about to be validated, furthermore 

essential topics like operability, acceptability, 

and usability. Thus, this study can and will 

concentrate on operational feasibility only. In 

these early stages it has to be checked if 

operational requirements are fulfilled – 

otherwise the concept is not ready to be 

transferred to higher levels of maturity.  

Operational feasibility trials make baseline 

test runs redundant as direct effects of a new 

concept in a pre-mature status cannot be 

expected. Therefore the users will be confronted 

with the new system in each test run. Results 

will focus mainly on the users’ feedback. The 

trials will be characterized as confidence-

building measure.  

Following hypotheses have been identified to 

be tested in the subsequent study:  

 Hypothesis 1: It is possible to manage six 
aircraft in one large sector by one ATCo. 

 Hypothesis 2: Six radar tiles compiled on 
one single HMI work sufficiently according 
to the ATCos; geographical proximity is not 
necessary to handle the traffic. 

 Hypothesis 3: Given the new sectorless 
concept, an additional conflict detection tool 
is essential. 

 Hypothesis 4: In addition to the conflict 
detection, resolution advisory tools are 
desirable. 

3.2 Methodology 

The simulations were run on DLR's traffic 

simulator (TrafficSim) in the facilities of the 

DLR-Institute of Flight Guidance in 

Braunschweig, Germany. The simulator 

generates a 4-D trajectory for each aircraft and 

moves the aircraft along the trajectories in real 

time. As input the simulator uses flight plans, 

aircraft performance data, aircraft state vector at 

starting position and meteorological data. For 

each aircraft it can be operated in FMS mode 

and in open vector mode, which is used for 

controller commands. The simulator is designed 

for flexible use in human-in-the-loop real time 

experiments. It can also be used for fast time 

simulations; however, this was not used in our 

simulations. A more detailed description of the 

simulator can be found in [4], [5].  

There were two ATCo working positions 

with a 4k*2k display each. The HMI design has 

to take into account that the allocated aircraft 

can be located in completely different parts of 

the airspace. In order to be able to provide all 

necessary information the display was divided 

into eight information areas, as can be seen in 

Fig. 1. There were six radar display regions 

(marked by R), one conflict display area 

(marked by C) and a situation area (marked by 

S).  

For each aircraft under control there was a 

radar display with the same symbolism and 

layout as present radar displays. All displays 

provide basic flight information like position, 

altitude, speed, history and flight plan 

information. The aircraft under control is shown 

in magenta. The ATCo could zoom in and out 

of the radar display as needed. Conflict 

information was provided in case the aircraft 

was in conflict with another. The radar display 

also provided flight plan information and a 

MinSep tool to measure the minimum distance 

between two aircraft, either vector-based or 

trajectory-based. Fig. 2 shows the radar display 

in more detail. 

 

R R R R 

R C S R 

Fig. 1 Abstract diagram of the display and its eight 

information areas 

There was also an information area containing 

conflict information, the conflict display. The 

system identified lateral as wells as vertical 

conflicts. A conflict horizon of 0 minutes allows 

a look-ahead of separation conflicts specified 

with 5NM laterally and 1000ft vertically. The 

conflict display showed which aircraft were in 

conflict with each other and which rules applied 

to this conflict. It was indicated which of the 

aircraft had to introduce an avoidance maneuver 

and which of them was going to reach the 

conflict point first. Fig. 3 shows a picture of the 
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conflict display. In addition to this medium term 

conflict detection the controllers were also 

provided with safety-net measures, such as a 

short term conflict alert. 

 

 

Fig. 2 The radar display 

 

 

Fig. 3 The conflict display 

Another information area showed a newly 

developed situation display containing 

information on all six situations at a glance. A 

discussion of this display will not be a part of 

this paper. The details and results concerning 

this situation display will be discussed in a 

separate paper. 

The ATCos communicated with the 

aircraft via datalink. This was a purely 

practical choice to avoid having to introduce 

voice transmission and simulation pilots. It is 

expected that LRM2020 will extensively use 

datalink communication; however, it is not part 

of the concept to completely dispose of radio 

communication. It will still be necessary to have 

a direct voice communication with the pilots in 

addition to datalink communication. Reducing 

the communication to datalink only was just a 

simplification for this simulation. 

The scenarios were based on real traffic over 

Germany, namely radar data from September 

10th, 2008, a day with very high traffic load 

provided by DFS. The traffic was varied in 

order to be rich of conflicts. The conflicts were 

not constructed but resulted from the real traffic; 

however, they were condensed in order to have 

many conflicts within the 30-minute-span of a 

scenario. There were five scenarios, which were 

constructed differently (cf. table 1). The first 

scenario, which was used for training, contained 

mainly traffic moving from west to southeast 

and from southeast to west. The second scenario 

contained mainly traffic moving from south to 

north and from west to southeast. The third 

scenario contained all kinds of traffic 

movements. The fourth and fifth scenario 

contained for one ATCo traffic which was close 

to each other and moved from west to south, 

whereas for the other ATCo it contained all 

kinds of traffic movements. For simplification 

the scenarios did not contain weather 

information. Also restricted areas and 

temporarily reserved areas were not part of the 

simulations. 

 

Tab. 1 Scenario Overview 

Scenario ATCo 1 ATCo 2 

1 

(training) 

West → Southeast 

Southeast → West 

2 
South → North 

West → Southeast 

3 
All directions, 

no geographical proximity 

4 

West → South 

Close geographical 
proximity 

All directions, 

no geographical proximity 

5 

West → South 

Close geographical 

proximity 

All directions, 
no geographical proximity 

 

There were only few independent variables 

that were varied on purpose:  
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In most runs the ATCos were provided with 

conflict resolutions, i.e. they were given 

suggestions on how to deal with conflicts and 

avoid them. These suggestions could be chosen 

or the ATCos could develop their own strategies 

and implement them. In some of the runs these 

resolutions were withheld, such that the ATCos 

had to develop their own solutions all the time. 

The situation display was not provided for all 

the runs. Since this display will not be discussed 

here but in a different paper this variation in the 

scenarios is not of interest here. 

Only one run was dedicated to be conducted 

without the support of the conflict alert. This 

was only done once and mainly for system 

development interests. The outcome of this run 

will be discussed separately. 

Appropriate measurements had to be 

identified to test the hypotheses. As ATCos’ 

feedback had been identified as major source of 

information it was decided to measure users’ 

response by  

 extensive debriefing after each test run and 
by an 

 operational feasibility questionnaire. 

 

An additional data source is the  

 observation of the test subjects during the 
test runs by two experienced ATCos acting 
as subject matter experts (SME). They have 
been involved in the development of the 
sectorless ATM concept for two years. 

The questionnaire is tailor-made and follows 

the style of the interview technique which has 

already been used successfully in the European 

Project EMMA2 [10]. Participants of the study 

are confronted with several statements in a 

paper-pencil questionnaire after the final test 

run. They have to choose their amount of 

agreement to these statements with a six point 

Likert scale (ranging from ―1 - strongly 

disagree‖ up to ―6 - strongly agree‖). In addition 

to that, they are invited to put down comments 

to each statement as well.  

 

The questionnaire consists of the following 

sub-scales: 

 General feedback on the sectorless ATM 
concept (―L‖; 14 items); connected with 
Hypothesis 1. 

 General feedback on the HMI and its 
presentation of all tools (―G‖; 3 items); 
connected with Hypothesis 1. 

 Radar Display (―R‖; 23 items); connected 
with Hypothesis 2 

 Conflict Detection and Resolution (―C‖; 33 
items) connected with Hypothesis 3&4. 

 Newly developed Situation Display (―I‖; 15 
items) 

 Preliminary tentative results on users’ 
workload (―W‖; 3 items) 

 Preliminary tentative results on users’ 
situation awareness (―S‖; 3 items) 

A thirty minute slot was reserved for a 

debriefing after each test run. Both ATCos, 

system developers, SMEs and experimenters 

took part in that session. The session allowed 

room for the ATCos assessment of workload, 

the traffic situation in general, the feasibility of 

the sectorless ATM concept under the 

conditions of the previous test run.  

Training consisted of a two-hour long 

briefing and two test runs. It can not be 

compared to a realistic training on a new system 

that will be used operational by an ANSP in the 

near future.  

Each ATCo worked in front of his own 

display. They performed four different test runs 

(cf. scenarios), each of them containing two 

ATCo working situations, i.e. overall each 

ATCo was confronted with eight different 

situations. There was also a training scenario 

which was not used in the simulations. 

Since the experiments were human-in-the-

loop experiments each run was expected to 

develop differently from the other, even if the 

starting situation was the same. Different 

controller reactions and reaction times were 

expected to cause different traffic developments 

later on in the runs. 

The trials were executed with eight ATCos 

between the 29th November and the 9th 

December 2010. The experiment supervisor 

defined, organized and conducted the validation 
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tests; ensuring that all relevant results were 

recorded. 

Participants of the study were eight air 

traffic controllers from the German air 

navigation service provider Deutsche 

Flugsicherung (DFS). Six of them were male, 

two were female. Their average age was 

35.4 years (standard deviation: 8.4 years) and 

the mean reported experience as ATCo was 

11.1 years (standard deviation: 7.7 years). While 

seven ATCos worked on the upper air space 

position, one ATCo worked both upper and 

lower air space. 

4 Results and Discussion 

The results of this study reflect the very first 

reaction of ATCos with long lasting experience 

on small and geographically well known sectors 

while interacting with one possible concept of 

tomorrow’s ATM world. 

Since the sample size is only eight different 

ATCos per item, the binomial test as a non-

parametric statistic was used to prove the results 

for its statistical significance. The binomial 

distribution can be seen as a rather conventional 

and robust statistic, which is supporting the H0 

hypothesis, meaning that results become harder 

significant in the expected direction (H1). The 

advantage is that results, which become 

significant, are more likely to be really 

meaningful. 

By use of a binomial test for a single sample 

size, each item was proven for its statistical 

significance by following conditions: 

 Answers from 1 (disagreement) through 6 

(agreement) 

 Expected mean value = 3.5 

 Test ratio: .50 

 N = 8 

 = 0.05 

 

A star (*) attached to the p-value means that 

the agreement with a statement has been 

significantly unambiguous because the p-value 

is equal or less than the critical error probability 

which is 0.05.  

A plus (+) attached to the p-value means that 

the agreement with a statement has at least a 

significantly unambiguous trend because the p-

value is equal or less than 0.10. More tests are 

needed to clarify if this trend is really 

unambiguous significant. 

Mainly significant results are presented in 

this paper as any other results are unambiguous 

and therefore subject for further investigation. 

4.1 Feasibility of six aircraft in one large 

sector 

Given the ATCos’ response to the statements 

of the questionnaire, there are already 

significant trends that the new concept is easy 

and intuitive to understand. This can be 

explained by their feedback that input devices 

were functionally simple and involving them in 

a minimum number of input actions. They think 

that it is conceivable to have even more than six 

aircraft under control. Nevertheless, rules and 

procedures are not yet complete according to the 

ATCos. Furthermore, there was a trend that 

working with the new concept revealed some 

problems in the simulations.   

 

Tab. 2 Questionnaire Results: The concept  

ID Statement Mean 
Standard 

deviation 
P-value 

L01 
The new concept is easy and 
intuitive to understand. 

4.5 0.8 0.07+ 

L14 
In my opinion rules and 

procedures are complete. 
2.1 1.2 0.07+ 

L 11 

In my opinion it is conceivable 

to have more than six aircraft 

under control. (N=7) 

4.0 1.4 0.13 

G02 

The used terminology or 

symbology was easy to 
interpret. 

4.9 1.3 0.01* 

L06 

Working with the new concept 

revealed some problems in the 

simulations. 

4.6 1.3 0.07+ 

G03 

Input devices were functionally 

simple - involving me in a 

minimum number of input 
actions. 

4.9 0.8 0.07+ 

W05 
Workload was higher when 
vertical conflicts had to be 

resolved. 

4.6 1.2 0.07+ 

 

The positive feedback is supported by a 

statistically significant result that the used 

terminology and symbology was easy to 

interpret. 
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Yet first hints on experienced workload 

reveal that there was a trend for a higher amount 

of workload when vertical conflicts had to be 

resolved (cf. table 2). 

In addition, ATCos were asked about their 

opinion up to which flight level they think that 

the sectorless ATM concept would be feasible. 

Their answers range from FL330 to FL380. 

Further results from the ATCos’ comments 

reveal that early implementation of conflict 

solutions results in more time to monitor the 

traffic. Without sector borders there were more 

possibilities to solve conflicts. 

As indicated by one ATCo it was almost 

impossible to solve a conflict whose solution 

had been delayed too long. This result is 

supported by the observation made in one test 

run where such a situation resulted in the only 

operational error of the whole test runs.  

Additional results from the observations 

reveal that a general scepticism towards the 

concept which was present in the beginning of 

the test runs, diminished as controllers became 

more comfortable with the new way of working.  

From a technical point of view it can be 

summarized that the simulators were stable. 

During the 40 test runs only three other 

interruptions occurred; two due to the display 

and one due to the simulator.  

4.2 Feasibility of one single HMI with six 

radar tiles 

Given the ATCos’ response to the 

questionnaire, there is significance that six 

radar tiles on one single HMI are feasible: the 

configuration of the radar display is accepted by 

them regarding size, contrast, zoom 

functionality, and update rate.  

Furthermore there is a statistical trend that 

the configuration of the trajectory is accepted as 

well. 

There are significant results that they were 

provided with a quick and efficient means to 

assign speeds and direct tos. A statistical trend 

exists at least for efficient means to assign 

headings as well. 

ATCos tend to agree that assignments were 

manageable without any problems.  

The feasibility was stressed by the agreement 

about the possibility to correct a mistaken action 

easily (cf. table 3). 

Additional results from the ATCos’ 

comments support these results. It was 

mentioned that the conflict display should be 

placed in the center of the screen; the radar 

displays should be as close to each other as 

possible. The new situation display can be at the 

top or the edge of the screen. 

This request by one of the ATCos was 

immediately granted by DLR’s system 

developers and the new layout was used and 

tested by this ATCo in the following runs. 

Taking into account the ATCos’ feedback it 

is important to be able to see all the situations at 

the same time. In their opinion zooming into a 

big overview display would not be a sufficient 

alternative to having individual displays. 

 

Tab. 3 Questionnaire Results: Radar Displays  

ID Statement Mean 
Standard 

deviation 
P-value 

R01 

The configuration of the radar 
display is fine with me, 

regarding 

• Size 

5.3 0.5 0.01* 

R03 • Trajectory 4.5 0.8 0.07+ 

R05 • Contrast 5.1 0.8 0.01* 

R06 • Zoom functionality 5.3 0.5 0.01* 

R08 
• Update rate (= it provides a 

continuous service) 
5.5 0.8 0.01* 

R11 

I was provided with a quick 

and efficient means to assign 

• Headings 

5.1 1.4 0.07+ 

R12 • Speeds 5.3 0.7 0.01* 

R13 • Direct tos 5.1 0.8 0.01* 

R14 
Assignments were manageable 

without any problems. 
5.1 1.0 0.07+ 

R18 

The display allowed me to 
configure the display 

capabilities (e.g. range scale 

selection…). 

5.4 0.7 0.01* 

R21 
It was possible to easily correct 

a mistaken action. 
4.9 0.6 0.01* 

R22 

The response time of the HMI 

was adequate to allow making 
inputs without having to wait 

unduly for the system to 

process and validate the input. 

5.3 1.0 0.07+ 

The first impression that geographical 

proximity of the a/c under control is necessary 
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could not be sustained throughout the trials. In 

the end controllers admitted that geographical 

proximity is not as important as thought at first 

glance. 

 

Fig. 4 ATCo in discussion with DLR staff  

4.3 Need for a conflict detection tool 

According to the ATCos’ feedback to the 

questionnaire, they agree on the need for a 

conflict detection tool within the concept of a 

sectorless ATM. 

 

Tab. 4 Questionnaire Results: Conflict Detection  

ID Statement Mean 
Standard 

deviation 
P-value 

C08 

It was early enough to detect 

when a conflict partner gave 
way. 

4.9 1.0 0.07+ 

C13 

I appreciate the function to 

highlight critical a/c 

automatically. 

5.4 0.5 0.01* 

C17 
Colours are selected properly 
(e.g. ―orange‖ for conflicts that 

have been noticed). 

5.1 0.4 0.01* 

C18 

The change of colours (e.g. 

from red to orange) is ok for 

me. 

5.3 0.5 0.01* 

C25 
I appreciated the information 
who was in charge of a 

conflict. 

5.4 0.5 0.01* 

C26 

I appreciated that the conflict 
information was displayed 

continuously while the conflict 

is present. 

5.1 0.8 0.01* 

C23 
I appreciated the conflict 

information in general. (N=7) 
5.1 0.7 0.02* 

 

There are significant results that they 

appreciated the conflict information in general 

and the function to highlight critical a/c 

automatically. They agree that colours and the 

change of colours are selected properly.  

Furthermore they report that an identification 

of the ATCo who is in charge of a conflict is 

given as well. They approve that the conflict 

information was displayed continuously while 

the conflict is present.  

A significant trend exists that it was early 

enough to detect when a conflict partner had to 

give way (cf. table 4).  

As mentioned above only one run was 

dedicated to be conducted without the support 

of the conflict alert. This was done only once 

and mainly for system development interests. 

As expected this variation resulted in a tense 

atmosphere compared to the other runs. ATCos 

worked highly concentrated in order to maintain 

separation. However the ATCos mentioned after 

the trials that turning off the conflict detection 

did not shock them. They report that they also 

experience extreme situations nowadays.  

4.4 Request for a conflict resolution tool 

According to the ATCos’ feedback to the 

questionnaire, there is no trend that a conflict 

resolution tool is necessary within the concept 

of a sectorless ATM.  

Yet there is an agreement that they paid 

attention to the proposed solutions. 

Nevertheless, there is a trend that ATCos 

think, that in some cases it would have been 

more sensible if the other conflict partner had 

had to give way. There are as well results from 

other ASAS related projects that do support a 

less stringent set of rules and revealed big 

advantages if resolution responsibility can be 

shifted in a deterministic way from one party to 

another, see [11] for more details. Questionnaire 

results give no hint that workload was higher in 

scenarios without suggested conflict resolutions. 

In addition to that ATCos hesitate to state that 

they missed suggested conflict resolutions when 

they were not available in selected simulator 

runs. 

However, results of the observations show a 

tendency for a need of a conflict resolution tool. 

Since the ATCos were neither required to 

analyse the solutions provided by the tool nor 
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had to implement them, the provision of conflict 

resolutions is not disadvantageous. 

5 Conclusions 

The general outcome of the simulations was 

promising. Most of the ATCos were positive 

about the new concept and could imagine 

working in this manner in the future. Although 

all of them stressed the importance of further 

development and research only one of the 

simulation subjects announced a strong dislike 

for the concept itself and the way the ATCo 

would have to make use of the support tools.  

The simulation revealed that it is possible for 

the ATCos to work with six aircraft under 

control in normal circumstances. It was obvious 

that introducing more complex situations might 

reduce the time the ATCo can spend with each 

of the aircraft, because his focus must stay 

longer on a certain situation. Also the size of the 

display and ergonomics do limit the number of 

aircraft under control. The ATCo must at all 

times be allowed to monitor the aircraft, i.e. 

their respective radar displays without 

movement of the head. This limits the number 

of radar displays since each of the displays must 

not be too small.  

The simulations clearly showed the 

importance of a conflict alert tool. Since in a 

sectorless concept the ATCo works alone, 

without the help of a colleague (planner), most 

of the tasks of the planning ATCo must be taken 

over by system support. In a sectorless concept 

the ATCo relies on the conflict alert, which 

gives a 20-minute-ahead warning of conflicts. 

Since the ATCo has to monitor 6 aircraft at the 

same time it is impossible to perform such a 

long look-ahead, on the one hand because of the 

enormous complexity of such a long look-ahead 

and on the other hand because of the smaller 

radar display range around the aircraft under 

control. 

Future research should focus on introducing 

realistic weather situations and restricted areas 

to the simulations. It must be analyzed if the 

sectorless concept works in airspace below FL 

350 as well and the developed tools must be 

refined. 

The expected advantages regarding capacity 

and flexibility keep the sectorless concept a 

research topic well worth investigating further. 
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Abstract
The aim of the research presented in the
paper is to obtain dynamic airspace
configuration problem solutions applicable
on practice and to overcome the
shortcomings of existing approaches. For this
purpose new method is proposed based on
special genetic algorithm. The developed
algorithm was tested on real data and showed
good results in comparison with real airspace
configurations.

1 Introduction
The dynamic airspace configuration

problem consists in dynamic adaptation of the
managed airspace structure to the air traffic
changes.

Despite the fact that the air traffic intensity
in the Russian Federation is
incommensurably less than European level
nowadays, the dynamic airspace
configuration problem is relevant. First of all,
the air traffic growth rate is rapidly
increasing. Secondly, air traffic rate is high in
a number of the flight information regions
(FIR) because of considerable air traffic

irregularity. And thirdly, the airspace
structure modernization currently is in
progress and includes the FIRs consolidation
and airspace optimization.

It is necessary to seek for the optimal time
and  space  partition  of  the  airspace  into  FIRs
and  sectors.  But  the  air  traffic  growth  and
FIRs  consolidation  combined  with  daily  and
seasonal traffic variations makes it impossible
to solve the problem without using
optimization algorithms and decision support
tools.

There are two main approaches to the
formulation of airspace partitioning in space
and time problem. The first one considers the
problem as a whole, the second – as dividing
into two subproblems:

sectorization – optimal dividing
airspace into time-stable elementary
volumes (elementary sectors);
dynamic airspace configuration –
creating optimal schedule of
elementary sectors grouping into air
traffic control (ATC) sectors during
the day.

Both ways are used in existing works: for
example in [1], [2] and [5] the problem is
considered as a whole, and [3], [4] is focused
on the dynamic airspace configuration
problem.

Algorithms and tools for dynamic airspace configuration
based on genetic approach

K. Veresov
GosNIIAS, Russia

Keywords: ATM, airspace configuration, genetic algorithms
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The problem decomposition makes it
impossible to obtain optimal solution in terms
of a whole problem. On the other side it can
be considered as a price for meeting
ergonomic constraint on permissible sectors
boundaries changes [6]. The sectorization
problem was successfully solved by
GosNIIAS specialists [7], this research deals
with dynamic airspace configuration problem.

2 Background and related works
Investigations in this field are conducted

about 20 years in Europe and USA. During
this time, various algorithms for the dynamic
airspace configuration have been proposed.
Among them are the clustering algorithm [1]
[2], the genetic method [3], branch-and-
bound principle [4]. There are also
combinations of different approaches, for
example the algorithm based on Voronoi
diagram and genetic method [5].

The dynamic airspace configuration tools
are included in several ATM simulation tools
designed for airspace usage planning.
NEVAC (Network Estimation Visualization
of ACC Capacity) developed by
EUROCONTROL can be given as an
example.

The existing approaches have a number of
limitations or weaknesses: simplified airspace
structure description; insufficient taking
account of practical rules of real air traffic
controllers work; using of simple
optimization criteria with no account taken of
a number of important factors. At present,
new approaches to the problem aimed to
overcome listed shortcomings are developing
[5]. The proposed method, which is a subject
of the paper, has similar nature.

3 Problem formulation
This work was aimed at practical solving

of the problem (i.e. obtaining applicable in
practice solutions). The problem formulation
has many features in this context.

The problem is solving within the limits of
single  ATC  region,  which  is  defined  by  its

boundaries, airspace partitioning into
elementary  sectors  and  air  route  structure.
Airspace usage practice in Russian Federation
allows airspace altitude partitioning into two
layers. Airspace partitioning into elementary
sectors can be result of computer-aided
sectorization problem solving or solving by
expert without using special tools.

The problem can be solved on the basis of
one of the two assumptions:

traffic intensity in the region is
variable during the day, but the
variations schedule is stable from day
to day
the intensity variations schedule
considerably changes from day to day.

In the first case the solution corresponds to
cyclic schedule of elementary sector grouping
that pass through one day to another, in the
second the problem is solving for each day
separately.

The flight plans for chosen ATC region
and time interval are used as an input data.

The time discretization unit is equal to one
hour.

The optimization criterion (Eq. (1))
provides for minimization of the sector-hours
per day total number and controller workload
balancing for the ATC sectors working at the
same time.
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where M – number of daily flight plans in set
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Qij – controllers workload equability
measure for ATC sectors working at the same
time
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zijk – nondimensionalized controller
workload for k-th sector in i-th hour of j-th
flight plan

Zij – mean zijk with respect to sectors in i-th
hour of j-th flight plan.
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The constraints are based on practical rules
of controllers work:

Controller workload must not exceed
maximum permissible value every
hour for each sector.
Airspace configuration should change
not more frequently than minimum
fixed value.
To meet previous constraint the sector
grouping schedule should be closed
(cyclic) in case of stable traffic
intensity variations schedule.
Otherwise it should take into account
the sector grouping schedule used in
the previous day.

The formulated optimization problem has
the following features:

discrete nature of the optimization
parameters;
high dimensionality of the
optimization parameters;
multiextremal criterion function;
search space nonconvexity,
disconnected feasible regions
discontinuity of the functional of
factor dependence on the optimized
variables
expediency of obtaining the spectrum
(set) of solutions.

These specific features of the
mathematical synthesis problem, on the one
hand, make impossible the application of
nonlinear programming, and on the other
hand, do not allow constructing efficient
numerical procedures using complete or
limited enumeration. Realistic are algorithms
based on ordered and directed random search.

4 Proposed solution method
Genetic optimization algorithms based on

evolutionary approaches for finding an
optimal solution possess the important
advantages which provide successful solution
in the conditions described above. These
algorithms are related to zero order methods
(that do not require derivative calculation)
and consequently, do not impose conditions
of continuity and differentiability of the

criterion function and constraint functionals.
They are robust with respect to the form of
the optimized function and provide finding
the global extremum. In these algorithms, the
optimal solution is sought by direct
“manipulation” of the sets of several
admissible solutions (to which inadmissible
but attractive from some point solutions can
be added) forming the population. The search
is  concentrated  on  the  most  promising  of
them with account of the search prehistory.
However, complexity of the formulated
problem didn’t allow using simple genetic
algorithm with binary coding for its solution.
Therefore the special genetic algorithm has
been developed.

Fig. 1 Coding

Fig.  1  shows  coding  of  the  schedule  of
elementary sectors grouping/degrouping as
string  of  integers  (chromosome  in  terms  of
genetic algorithms). As one hour is chosen as
the discretization unit, the string contains of
24 string cells (genes). Each of them contains
number (A, B, C) which corresponds to the
unique scheme of elementary sectors (fig. 2)
used in this hour. Thus the chromosome is
divided into time intervals, and different
sector configuration is used in each of them.

Fig. 2 Grouping/degrouping of elementary sectors
during the day

Solutions (individuals) for the first initial
set (zero population) are randomly generated
and ranged by criterion in ascending order.
Then the search of the best solution is
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accomplished by iterative improvement of the
solutions set (population).

As we can see in fig. 3, the full population
is formed on the each iteration. It includes all
persons from previous population and new
persons, obtained by applying crossover and
mutation operators. The operators are applied
in parallel to different randomly selected
«parent» individuals. Their selection is based
on a probability line so the best individuals
have a better chance to be chosen. Then the
full population is ranged by criterion in
ascending order and the best individuals is
selected into the next population. Thereby the
algorithm scheme is close to the standard one.
The main features of the developed algorithm
lie in realization of specific genetic
procedures. It is caused by specificity of the
solution coding.

Fig. 3 Scheme

It should be noted that the developed
algorithm includes two special methods to
prevent premature convergence to local
minimum  and  to  increase  the  diversity  of
solutions.

1) Too similar solutions are eliminated
from the new population, for which purpose
the concept of affinity based on
configurations geometrical likeness is used.
The worst of two related individuals is
discarded.

2) Individuals are divided into two
categories: solutions that meet the constraint
on controller workload and solutions that
failed to meet it. Part of the population is

allocated for individuals from the second
category.

Fig. 4 Crossover

The crossover operator is constructed
under the one-point scheme. After selecting
two parents the crossover point is randomly
chosen. Children chromosomes are formed of
two parts of parents chromosomes (fig. 4). By
default, the crossover point becomes
boundary between two intervals. However
child individual may not meet the constraint
of configuration change frequency (i.e.
intervals length) as a result of such division.
Therefore the «cure» operator is applied to
each child individual that has not passed
verification. It is using two methods: merging
short intervals and slight shifting of intervals
boundaries. If neither one of them didn’t give
positive results, the individual is considered
unsuccessful and is not included into the full
population.

The mutation operator includes three
different mutation types, which based on
alteration of interval structure of the
chromosome:

1) focused change of sectors
configuration on the randomly
selected interval;

2) shift of the boundary between two
intervals;

3) merging of two intervals/division of
the interval into two.

Thus the first mutation type designed to
optimize the configuration on the interval.
Focused configuration change means merging
of underloaded sectors and division of
overloaded compound sectors.
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. 5 Shift mutation

The second and third mutation types
intended for optimization of intervals bound
(for example fig. 5 shows the scheme of shift
mutation type).

All prerequisite calculations (such as
workload computation) are carried out into
preparatory stage to increase algorithm
performance itself.

5 Tools
The described algorithm is realized in

dynamic airspace configuration software tool.
This tool is included into ATM simulation
tools «KIM OrVD», which is designed for the
ATM researches and planning by GosNIIAS
[8].

The dynamic airspace configuration
software tool allows to estimate airspace
structure both in terms of numerical
characteristics (controller workload, traffic
capacity), and from the geometrical point of
view. The 3D visualization tool is developed
for convenience of sector configuration visual
analysis (fig. 6).

6 Results
Conducting of dynamic airspace

configuration by an expert is possible without
using special tools. Schedules received by
this  way  has  some  improvements  and  meet
the constraints, however such solutions are
not optimal in most cases. Also it takes too
much  time  and  requires  good  knowledge  of
the region airspace to obtain schedule even
for small ATC region.

The effectiveness of computer-aided
dynamic airspace configuration based on the
developed algorithm in comparison with the
results received by an expert can be shown on

the example of St. Petersburg FIR consisting
of  five  elementary  sectors  (Fig.  6).  At  the
present moment schedule of this FIR is
divided into two intervals: from 18:00 to 7:00
two elementary sectors are merged, the rest of
the time elementary sectors are separated.
Thereby this schedule saves 12 sector-hours
(total cost is 108 sector-hours instead of
initial 120). Airspace structure and sectors
grouping schedule change 1-2 times a year in
St. Petersburg FIR, such scheme can’t
adequately react to traffic intensity variations.

Fig. 6 St. Petersburg FIR

Let’s take several flight plans for April
2011 as input data and conduct dynamic
airspace reconfiguration for the described
FIR. For the results shown below (table 1) the
configuration change frequency parameter
was set to 8 hours.

Night
interval

Morning
interval

Day
interval

17:00 - 24:00,
0:00 - 1:00 1:00 - 9:00 9:00 - 17:00

1+3+5 1+2+3+4+5 1+3
2+4 2

4
5

Table 1

As we can see from fig. 7, significant
reduction  of  the  ATC  sectors  number  is
achieved: 2 sectors are used at night interval,
1 at morning interval and 4 at day interval, in
total 56 sector-hours are spent. Fig. 8 shows
the difference between maximum and
minimum workload of controllers working at
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the same time. The workload became more
balanced as a result of dynamic airspace
configuration. At the day interval difference
is slightly reduced or remained the same. At
the night interval significant reduction is
achieved, values fell from 0.2 – 0.4 below 0.1
level. At the morning interval all elementary
sectors are merged in one ATC sector so the
difference on the chart fell to zero.
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. 7 Sector-hours minimization
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Fig. 8 Controllers workload balancing

The efficiency analysis of the developed
algorithm was carried out not only for small
ATC  regions  but  for  large  ATC  centers  as
well  (Moscow  FIR,  19  sectors).  After
splitting twenty-four hours into three 8-hour
intervals a number of spent sector-hours is
reduced by 15% on average in comparison to
the structure used in practice. The algorithm
showed good performance. The optimal
solution can be reached in 3-5 iterations ( 3
seconds) for small ATC regions. Finding near
optimal solution for large regions takes about
15-20 minutes.

7 Further work
As noted above, FIRs trend toward

consolidation  at  the  development  of  Russian
Federation ATM system. As a consequence
the dynamic airspace problem becomes more
complex.  Therefore  the  further  work   main
goal is to optimize algorithm for more
effective solutions search in complex cases.
The parallel genetic algorithm is one of the
ways to achieve it. In such algorithms
optimization process is conducted in several
populations at the same time and solutions
interchange between populations (migration)
is used.

8 Conclusion
The new approach to the dynamic airspace

configuration problem is proposed. The
software tool based on it makes it possible to
effectively manage throughput of the flight
information region in dynamically changing
traffic conditions. This work is executed with
financial support by RFBR (project 11-08-
00841- ).
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Abstract
Algorithm and software tools for optimal route
synthesis problem are considered.  The 4D
route is built, different criteria are examined:
total flight time, route length, fuel consumption,
flight cost. The proposed solution provides the
route planning by various criteria, under
different restrictions, for different rules, with a
various detail level aircraft performance
characteristics. Route building is implemented
in two stages: an optimal 2D route construction
on a graph, then - the vertical profile and time
synthesis. Algorithm accounts for dynamically
changing spatial and temporal restrictions of
different nature

1 Introduction
The 4D flight plan synthesis problem is one

of the basic, most important and difficult tasks
for air traffic management (ATM) and air traffic
control (ATC).

This problem is solved at different stages of
flow management by various participants of air
traffic:

- airline’s planning department for
flight’s requests;

- the flight crew during flight-plan
creation and on-board route calculation and
correction (if flight conditions changed);

- planning services of ATM at all stages
of traffic flows planning (for flights request
adaptation and for traffic flow management).
In this paper the problem of 4D flight plan

creation is considered. The term “4-dimensional
flight  plan”  (that’s  the  same  4D  route)  means
number of plan data of 2-dimensional route (2D
route), altitudes and time profile of the
flight. Now this problem becomes more actual
because of the development control ideology
named as "business trajectory" management.

The flight plan synthesis problem is to select
the best route from the set of possible routes for
the selected criterion, subject to maintaining all
rules and restrictions on the airspace use.

The full 4D route synthesis is a non-trivial
task. It is necessary to take into account
numerous spatial-temporal airspace restrictions
that can have different mathematical
description.

There are many applications related to the
construction  of  routes  that  have  their  own
characteristics. But the procedure should be one
for each problem.

In this paper we propose a two-step and
iterative scheme for 4D route synthesis under
conditions of dynamic airspace use constraints.

Universal algorithm and program tools of 4D flight plan
synthesis under conditions of dynamic special use airspace

E. Filenkova
GosNIIAS, Russia

Keywords: ATM, flight plan synthesis, graph theory, free flight
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The  first  step  is  the  2D  route  synthesis  and
the second step is building time, altitude and
speed flight profiles for this route. 2D route
synthesis is executed as follows. Optimal for
given criterion route is searched on the basis of
current criterion components values for each
route segment.

For the formed route effective (with
minimum fuel consumption) flight profiles are
determined in all phases of flight (climb, cruise,
descent).

So, next problem solving is provided: to find
optimal route for given criterion from the set of
routes executed on effective regime of flight and
satisfying all constraints

Iterative search for the optimal solution has
the following reasons. First, it is often
impossible to determine a priori, what the
spatial-temporal airspace restrictions will be
active for the synthesized route. Secondly, it is
impossible to determine a priori in what kind of
conditions (altitude, time and weight) the
aircraft will fly the specific segments. Part of an
integral criterion corresponding to this segment
depends on these characteristics (the exception
is a special case of optimizing the length of the
route).

An additional advantage of this approach is
that algorithms for solving the second step can
be unified for both en-route, and for "free"
flights.  In  this  paper  we  consider  solving  the
problem of a route synthesis, within the concept
of airways flights.

2 Statement of route synthesis problem
Algorithm and software tool must be

universal and is intended for various users. So
the technical problem statement can be
described as follows.

 1.  It  is  necessary to build optimal 4-D route
for selected criterion. This criterion can be
considered as one of the following indicators:

- total flight time;
- total route length;
- total fuel consumption;
- flight cost - the total cost of its

implementation.

2. Generated route must avoid violations of
airspace use constraints. It can be:

- overloaded airspace elements;
- restricted usage of sectors;
- regions, areas and points;
- special use airspace;
- specific waypoints to fly using it.

3. The final route must meet additional
requirements, for example, the similarity of the
given route.

4. Following specific requirements describes
universality of the proposed route creation
procedure:

- route  can  be  created:  between  two
airports, between the airport and the point,
between the point and the airport, between
two points;

- route can be created for any criterion,
selected by user.
5. It must be possible to create route with the

user specific rules to use en-route structure
(international and domestic routes, the civil and
military flights).

6. Program tools must provide a good
performance (to have a low computational
complexity) for operational use in difficult
conditions (for example, air traffic flows
rerouting,  or  for  the  iterative  search  for  air
traffic flow management solutions).

Formal statement of the challenge is as
follows:

- The route starting and end points
(waypoints or airports) are defined.

- The type of route is defined.
- The aeronautical structure is defined, it

is included:
- segments and waypoints for defined

airspace;
- FIR and air traffic control sectors.

- Airports and SID/STAR for it.
It is identified additional conditions:

- air traffic control sectors list, possible
times of special use for it;

- list of non-active (or overloaded) FIR;
- segments list from special use airspace,

with limitation times and heights.
Types of aircraft and aircraft performance

characteristics are defined.
The date and time of departure are defined.
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The weather data (as equivalent winds for all
segments) is defined.

Criterion for route creation is defined.
It is necessary to generate route between the

two selected points. It must meet all conditions,
rules and airspace use restrictions for minimum
value or criterion.

Route generation is the optimization task
with constraints. The solution is found for
airway’s network. Criterion can be considered
as an additive - flight time is sum of the flight
times for all route segments, total route length is
sum of the lengths for these segments, the total
cost - the sum of the cost for all flight segments.
The task ideology (on the en-route structure) is
similar to the tasks in graph theory. Each route
segment can be characterized by a certain price,
and search for the optimal solution is a set of
these  segments,  corresponding  to  a  number  of
conditions. The main practical problem of using
these algorithms is:

  - "cost of use" for each route segment is a
function not only of its length but also of flight
conditions (altitude and speed);

-  it  is  often  impossible  to  know  a  priori,  a
possibility  to  use  specific  segment  and  the  cost
of it due to spatial and temporal constraints.

3 Algorithm of 4D route synthesis and its
features

The proposed algorithm is implemented as an
iterative process of route creating (Figure 1
shows the integrated scheme for search of the
optimal decision).

The airways structure data are prepared a
priori. It depends on the given route options and
rules. They are stored in accordance with a
graph theory in the “conformity array”.

Preliminarily the conformity array correction
and tuning are executed: unconditionally
inadmissible segments for use are excluded
(accounting static airspace constraints). After
this route initial approximation is constructed.

 Then the full 4D route is synthesized;
specific algorithm depends on various detail
level of aircraft performance characteristics and
the flight rules taken into consideration.

The initial data assign on a conformity
file

The static restrictions taking into
account

 2D route construction on the graph

The target data assign

Dynamic
restrictions actuality

check

4D flight plan decomposition

Yes

End

Conformity file
update

No

Fig. 1 Scheme for search of the optimal decision

The conformity array correction is made
again on the basis of the received results.

First, this full 4D flight plan is checked on
satisfaction of constraints, non-stationary or
existing  on  the  part  of  altitude  range.  If  the
constraints are violated on the route segments,
unacceptably great values are appropriated to
conditional lengths in the conformity array.
Secondly, for all other allowable route
segments, the conditional lengths are calculated
as actual components of the criterion which are
resulting from the conditions of overflying these
segments.

After the conformity array correction the new
2D route is synthesized. The cycle is repeated
before the decision coincides exactly with the
result of previous step, that is the fully
admissible decision is obtained.

In this paper we present a number of original
algorithmic decisions, what are caused by:

- using methods of graph theory in a
4D problem of conditional extremum;

- the need to optimize the criteria,
which not allows building the conformity
matrix a priori;

- the need for high processing speed.
The basic decision is shown below.
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3.1 Particular features of the proposed
algorithm and their realization

1) The 2D flight plan synthesis problem is
solved with algorithm of the shortest way search
on the graph, which is based on Dijkstra's
method.

In general, this algorithm is based on
assigning temporary marks to the graph nodes,
and the j-th graph vertex mark is a high bound
of the length path from the starting vertex s to
this j-th vertex. One of the marks becomes
permanent at each iteration step. This indicates
that the mark is no high bound and it gives the
exact length of the shortest path from graph
vertex s to vertex that corresponds to this mark
[3].

In this task, the graph vertexes are the
airways points, and the graph arcs are the
airways segments. The arc cost (the cost of
transition between two neighboring points that
are connected with a segment) is the segment
length or the conditional length. Path length
(cost)  between two given points is the length
of the route (or conditional length - for example,
flight time). The algorithm application is based
on preliminary formation of conformity matrix
C. Values of the segment length that connects i-
th and j-th points are assigned to ij-th and ji-th
matrix elements. If segment between two points
not exists, then the ij-th and ji-th matrix element
is appropriated unacceptably big size. If the
motion is allowed only from the i-th point to the
j-th, then ji-th matrix element is appropriated
unacceptably big size.

The large dimension of the conformity
matrix that is determined by the number of
vertices is one of the practical algorithm
application bottlenecks.  This dimension is the
total number of airports and waypoints, which
may participate in the route construction. The
number of waypoints is many thousands for
Russian Federation, the number of airports - a
several thousand. As a result, the total number
of matrix elements is very large. When the long
transit route is created, this number is increased
many times. At the same time a number of
airways segments in airspace of Russian
Federation is much less, it is about 10000. This
is the total number of graph arcs. The number of

significant matrix elements is small - hence, the
matrix is sparseness.

Here the matrix dimension problem is solved
as follows. First, arcs costs data are formed as
an array instead of a matrix, the so called
“conformity array”. Secondly, only two airports
- the departure and destination- SID/STAR data
are includes in the array instead of all airports
data.

The conformity array MS dimension is equal
to 4*Nm. The number of columns Nm is
determined by the total number of possible
outcomes of all the graph vertices and is
calculated in the process of the array creation.
MS is ordered: graph vertex 1 is departure
airport, graph vertex 2 - destination airport,
graph vertices from 3 to Nm -  all  airspace
points (the total vertices number in this graph is
Nm, the number of points – (Nm -2)).  If the first
route point is the airways point, not airport, in
the  first  column of MS zero length is recorded,
similarly - for the last point. The route is always
created from the graph vertex 1 to the graph
vertex 2. To change the end route points it is
sufficient to change only the first 2Ns array
columns or their part. It is believed that the
route has one intermediate point at least. The Ns
value is determined by the maximum number of
SID/STAR routes for the airport.

2) The route creating task is relatively simple
for  minimal  route  length  criterion.  But  the  task
becomes much more complicated at use of the
cost  criterion  and  its  special  cases.   In  these
cases it is offered to use the conditional cost of
the segment overflying as the arc length.

Let’s examine this method by the example of
the flight time minimization task. Ideally, the
conditional cost can be represented as:

Cs = l / [Vkr] (1)

where Vkr  - cruising speed for given aircraft
type, l – segment length.

But this is correctly under the certain
conditions:

- Cruising  airspeed  on  the  segment  is  a
constant;

- The value of this speed is known in
advance;
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- The wind can be ignored.
However, this simple case is too rough and

does not consider essential things:
- The speed at the climb and descent

route segments is variable and can be
different  from  the  cruising  speed.  At  the
same time it is impossible to determine in
advance (until route creating) what phase of
the flight is – descent, climb or cruise;

- The effect of a wind is not considered.
But the minimum time criterion is used,
when  the  wind  effects.   The  value  of
equivalent  wind  depends  on  the  segment  of
route, altitude and time of its overflying.
Because MS is becoming also dependent on
the aircraft type, it has to be generated again
when the new route is created.
It is offered the following solution.
Estimation of a minimum time of flight over

any segment of the length l by any aircraft is:

tu
min = l/(Vkr

max + Veq
max) (2)

Vkr
max – the maximum cruising speed for a

given aircraft type,
Veq

max - the maximum value of the associated
equivalent wind.

The idea of the suggested solution is: at the
initial generation of the conformity array the
segments lengths cost is taken as tu

min. MS
differs from the array corresponded to the
minimum length criterion in a constant:

k =1/( Vkr
max + Veq

max) (3)

Therefore, a minimum-length route will be
construct  at  the  end  of  the  first  step.  The
moments of overflight of the segments, which
will be calculated under actual conditions, can
be in general case higher than the initial ones in
MS. Array is corrected at each step of the
iterative procedure: corresponding elements of
MS are changed to the calculated moments of
overflying. Then route synthesis is repeated.
Therefore at the second and following steps the
algorithm is trying to find the best route that can
be different from the shortest. Iterative process
of route creating with the correcting of the MS

will continue until the increase its length
becomes ineffective and at the next step
modifying of array elements does not occur.

In order to avoid an initial MS adaptation to
each aircraft type, it is expedient to consider
"conditional length" of segment as the elements
of MS. This "conditional length" of segment
differs from the overflying time in a coefficient
(Vkr

max +  Veq
max). Then, independently of an

aircraft  type,  the  single  array  of  segments
lengths will be used as an initial approximation.
The synthesis of the 2D route allows to
calculate an actual flight profile and moments of
overflying tu  of  the   segments   and  to  correct
the corresponding MS elements. The segment
"cost" is taken as:

Cs = (Vkr
max + Veq

max)tu (4)

Thus, by the time when the solution will be
found, the elements of the MS, related to
segments that were a part of the route at least at
one step, characterize actual moment of
overflying, and the rest elements- the minimum
possible time.

Similarly, the MS can be formed and the fuel
consumption criterion optimization can be
executed. In this case, the lower limit of fuel
consumption on segment is:

W  = qmin[Vmin/( Vmin + Veq
max)]*l (5)

where qmin  -  minimum fuel consumption per
kilometer of a path,

Vmin – the minimum airspeed.
The arc cost is taken as a fuel consumption qu

on segment, with the coefficient:

k = (Vmin + Veq
max)/ (qminVmin) (6)

The initial value of any MS element is the arc
cost value, which corresponds to the lower limit
of fuel consumption at the segment (that is the
actual segment length).

Solution of the optimization problem in the
case of the most general integral criterion can be
organized in accordance with the same scheme.
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In this case the cost of the segment overflying
can be represented by the next value:

u
min = {qmin[Vmin/( Vmin + Veq

max)] +
CI/( Vkr

max + Veq
max)}*l

(7)

where CI – index cost.
As the corrected conformity array MS

element value the cost of segment overflying is
taken with the coefficient:

k = {qmin[Vmin/( Vmin + Veq
max)] + CI/(

Vkr
max + Veq

max)}-1
(8)

and the initial MS value is taken as the matrix
of segments lengths.

So the algorithm to find the optimal solution
for all versions of the criterion becomes single
and universal. It is an iterative search for the
optimal  path  on  a  directed  graph  with
subsequent correction of conformity array MS
elements.  This  correction  is  related  with  an
account of “true cost’ of flying over route
segments and of space-time constraints.

3) The algorithm for calculating the third
(altitude) and fourth (time) 4D route
components is determined by aircraft
performance characteristics that were accepted.
So, in accordance with the data structure and
data volume of BADA the following flight
characteristics are selected in each current time
moment:

- at the climb phase: the vertical speed
and fuel consumption as function of mass
and flight altitude; airspeed as function of
flight altitude:

- at the cruise phase: airspeed as
function of flight altitude, fuel
consumption - as function of mass and
flight altitude. Flight level is chosen
closest to the maximum possible altitude
for the cruise (subject to climbing capacity
restrictions). The choice is made with the
account of general rules of airspace use
and specific conditions of segments use;

- at the descent phase: the vertical
speed and hourly fuel consumption as
function of mass and flight height;
airspeed as function of flight altitude.

It should be noted that aircraft mass must be
given in initial data, this causes certain
difficulties during planning air traffic flows by
ATM planning services.

4) One of the particular algorithm features is
the scheme of taking into account the real
airspace restrictions. Various restrictions can be
reduced to segments use restrictions,
consequently, their influence can be taken into
account by the corresponding change of the cost
of segment overflying and appropriate values of
conformity matrix elements. If the segment can
not be used for some reason in the synthesizing
route then unacceptably big size is assigned to
the matrix elements corresponding this segment.

Route synthesis on the current algorithm
iteration allows to determine with a high
accuracy the time and the altitude of flight over
concrete segment, therefore it is possible to
check time-space constraints. Theoretically
there may be cases that the segment which was
forbidden at previous iterations could be used in
the synthesized route (although at the limit).
Nevertheless, some loss of strict optimality is
justified because it allows to fulfill the
requirements with some margin.

4 Experience of using
The developed algorithms and the program

tools are realized in the ATM simulation tools
«KIM OrVD», which is developed in the State
Scientific Centre of Russian Federation
«GosNIIAS». These tools are maintained in
"State  ATM  Corporation"  of  the  Russian
Federation for a number of years. 4D flight plan
synthesis algorithms are used for decision of
following problems:

- air space usage planning;
- the air traffic flows management (flight

plan correction in reply to flight conditions
changes; air traffic flows rerouting at flight
conditions change (special use airspace, an
airspace elements overload, weather
restrictions [2]));

- proposals development and
measurement estimation on airspace structure
perfection.
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In particular, the route synthesis procedure
was successfully used at route structure
modernization for a number of aggregated FIRs
(St.-Petersburg, Rostov, Moscow and others
FIRs).

The example demonstrates the algorithm
route synthesis result for the flight from UUEE
(Moscow) to UHHH (Khabarovsk), aircraft type
is B744, departure date and time - 03/17/11
08:00 (Figure 2). Three restrictions were
determined on a given direction: 1 - the sector
USHH/SECTOR 2 (Khanty-Mansiysk) is
forbidden for flights because of sector capacity
overload during two hours interval; 2 -  the
segment GINUR-RULAS is closed for flights, 3
– airspace area is closed for flights during
interval from 08:00 to 12:00 3/17/11. Optimal
route (without restrictions) is shown red for
criterion of flight time. This route violates all 3
restrictions. The new route avoids the
restrictions, it is shown by lilac color. It satisfies
to restrictions 1 and 2. It seems that the
trajectory violates area 3, but it isn’t so: figure 3
shows  the  part  of  new  route  profile.   Aircraft
cross bound constraints (segment LEMGU -
LEBNA) at 13:06, when the restriction has
finished the action.

Fig. 2 The route synthesis result

Fig. 3 New route profile

5 Other applications
Free flight areas are used more widely from

year to year.  The each user has greater freedom
to create a preferred route in this area. There are
the tasks: full route synthesis in this area, and
the route synthesis in the free flight area as a
part of full route with other airways parts. Such
area describe as pseudo-en-route structure. This
approach is used by a number of experts and
implemented  in  some  software  tools.  For
example, flight planning tool across the Pacific
Ocean (it uses a pseudo-fan-route structure),
route planning for general aviation. In this
paper, the structure is complicated and
modernized to ensure minimum deviation of
new routes from optimal trajectory (route length
deflection does not exceed 0.1-0.2%). Figure 4
shows pseudo-en-route structure. Connection of
this structure with airways structure outside
free-flight area is provided by pseudo-airways
segments that connect airways points near free-
flight area boundary with the nearest nodes of
pseudo-airways net. This structure allows to
overfly the area in any direction. Linear network
size is chosen for practical reasons and accuracy
requirements of 50 - 150 km.

Fig. 4 Pseudo-en-route structure of free flight area

Figure 5 shows optimal route synthesis result
from USTR (Tyumen) to UHMM (Magadan).

This route passes through the conditional
area (area boundaries are shown in black). The
optimal route is shown in red, the route with
part of free flight – in purple.
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Fig. 5 The route synthesis result within free flight area

The flight time was reduced to 7 minutes, the
route length was reduced to 106 km.

One of the promising on-board applications
(based on new features and functions of the
observation and increased situational awareness
on board) the rerouting problem is considered
on board in response to dynamic constraints. At
present the algorithm is adapted and
implemented to rerouting on board for flying
around closed areas or bad weather areas. Figure
6 shows the route synthesis result on the on-
board monitor screen image. The current route

Fig.6 Route synthesis result on board

(purple color) crosses storm-cloud at the
segment "SORIG-ABLAR". The new route
(green color) avoids the storm-cloud using the
available airways structure and returns to the
planned route.

6 Conclusion
The proposed algorithm and program tools

show high speed, universality, performance and
efficiency, this is verified by results of its wide
application to the various problems solving. The
algorithm has several particular features:

- it is universal and provides the route
planning by various criteria, under different
restrictions, for different rules, with a various
detail level aircraft performance
characteristics;

- the combined scheme of the route
construction is implemented in two stages: an
optimal 2D route construction on a graph,
then - the vertical profile and time synthesis;

- the possibility of accounting for
dynamically changing spatial and temporal
restrictions of different nature is
implemented;

- designed initially to route building on a
airways structure it is extended to the routes,
including free flight areas.
The  effectiveness  of  software  tools  is

confirmed by results of its use during many
years in planning tasks solved in the interest of
services of the Russian Federation ATM.
Currently, the algorithm is generalized to the
case of time constraints account in the form of
slot allocation for waypoints overflying or slots
of arrival.

This work is executed with financial support
by RFBR (project 11-08-00841- ).
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Abstract  

The paper applies a numerical approach based 

on a cohesive zone model to investigate the 

compression behaviour of impact-damaged 

composite laminates. The initial impact-induced 

interlaminar damage configuration is 

introduced in a finite element scheme, which 

models all the interlaminar layers of the 

laminate. A modelling technique is applied to 

analyse the growth of interlaminar damage by 

means of explicit analyses. A series of 

numerical simulations are performed and 

compared to experimental evidences, in order to 

verify the capability of the proposed cohesive 

modelling approach to qualitatively predict the 

compressive failure mode of the impact-

damaged laminates as well as their residual 

compressive strength. 

1 Introduction 

The advantages of fibre reinforced 

composites in aircraft manufacturing and their 

increasing diffusion motivate the efforts to 

develop effective numerical approaches to 

analyse and study the structural behaviour of 

composite parts. In particular, the prediction of 

damage development and of damage effects in 

composite represents one of the fundamental 

issues to fully exploit the potential of such 

materials. The weakest point of conventional 

composite laminates is their low out-of-plane 

strength and the resulting susceptibility to 

delamination due to a series of circumstances, 

such as manufacturing defects, low energy 

impacts [1, 2] and denting load conditions. 

Delamination in carbon composites can lead to 

significant strength reduction of up to 60% 

under compressive loading conditions, even if 

damage cannot be detected by visual inspection 

[3, 4, 5]. For such a reason, the concept of 

barely visible damage and the correspondent 

degradation of the compressive strength of 

impact-damaged composite laminates play a 

fundamental role in the design of damage 

tolerant structures. In fact, the most diffused 

design philosophies consider the presence of a 

certain level of damage in the structure and 

consequently degrade the admissible stress and 

strain levels by means of experimental tests on 

damaged specimens and components. The large 

amount of required experimental data motivates 

the development of analytical and numerical 

approaches for the evaluation of damage onset, 

propagation and for the prediction of residual 

load carrying capabilities of damaged composite 

elements. 

The paper presents a peculiar numerical 

approach based on cohesive zone models, which 

is particularly suitable to analyses carried out by 
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means of explicit time integration scheme [6]. 

Such approach is applied to analyse the 

compression-after-impact response of 

unidirectional carbon fibre composite laminates. 

The experimental activity performed on 

compression-after-impact tests is first presented 

and the numerical approach is then described 

and preliminarily assessed considering 

conventional tests for interlaminar toughness 

characterization. A procedure was developed to 

generate configurations of multiple 

delaminations which can realistically represent 

impact-induced delaminations patterns, given a 

projected-delamination area. The propagation of 

such initial impact-induced damages at multiple 

ply interfaces is modelled by means of the 

proposed cohesive approach. The performed 

compression-after-impact analyses are presented 

and compared to experimental evidences. 

2 Experimental Procedure 

2.1 Impact Tests 

 

The standard test method to evaluate the 

residual post-impact compressive strength of 

composite laminates [7] was applied to a set of 

nine specimens. The test requires specimens 

with 100 x 150 mm
2
 in-plane dimensions, which 

were manufactured by means of a standard 

autoclave process. The adopted lay-up is a 

quasi-isotropic [45/0/-45/90]4S sequence, 

consisting of 32 unidirectional carbon epoxy 

pre-preg plies (IM7/8552). The resulting 

average thickness of the produced laminates 

was 4.02 mm. 

In order to evaluate the effects of the 

presence of delaminated areas and their 

dimensions on the compressive residual strength 

of composite laminates, six of the nine 

specimens were subjected to low energy impact 

tests. In particular, three specimens were 

impacted, in accordance with the drop-weight 

configuration suggested by the standard [8], at a 

nominal energy level of 11.5 J and the other 

three ones, at a nominal energy level of 17 J. 

The remaining three specimens were directly 

subjected to the compression test, without the 

production of any delaminated areas (pristine 

specimens). 

 

 

Fig. 1 Ultrasonic C-Scan map of the interlaminar 

damage for the Spec#2 impacted at Ep = 11.5 J 

 

The extension of the impact damaged areas 

was determined by ultrasonic C-Scan. All the 

six C-Scan images exhibit a typical roughly 

circular delamination area. Damage 

morphology, as presented in Fig. 1, agrees with 

the typical damage pattern of thick composite 

laminates impacted at low energy level. 

Delaminated areas increase from the impacted 

face towards the rear side of the specimens 

(“pine tree” shape) and have a typical oblong or 

peanut shapes, which is oriented in the direction 

of the fibres of the lower ply at that interface 

[2]. The C-scan images allowed the calculation 

of the projected-delamination areas (ADel), 

which are summarized in Table 1. The three 

specimens impacted at Ep = 17 J are 

characterized by higher average values (ADel = 

1251 mm
2
) of projected-delamination areas with 

respect to the three specimens impacted at Ep = 

11.5 J (ADel = 1066 mm
2
). The results impact 

tests are presented with more details in [9]. 

2.2 CAI Tests Setup 

The specimens were compressed until failure 

using the test support fixture shown in Fig. 2, 

which was designed in accordance with the 

indications provided by the standard [7]. 

Lateral anti-buckling guides prevented the 

global instability of the laminate providing 

simply supported conditions for the longitudinal 

edges (z direction in Fig. 2). Each specimen was 

placed leaving a clearance of 0.8 mm ÷ 1.5 mm 

between its lateral edges and the side walls of 

     Deep Scale 
        (mm)                   (%) 
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the support fixture, in order to permit the lateral 

expansion of the panel during the compression 

phase, due to the effect of Poisson’s 

coefficients. 

 

 

Fig. 2 Sketch of the support fixture for CAI tests 

 

Two couples of gages were disposed in a 

back-to-back configuration, in agreement with 

the standard [7]. The strain gage locations are 

indicated in Fig. 3. 

 

 

Fig. 3 CAI test setup (dimensions in mm) 

 

The compression tests were performed 

adopting a 250 kN MTS/858 hydraulic system. 

The load was applied to the upper lid at a cross 

head constant speed of 1.0 mm/min until the 

failure of the laminate. Displacement was 

recorded by means of the MTS/858 LVDT 

transducer. A pre-loading phase, up to a load 

level of about 450 N, was performed for all the 

tests in order to ensure the contact of all the 

loading surfaces and the correct alignment of 

specimen, by checking the signals provided by 

the back-to-back strain gages. 

2.3 CAI Tests Results 

All the compression tests performed on the 

impact-damaged specimens showed a typical 

failure mode, characterized by the formation of 

a blister in correspondence of the delamination 

zone due to the tendency of the unsupported 

laminas to locally buckle. Figure 4, which is 

referred to Spec#1, reports the failure mode. 

 

 

Fig. 4 Front (A) and rear (B) view of the local buckling 

failure mode of Spec#1 

 

The failure by local delamination-buckling is 

confirmed by the evolution of the bending 

coefficients calculated from the strain gage 

signals. Such coefficients represent the 

percentage of global bending strain at gage 

locations and were evaluated by means of the 

expressions reported in Eq. 1. The evolution of 

the coefficients against the overall displacement 

is presented in Fig. 5 for the specimens impact-

damaged at Ep = 11.5 J. 

 

100
3#1#

3#1# 





SGSG

SGSG
yIB





 

100
4#2#

4#2# 





SGSG

SGSG
yIIB




 

(1) 

 

It can be seen that all the curves are included 

in the limit range of ± 10% until the final failure 

of the laminate, which is the limit imposed by 

ASTM standard for test validity [7]. Indeed, the 

coefficients remain close to zero, until a sudden 

deviation occurs, which corresponds to the 

failure of the specimens. 

On the contrary, a global buckling 

phenomenon has affected the pristine specimens 

during the compression tests leading to the 

collapse of the laminate. The failure mode is 
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reported in Fig. 6-(A) and it is consistent with a 

global buckling of the plate. 

 

 

Fig. 5 Percent bending (By) for the specimens impact 

damage at Ep = 11.5 J 

 

Such hypothesis is confirmed by the trend of 

the percent bending coefficients, which 

progressively increase and exceed the limit 

range of ± 10%, before the collapse of the 

laminate, as presented in Fig. 6-(B). 

 

 

Fig. 6 Global buckling failure mode of Spec#7 (A) and 

percent bending (By) for the pristine specimens (B) 

 

Figure 7-(A) and 7-(B) compare the two 

different failure modes at the lateral edges of 

Spec#1 and Spec#9, respectively. In particular, 

the final damage configuration, shown in Fig. 7-

(A), is referred to an impact-damaged laminate 

and it is characterized by the presence of 

interlaminar damages and fibres failure in a very 

localized zone. Only the external lamina seems 

to be delaminated, whereas failure in the core 

resembles a compressive failure. The failure 

mode in Fig. 7-(B) is typical for all the pristine 

specimens. It is characterized by a global 

curvature of the laminate. The failure, which 

can be reasonably attributed to bending, 

occurred in correspondence of the unsupported 

end section between the lateral anti-buckling 

guides and the upper lid. 

 

 

Fig. 7 Particular of the local (A) and global (B) 

buckling failure mode of Spec#1 and of Spec#9 

 

Figure 8 presents the force vs. displacement 

responses for all the tested specimens. The 

results point out that the global stiffness is not 

affected by the presence of interlaminar damage 

as the specimens exhibited a linear response 

until the failure with the same slope. As it was 

previously observed, the final failure of the 

laminate occurred by a sudden load drops, and 

before this point no deviation from the linear 

trend was recorded. 

 

 

Fig. 8 Experimental force vs. displacement responses 

of the tested specimens 

 

Table 1 Residual compressive strength of impact-

damaged specimens 

Spec. 

# 

Ep 

(J) 

ADel 

(mm
2
) 

Fr 

(kN) 

σr 

(MPa) 

1 11.5 1187 97.9 244.8 

2 11.5 959 109.0 272.5 

3 11.5 1051 105.1 262.8 

4 17 1477 86.9 217.3 

5 17 1290 93.5 233.8 

6 17 987 102.4 256 

 

(A) 

(B) 

(B) (A) 
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p
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The pristine specimen failed at load levels 

higher than 150 kN, whereas the strength data of 

impact-damaged specimens are summarized in 

Table 1. As expected the strength decrease with 

the increment of projected-delamination area. 

The minimum recorded strengths are about 60% 

of the level referred to the pristine specimens. 

3 Modelling Technique 

An approach based on cohesive zone model 

was used to analyse the behaviour of the 

impact-damaged laminates subjected to 

compressive action in the CAI tests. The 

numerical model is required to represent the 

response of a laminate in presence of several 

pre-damaged interlaminar layers and all of such 

damages can potentially propagate under the 

action of compressive loads. The prediction of 

the sudden failure indicates that the transition 

from a no-growth or stable growth condition to 

a dynamic unstable propagation mode must be 

correctly captured and this motivates the choice 

of an explicit time integration scheme for the 

analyses.  

Cohesive elements can be applied to model 

delamination, but such approach is complicated 

by several factors, as the need of very high 

penalty stiffness levels that eventually lead to 

unacceptable computational cost and to 

numerical instabilities. 

For such a reason, an alternative modelling 

technique was applied to develop a robust and 

reliable numerical approach. In the proposed 

modelling technique, composite laminates are 

described as a collection of sub-laminates that 

are represented by bi-dimensional elements, 

such as membrane or shell elements. The area of 

each sub-laminate cross section is considered 

lumped at its mid-plane.  

The kinematic variables used to describe the 

fracture process in mode I, II and III are the 

relative displacements at the mid-planes of such 

sub-laminates (Fig. 9-(A)). The components of 

the relative displacement vector (=U
+
-U

-
) can 

be associated to the three possible modes of 

fracture openings, as indicated in Eq. 2. 

 

yIIIxII

z

zz

I
if

if









 ;;

00
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Fig. 9 Description of the interlaminar fracture process 

(A) and bi-linear constitutive law (B) in the proposed 

modeling approach 

 

Within a small strain assumption, the vector 

 can also be related to the average value of the 
out-of-plane strain components acting in the 

material volume between the sub-laminates with 

thickness tk (Eq. 3): 

 

  k

T

yzxzzz t/Δε    (3) 

 

Conventional solid elements are used to 

connect the bi-dimensional elements and to 

represent both the interlaminar layer between 

adjacent sub-laminates and the adhesive 

interface. The response of the connection 

element can be modelled as in Eq. 4, where a 

scalar damage variable was introduced to model 

the fracture process. 

The resulting finite element scheme, made of 

bi-dimensional elements which represent the 

composite plies connected by solid elements 

with null in-plane response, guarantees the 

translational equilibrium of each sub-laminate 

included in the laminate lay-up, as presented in 

[6, 10]. The capability of the technique to model 

the bending response of composite laminates 

was assessed by several numerical benchmarks 

and by the numerical-experimental correlations 

reported in [6, 10]. 
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The onset and the evolution of the damage 

variable introduced in Eq. 3 can be set to model 

the strength and the toughness of the 

interlaminar layers. To accomplish such 

objective, the proposed approach exploits the 

links between the critical energy release rates 

and the energy dissipated in the damage process 

[11, 12]. Taking into consideration Eq. 3, the 

link between the strain-stress response and the 

energy release rates for fractures opening in 

mode I and II can be expressed as in Eq. 5. 

Equations 3 and 5 allow modeling the 

strength and the toughness of the cohesive 

interface by attributing a bi-linear stress vs. 

strain response to the solid element, as the one 

presented in Fig. 9-(B). 
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In the constitutive model, properties in mode 

II and mode III are considered identical. 

Damage onset in processes evolving in pure 

mode I or mode II occurs beyond the peak stress 

I0 and II0, which represent the axial and shear 
strength of the interlaminar layer. Mixed mode 

processes are addressed by introducing the 

mixed-mode criterion proposed by Benzeggagh 

and Kenane [13] (B-K criterion). The criterion 

is based on the expression reported in Eq. 6, 

where η represents an experimental parameter, 

that was set equal to 1.45 (η = 1.45) [11, 12]. In 

such form, the cohesive law was implemented 

in a Fortran Vumat subroutine to be linked to 

the 3DS/Abaqus Explicit Code. 

Globally, it should be observed that the 

proposed approach does not introduce free 

surfaces that do not exist at the beginning of the 

computation and does not require the traditional 

cohesive elements with infinitesimal or zero 

thickness. As a consequence, all the material 

characteristics can be directly determined on the 

basis of physical considerations without 

introducing non-physical penalty stiffness, 

which can severely affect computational costs 

and the numerical performances. 
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Accordingly, the approach can be considered 

well suitable to model laminates with several 

interfaces, all of them representing a potential 

location of interlaminar damage and of their 

subsequent propagation.  

4 Preliminary Assessment of the Modelling 

Approach 

This section presents the application of the 

modelling technique to a standard interlaminar 

fracture test, in order to compare the accuracy 

and the computational costs of the approach 

with the ones of a model based on conventional 

zero-thickness cohesive elements. 

The considered test is a Double Cantilever 

Beam test (DCB) [14], which was performed to 

evaluate the interlaminar toughness properties 

of a plane weave fabric pre-preg, with AS4 

carbon fibres and a Hexcel 8552 epoxy-resin 

(AS4/8552). The DCB specimen was modelled 

by applying the proposed numerical technique 

considering a 150 mm long laminate, which was 

represented as an assembly of 12 [0]2 sub-

laminates. The sub-laminates were connected by 

11 interlaminar layers having a thickness of 

0.56 mm each. Conventional shell elements 

(elements S4R [15]) was used to model the in-

plane behaviour of each sub-laminate, while 

conventional solid elements (elements C3D8R 

[15]) were adopted to model the out-of-plane 

response of each interlaminar layer. Shell 

elements were characterized by a purely elastic 

orthotropic material model with the properties 

of the fabric pre-preg reported in Table 2. The 

previously described constitutive model, based 

on the cohesive law, was attributed to solid 

elements by using the following physical out-of-
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plane moduli: E33 = 7.8 GPa, G23 = G13 = 3.0 

GPa and the following experimental toughness 

levels: GIc = 1064 J/m
2
, GIIc = 1750 J/m

2
 [9, 10]. 

Quasi-static analyses were performed using an 

explicit FE code (3DS/Abaqus Explicit, v. 6.8) 

by smoothly increasing the velocity attributed to 

the loading tip of the specimen in order to 

prevent the dynamic excitation of the laminate. 

No mass scaling factor was adopted in the 

analyses. 

The reference DCB model developed 

according to a more conventional numerical 

approach, based on the cohesive elements 

available in the 3DS/Abaqus code, was obtained 

by means of an uniform grid, that is made of 

1.25 x 1.25 x 0.56 mm
3
 solid elements 

(elements C3D8R [15]). Each solid element 

represents two fabric plies, so that 12 solids 

elements through the laminate thickness are 

used. A single layer of conventional cohesive 

elements (elements COH3D8 [15]) with a 

thickness of 0.02 mm was set in the mid-plane 

of the laminate. Cohesive elements were 

characterized with the following penalty 

stiffness values: Knn = 120 GPa/mm Kss = Ktt = 

45 GPa/mm, which were defined increasing 

opportunely the elastic moduli related to a 

hypothetic resin rich layer (E = 7.8 GPa; G = 3 

GPa) in rigorous accordance with the guide 

lines provided in [16] for an effective 

calibration of penalty stiffness in cohesive 

layers. The adopted material properties and 

boundary conditions were identical to the ones 

applied to the non-conventional model. A 

density of 1200 kg/m
3
 was assigned to the 

cohesive elements, in agreement with the 

physical value of a resin rich layer. 

Figure 10 reports the qualitative comparison 

between the two modelling techniques in terms 

of stable interlaminar damage evolution at the 

end of the analysis performed using the same 

interlaminar strength values of I0 = 20 MPa 

and II0 = 50 MPa. The global responses, in 

terms of load vs. displacement curves, indicate a 
good correlation with the experimental values. 

 

 

Fig. 10 Interlaminar crack propagation for proposed 

(A) and conventional (B) cohesive DCB model 

 

In fact, both the approaches are able to 

identify the load level at the onset of the crack 

propagation and also to correctly follow the 

reduction of the load carrying capability of the 

specimen during the stable propagation of the 

defect [9, 10]. 

 

 

Fig. 11 Load vs. displacement comparison between 

proposed and conventional cohesive DCB model 

 

 

Table 2 Elastic properties of carbon fabric (AS4/8552) and unidirectional (IM7/8552) pre-preg 

 
E11 

(GPa) 

E22 

(GPa) 

E33 

(GPa) 
ν12 ν23 ν31 

G12 

(GPa) 

G23 

(GPa) 

G13 

(GPa) 

FB (AS4/8552) 61.0 61.0 7.8 0.05 0.3 0.3 4.4 3.0 3.0 

UD (IM7/8552) 155.0 10.0 10.0 0.3 0.3 0.3 5.1 3.8 5.1 

(A) 

(B) 

Damage 
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However, the penalty stiffness levels which 

were introduced in the conventional cohesive 

approach led to significant negative effects on 

the computational time cost, as confirmed by 

the data reported in Table 3. As it was 

previously indicated, both analyses were 

performed without the adoption of any mass 

scaling factor [9]. Though the density of the 

cohesive layers could be artificially increased to 

enhance the stable time step, the required mass 

scaling factor, to match the computational 

performance of the unconventional technique, 

should be more than 100, thus affecting the 

overall mass of the specimen and inducing 

undesired oscillations, as proved by a series of 

sensitivity studies. Moreover, it should be 

remarked that only one interlaminar layer is 

included in the used conventional model. The 

introduction of several layers would require an 

increment of the adopted penalty stiffness as the 

thickness of the connected sub-laminates 

decreases, as indicated by the guidelines 

reported in [16]. Overall, the presented result 

point out the advantages of the proposed 

modelling technique both in terms of modelling 

efforts and of computational performances. 

 

Table 3 Computational cost comparison between 

proposed and conventional cohesive DCB model 

Numerical 

Approach 
d.o.f. 

Stable 

Time Step 

Tot. CPU 

time 

Proposed 

Cohesive Model 
182864 1.356 E-7 10 h 

Conventional 

Cohesive Model 
108876 7.684 E-9 100 h 

5 Numerical Simulation of CAI Tests 

The proposed cohesive modelling approach 

was adopted to simulate the behaviour of 

impact-damaged laminates in the CAI tests 

using 3DS/Abaqus Explicit, v. 6.8. The finite 

element scheme was developed at the ply level, 

in order to correctly represent the interlaminar 

damage pattern configuration, adopting a 

regular in-plane mesh grid with a 2 x 2 mm
2
 

typical dimension, which is shown in Fig. 13-

(A). The resulting 31 interlaminar layers were 

modelled by conventional solid elements 

(elements C3D8R [15]) endowed with the bi-

linear law described in section 3. Shell elements 

were characterized by a purely elastic 

orthotropic material model with the properties 

of unidirectional pre-preg reported in Table 2. 

Interlaminar solid elements were completely 

defined with the following physical out-of-plane 

moduli: E33 = 10.0 GPa, G23 = G13 = 4.5 GPa 

and with the following toughness properties, 

which were evaluated in a previously 

experimental campaign: GIc = 344 J/m
2
, GIIc = 

583 J/m
2
 [9, 10, 17, 18, 19]. The interlaminar 

strength were set to I0 =35 MPa and II0 = 70 
MPa. Such levels had been previously identified 

and validated in several applications, which are 

reported in [9, 10, 17, 18, 19], involving the 

identical unidirectional material. 

An analytical approach was developed and 

adopted in order to reproduce, in the CAI 

model, a realistic configuration of the pre-

damaged area, taking into consideration the 

experimental evidences provided by C-scan 

identification of the impact damage. In fact, the 

correct simulation of the compression behaviour 

of an impacted laminate requires the correct 

reproduction of the impact-damaged zone both 

in terms of shape and size [20]. Moving from 

the theory proposed by Liu [21], which is based 

on the assumption that delaminations are driven 

only by the bending stiffness mismatching 

between two adjacent plies, a multiple 

delamination configuration with peanut shape 

damaged zone was generated. 

The procedure, which is described in detail in 

[9], was implemented in a Matlab™ script and it 

allows the identification of the shape of impact-

induced delaminations in the CAI specimen, 

once that the size of the projected-delamination 

area is provided by experimental evidences 

(ultrasonic C-Scan map). Figure 13-(B) shows 

the in-plane projection of the interlaminar 

damage introduced in the initial state of the 

specimen model, whereas a qualitative sketch of 

the delamination configuration through the 

laminate thickness in presented in Fig. 13-(C). 

Two pre-damaged models were developed, in 

order to analyse the compressive behaviour of 

the impact-damaged laminate at the two 

different energy levels considered in the low 
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energy impact tests. The impact-damaged model 

related to the energy of 11.5 J was characterized 

by a pre-damaged area of about 1100 mm
2
, 

whereas the one relate at the energy level of 17 J 

was characterized by a pre-damaged area of 

about 1300 mm
2
, in agreement with the average 

values provided by the experimental evidences. 

The lateral anti-buckling guides as well as 

the top and bottom guides of the CAI model 

were modelled by means of rigid elements 

(elements R3D4 [15]), shown in Fig. 13-(A)-(B). 

All the surfaces elements of the specimen were 

set in contact with the surface of the guides. A 

penalty contact algorithm [15] with an 

exponential pressure over-closure relationship 

was adopted for all of the contacts defined in the 

model. No friction was introduced. The rigid 

body representing the moveable upper lid of the 

test fixture was moved in the downward 

direction. Quasi-static analyses were performed, 

by smoothly increasing the velocity ( y) 

attributed to the upper guide. A mass scaling 

factor was applied in order to reduce the total 

computational time cost of the final model, 

which consists of 240450 elements. 

5.1 CAI Tests Numerical - Experimental 

Correlation 

The numerical results of the models 

representing impacted configurations were 

compared with the experimental evidences 

presented in section 2. Both the numerical 

models, referred to the two impact energy levels 

of 11.5 J and 17 J, showed the same failure 

mode in good agreement with the experimental 

evidences. The local delamination-buckling 

failure was correctly modelled in 

correspondence of the pre-damaged zone. 

 

 

Fig. 12 Blister formation at 94 ÷ 95 % of the maximum 

compressive load level 

 

Figure 13 presents the development of a 

blister in correspondence of this site at 94 % ÷ 

95 % of the maximum load level. The blister 

showed the tendency to propagate from the 

central zone of the impact delaminated 

specimens towards the lateral edges, in good 

agreement with the experimental evidences. The 

propagation of delamination is represented in 

the sequence of Fig. 14-(A)-(B)-(C). Such 

figures are referred to 96%, 98% and to 100% 

of the maximum compressive load of the 

laminate, respectively. No global instability 

phenomena were exhibited by the model up to 

this limit load. The numerical load suddenly 

drop as the damage propagate laterally. In 

particular, Fig. 14-(D) presents the interlaminar 

 

 

 

Fig. 13 CAI model (A) particular of impact-damaged area (B) and idealised delamination configuration (C) 

Damage 

Damage 

(A) (B) 

δy 

(C) 
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damage configuration after the numerical 

maximum load level was reached. 

A quantitative correlation of specimen 

stiffness and strength was carried out on the 

basis of the load vs. strain trend, as reported in 

Fig. 15-(A)-(B). The trends shown in Fig. 15-

(A) as well as the ones presented in Fig. 15-(B) 

confirm a good level of correlation between 

numerical and experimental evidences. In fact, 

the global stiffness of the impact-damaged 

laminates as well as their residual compressive 

strength are correctly captured by the proposed 

cohesive modelling approach. The numerical 

stiffness levels are not affected by the size of 

delaminated areas, in agreement with the results 

of the CAI tests campaign. 

On the other hand, the maximum 

compressive load and consequently the 

compressive residual strength are significantly 

affected by the initial delamination. The 

numerical results predict a maximum 

compressive load of about 106 kN for the 

specimen impact-damaged at Ep = 11.5 J and a 

maximum compressive load value of about 92 

kN for the one impact-damaged at Ep = 17 J. 

These values, as confirmed by the force vs. 

strain curves reported in Fig. 15-(A) and in Fig. 

15- (B), are in good agreement with the average 

values of the experimental tests of 104 kN and 

94 kN, referred to the two impact energy levels. 

6 Conclusions 

In the present study, the compression-after-

impact response of unidirectional carbon fibre 

composite laminates was investigated and 

numerically modelled. Quasi-static numerical 

simulations of the tests were performed by 

means of explicit finite element analyses. The 

impact damage configuration of the laminates 

was introduced in FE scheme, which is 

characterized by the presence of all interlaminar 

layers, by means of an idealised multiple-

delamination configuration, by considering the 

projected-delamination area evaluated by C-

Scan measurements. A peculiar numerical 

approach, based on a cohesive zone model, was 

adopted to model the propagation of 

delamination and the specimen collapse. The 

advantages of the modelling approach were 

discussed and assessed considering a standard 

interlaminar fracture test. The numerical models 

of the CAI specimens were validated against the 

experimental evidences in terms of failure mode 

as well as of load vs. strain response. Two 

different levels of projected-delamination area, 

derived by different impact energy levels, were 

considered. The global stiffness of impact-

damaged specimens, the failure mode and the 

residual compressive strength can be correctly 

identified by the proposed technique. The 

appreciable correlation between numerical and 

experimental results confirms the capability of 

the proposed approach to correctly capture the 

propagation of delamination, which is 

considered as the critical mechanism that drives 

the collapse of an impacted laminate under 

compressive load conditions. 

 

 

 

 

Fig. 14 Interlaminar damage evolution: 96% (A); 98% (B); 100% (C) of the maximum compressive load and 

configuration beyond the limit load (D) 

Damage Damage Damage 

(A) (C) (D) (B) 
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Fig. 15 Load vs. strain numerical-experimental correlation for the CAI model impact-damaged at Ep = 11.5J (A) and 

Ep = 17J (B) 
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Abstract  

In this paper a novel design strategy for 

composite structures is presented. The multi-

objective methodology reaches the optimal 

topological configurations with minimum 

weight and the maximum global buckling load 

of both damage tolerant and damage resistant, 

stiffened composite panels. Once performed the 

optimization stage, the resulting Pareto optimal 

solution are subsequently analyzed by a specific 

off-line ranking procedure, specifically 

developed for cost evaluation of the in-service 

life . 

1 Introduction 

In the recent years, an increasingly demand 

for composite materials in the aircraft industry 

has been observed. The use of laminate fiber 

composite structures with Carbon Fiber 

Reinforced Polymers (CFRP) is very popular 

for lightweight constructions, due to their 

superior specific modules (strength-to-density  

and stiffness-to-density ratios). Nevertheless,  to 

fully exploit the weight saving potential of these 

materials, an appropriate tailoring with related 

lay-up definition must be performed. At the 

same time, the observance of assigned structural 

constraints requires an almost mandatory use of 

advanced structural optimization tools. 

A common problem in composite aerospace 

structures is the development of damage 

tolerance and damage resistance design criteria 

that guarantee certifiable levels of safety in 

typical impact scenarios as bird strike, the 

dropping of tools during maintenance work or 

the impact of runway debris   [1-3]. 

Damage in composites is difficult to detect 

because delamination and fiber breakage can 

occur inside the material, while the damage 

signs are often invisible at the external surface. 

This insidious condition may cause a serious 

decrease in material strength and critical load 

when instability phenomena happen, because 

the local buckling of a sub-laminate can take 

place before the global buckling becomes 

appreciable.  

Furthermore, the successful application of 

composite materials to aircraft structures is 

somewhat limited by manufacturing, 

maintenance and repair costs. 

For these reasons, besides weight and 

performance requirements, the adopted 

structural solutions should also take in account 

the cost evaluation. In particular, a damage 

tolerant design approach can be adopted to 

reduce the maintenance costs during the in-
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service life. The impact damage tolerance deals 

with the ability to sustain a given level of 

damage with a limited reduction of the 

structural performance. 

According to these considerations, in this 

paper a novel design optimization strategy for 

composite structures is presented. Starting by 

the design procedures previously developed in 

[4], the suggested methodology reaches the 

optimal topological configurations with the 

minimum weight and the maximum buckling 

load of  damage tolerant, stiffened composite 

panels [5]. The multi-objective optimization 

process is based on an in-house genetic 

algorithm code [6], in conjunction with the 

Ansys FEM engine. In order to determine the 

optimal configuration of damage tolerant 

stiffened panels, a parametric FEM model has 

been implemented in the Ansys environment [7-

8]. 

The search is focused on panels both 

buckling compliant and damage tolerant. Here, 

damage tolerance is considered as the capability 

of the panel to develop a delamination growth 

initiation load higher than the global buckling 

load. 

The paper is organized as follows: in section 

2, the methodologies employed for the multi-

objective optimization procedure and a 

schematic overview of the adopted genetic 

algorithm are shown. 

 In section 3, the general description of the 

structural test-case adopted in numerical 

application and related modeling is presented. 

Furthermore, in section 4, the results of the 

optimization of the stiffened composite panel 

under the assigned constraints are given. 

Finally, in the last paragraph the conclusive 

considerations are presented. 

 

2 Theoretical analysis of multi-objective 

optimization procedure 

  

In this paper a multi-objective optimization 

procedure, based on the adoption of genetic 

algorithms, is presented. Specifically, the 

Pareto-optimal configurations with minimum 

weight and maximum global buckling load of a 

damage-tolerant and damage-resistant, stiffened 

composite panel have been found. The 

numerical procedure is based on an in-house 

optimization code, ProGenie, in conjunction 

with the Ansys
TM

 FEM code.  

2.1 Multi-objective optimization 

Multi-objective problems arise in many 

reliability-based and risk-informed activities of 

system design, operation, maintenance and 

regulation. 

The solutions developed in these activities 

have to satisfy several goals and specifications, 

which generally are conflicting. As 

consequence, there is not a unique, optimal 

solution satisfying all objectives; rather, a set of 

suitable solutions can be identified, none being 

the best for all objectives. 

A multi-objective solution consists of a 

collection of alternative solutions of equivalent 

quality in the absence of further information 

regarding the relative importance of each 

objective functions. This set of optimal 

solutions in the space of the decision variables 

is called Pareto Set. 

The region in the space of the objective 

functions defined by all Pareto set points is 

called the Pareto Front. 

Pareto-optimal solutions consist of non-

dominated solutions, this statement meaning 

that each objective function can not be further 

improved without simultaneously decreasing the 

quality of at least another objective in the set.  

2.2 Genetic Algorithm 

To perform the optimization task a bit-

masking oriented genetic algorithm (BMOGA) 

has been used. In this special version of GA, 

classical procedural genetic operators are 

replaced by a unique synthetic generator able to 

emulate all the traditional crossover and 

mutation schemes, plus many others suggested 

by specific requests, simply varying the 

arguments of a special boolean function [9]. 

In this context the features offered by 

BMOGA are mainly used to define a multi-level 
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crossover operating in parallel with different 

methods on partitions of the chromosomal 

strings.  

In order to increase the global efficiency 

during initial generations of the genetic 

evolution, discrete and real variables are 

handled in parallel with a bit-by-bit crossover 

and one-cut crossover, respectively.  

This choice allows a fast reshuffling of short 

sub-strings related to integer variables without 

destroying useful schemata correlated to real 

variables. For the remaining generations, a 

classical one-cut crossover is used on the whole 

genetic string. 

In Figure 1 a schematic view of the multi-

level crossover arrangement is shown. Binary 

strings of the individuals are ideally split in two 

partitions (also disjointed if this is the case) and 

each partition is tuned up with the proper 

crossover type. 

For the optimization task a in-house program, 

ProGenie, was used in conjunction with the 

Ansys
TM

 FEM code. 

 
Fig. 1: multi-level crossover layout for integer and real 

design variables 
 

 

ProGenie uses a fully bit-masking based 

genetic engine and offers some very powerful 

tools for the final user to implement complex 

genetic operators. 

2.3 Linear buckling analysis of the 

composite structure 

The finite element method is used for 

determining the buckling load factor of the 

laminated composite structure. A linearised 

buckling analysis has been performed, i.e. the 

structure is assumed with no geometrical 

imperfections, and the buckling load found will 

be an upper limit for the real value [10]. 

A linear buckling analysis can estimate the 

maximum load that can be sustained prior to a 

structural instability or collapse happens. 

In structures characterized by stiffness K, the 

buckling condition can be written as: 

det(
t
K)=0

 
(1) 

The main hypothesis in linearised buckling 

analysis is that the stiffness changes 

proportionally with additional load increments: 

 

t
K=

t-t
K+(

t
K-

t-t
K)=

t-t
K+K

 (2) 

 

where 
t
K and 

t-t
K are the stiffness at two 

different steps and  is the normalized load 

factor. From eqs (1) and (2): 

t-t
K =K (3) 

where  are the eigenvalues representing the 

buckling load, while  are eigenvectors 

representing the buckling modes. 

 

2.4 Damage Resistant 

In order to evaluate the impact damage 

resistance of a stiffened composite panel, the 

Delamination Threshold Force Method has been 

applied [11-13]. This technique can be split in 

three different phases: 

 Application of Zhang & Davis formula for 

determination of the delamination threshold 

force: 

)1(9

8
2

3








 IIc

c

GtE
P

 

(4) 

where Er is the mean flexural modulus of 

elasticity of the laminate, and Pc is the 

critical impact force (Zhang & Davis 

theory). 

 

 Linear FEM analysis to evaluate the load-

displacement curve when the impact force 

is applied statically. 

 Energy Balance application to determine 

the minimum impact energy needed to start 

the delamination. 

1  0  1 1  0  1  1  0  0  1  0  1  0  

0  1 

0  1 0  1  1  0 1  1  1  0  1  0  0  

0 

1  0  1  1  0  0  1  0  1  0  0  1  1  

0  0  1 

Integer variables 

Real variables 

Bit-by-bit crossover 

One-cut crossover 
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where Wc is the threshold impact energy 

which onsets delamination, k is contact 

stiffness, n is a constant, 

n

n

c

k

P

n

k
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 is the 

energy absorbed by local contact deformation 

and 
 
max

0



dP

is the energy developed by the 

global deformation of structure.  

 

2.5 Damage Tolerance 

Delamination is one of the predominant 

forms of failure in laminated composites, due to 

a lack of reinforcement in the thickness or a 

manufacturing defect, that can lead to a 

significant reduction of the compressive load 

the structure is able to carry on. 

Under a compressive load, composite 

structures and delaminated stiffened panels  can 

exhibit localized buckling phenomena. 

More precisely, for bay delaminations of 

appropriate size and placed at a relatively small 

depth, two main scenarios can occur: 

I. The thinner sub-laminate buckles locally 

while the thicker sub-laminate remain 

unaffected, as shown in Figure 2A; 

II. Both sub-laminates buckle, exhibiting a 

sort of mixed buckling mode (see Figure 

2B). 

 

 

 

Fig. 2A-B Scenarios of localised buckling phenomena 

 

Delamination can be handled like cracks in 

brittle materials; hence propagation initiation of 

a delamination at a generic location along the 

delamination front can be considered governed 

by the following expression: 

 

cG
A

E
G 




  (6) 

defining the Energy Release Rate (ERR) as the 

variation of the potential energy E associated 

to an increase A of the delaminated area A. 

For the first delamination scenario, when the 

thickness of the buckled sub-laminate is much 

smaller than the total laminate thickness (as 

shown in Figure 3), the contributions of fracture 

modes II and III can be neglected. 

The ERR distribution can be assumed mostly 

influenced by the out-of-plane displacement 

along the delamination front at the first 

delamination buckling. 

 

 

 

Fig. 3 Propagation initiation of a delamination 

 

The methodology used for the preliminary 

design of damage tolerant composite stiffened 

panels, formulated by Riccio and Zarrelli [14], 

can be schematized in the following steps: 

I. calculation of the local buckled shape 

(mode) of the thinner sub-laminate 

(delamination buckling) by means of a 

linearised buckling analysis; 

II. determination of the location along the 

delamination front with maximum ERR, 

according to the out-of-the-plane 

buckling displacements; 

III. calculation of the energy released by the 

structure at delamination growth 

initiation by means of a linearised 

A
A

BB

d

d+d

Sec B-B

A
A

BB

d

d+d

Sec B-B
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buckling analysis, plus two linear static 

analyses; 

IV. evaluation of the delamination growth 

initiation load; 

V. evaluation of the ERR distribution along 

the delamination front at growth 

initiation, according to the out-of-the-

plane buckling displacements. 

2.6 Cost Evaluation 

Composite materials are characterized by 

high performance such as specific strength and 

stiffness, becoming some of most important 

aeronautic materials. Nevertheless, an extensive 

application of composite materials is actually 

restricted, besides airworthiness regulations 

limitations, by high manufacturing and repair 

costs. 

Cost estimation before the producing process 

is mandatory in order to reduce the 

manufacturing incidence, and it is performed 

evaluating several trade-off scenarios related to 

product design, material choice, process 

efficiency, and investment requirements. 

Therefore, both a suitable cost evaluation 

method and a reliable cost information are 

needed to assess the potential of composite 

materials. 

To preliminarily determine the total Life 

Cycle Cost (LCC) for stiffened composite 

panels, the following relation can be used: 

RCRMCLCC  Pr  (7) 

where MC is the manufacturing cost and 

PrR*RC the repair cost, being PrR the 

probability of a repair during the service life, 

and RC the cost associated with a single repair 

[15-18]. 

The total manufacturing costs depend on 

material cost, labour cost and non-recurring 

costs (such as tooling) evaluated over the actual  

number of components: 

nonrecclbrcmtcMC   (8) 

Both repair costs and the probability of a 

repair during the service life depend on the 

subpart involved (bay, stringer) and the impact 

location onto the panel. Consequently, 

expression (7) for LCC has to be slightly 

adapted (n being the number of impact locations 

considered in the analysis): 

i

n

i

i RCRMCLCC  
1

Pr  (9) 

The probability of a repair of a certain 

location in the panel is a function of the 

probability of an impact of given energy at the 

same location and the associated damage 

resistance:  

),(PrPr iii DRIfR   (10) 

3 Application 

  

The numerical model of the stiffened panel 

herein analysed has fixed overall dimension and 

characterized by several parameters which 

control stiffeners topology, geometric properties 

and lamination stack sequence. 

The stiffened panels are optimized for 

minimum weight and maximum global buckling 

load, and subject to several constraints to meet 

structural and functional requirements, as the 

damage tolerant capability. 

In Figures 4A-B-C some topological 

configurations of the analysed stiffened panel 

are shown. 

 

 

 

Fig. 4A-B-C: stiffened panel stringer layout: two-

stringer (A); three-stringer (B); four-stinger (C) 

 

The fixed parameters are: 

i) Panel width (360 mm); 

ii) Panel length (300 mm); 

iii) Stringer height (30 mm) 

iv) Stringer type (I-shaped); 

v) Cap length (30 mm); 

vi) Foot length (55 mm). 

A C 

B 
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In this optimization process, the stiffened 

panel is characterized by a fixed delamination 

with a diameter of 50 mm, located in the center 

bay at 15% of skin depth. In Figures 5 and 6, the 

stringer details and the delamination geometry 

are shown. 

 

 

Fig. 5: stringer type 

 

 

 

 

 

 

 

 

Fig. 6: delamination geometry 

 

In order to obtain a symmetrical and 

balanced composite laminate, the panel is 

created assembling a thick core surrounded by 

two thin external skins. Each external skin 

consist of two eight symmetrical and balanced 

layers [19,20].  

The FEM model needs to be accurate, 

especially near at the delamination front, to 

correctly predict the local buckling modes of  

the delaminated part of the structure. 

The delaminated stiffened panel is modelled 

by means of eight-node layered shell elements, 

rigid links and interface elements based on 

multipoint constraints [21]. 

Quadratic layered elements are used to model 

skin, stringers and delaminated sub-laminates; 

CERIGs (rigid constraints) are used to connect 

the stringer feet to the skin. 

Along the delamination front, rigid elements 

are also used to connect sub-laminates to the 

rest of the skin. Contact elements are adopted to 

connect the delaminated area to the remaining 

part of the panel without transition mesh. 

In Figure 7 the FEM model and the applied 

natural boundary conditions for a simply 

supported compressed panel are shown. 

 

 

Fig. 7: Panel boundary conditions and delamination 

fem model 

4 Results 

A multi-objective optimization procedure has 

been defined to minimize the structural mass 

and maximize the global buckling load of the 

panel.  

For this analysis the Pareto optimality 

criterion has been applied. 

In Tables 1 and 2, design parameters with 

related ranges and resolutions are summarized. 

In Table 3 main GA static parameters 

(individuals, couples, generations) and the  

envelope of some dynamic parameters 

(selection and crossover type, mutation rate, 

scaling fitness) are also reported. 

The resulting discrete Pareto set of the multi-

objective optimization is shown in Figure 8. 

 
Design Parameters 

nstiff Number of stringers 

SLQ External skin staking sequence  

Nply-skin Number of couples in the core skin 

SCS Core skin staking sequence  

Nply-web Number of couples in core web 

SCW Core web staking sequence  

Nply-cap Number of couples in core cap 

SCC Core cap staking sequence  

Nply-foot Number of couples in core foot 

SCF Core foot staking sequence   

Table 1: design parameters denomination 

 

 

 

D 

d1 

d2 

D = 50 mm 

  

d1 = 3 mm 

   

d2 = 1 mm       

Cap Core 
Web Core 
Foot Core 
Skin Core 
Ext.  Skin                           
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Table 2: Design parameters, ranges, type and dynamic 

resolution 

 

Table 3: optimization parameters dynamic envelope 

for multi-objective task 

 

 

 

Fig. 8: topologically partitioned Pareto-front for 

minimum weight and maximum global buckling load 

 

The main features of optimal designs are 

summarized in Table 4, 5 and 6. 

 

 

 

 

 

 

 

 

 

 

 

 

Design 

 

1 

Weight [kg] 

 
1.43 

Global Buckling Load 

[kN] 

 

1354 

 

 

Global Buckling 

Displacement 

 

 

  
 

 

Local Buckling 

Displacement 

 

  
 

 

G mode I contribution 

 

  

Table 4: optimal design 1 main features (four-stinger 

configuration) 

 

 

Design 

 

16 

Weight [kg] 

 
1.07 

Global Buckling Load 

[kN] 

 

564 

 

 

Global Buckling 

Displacement 

 

 

  

 

 

Local Buckling 

Displacement 

 

  

 

 

G mode I contribution 

 

  

Table 5:  optimal design 16 main features (three-

stinger configuration) 

0 45 90 135 180 225 270 315 360

0.15

0.2

0.25

Teta [gradi]

G
I 

[J
/m

m
2
]

0 45 90 135 180 225 270 315 360

0.15

0.2

0.25

Teta (gradi)

G
I(

J/
m

m
2
)

DV Type Min Max Resolution (bit) 

nstiff integer 1 4 2 2 2 2 2 

SLQ integer 1 8 3 3 3 3 3 

Nply-skin integer 1 8 3 3 3 3 3 

SCS real 0 1 10 10 12 12 12 

Nply-web integer 1 2 1 1 1 1 1 

SCW real 0 1 10 10 12 12 12 

Nply-cap integer 1 2 1 1 1 1 1 

SCC real 0 1 10 10 12 12 12 

Nply-foot Integer 1 2 1 1 1 1 1 

SCF real 0 1 10 10 12 12 12 

Individuals=200; couples=100; generations=70 

Envelope 0 1 2 3 4 

Selection Roulette-wheel 

Mutation 0.04 0.04 0.04 0.06 0.06 

Crossover
*
 1/2 1/2 1 1 1 

*½ One-cut crossover/ Bit-by-bit crossover 
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Design 

 

22 

Weight [kg] 

 
0.93 

Global Buckling Load 

[kN] 

 

180 

 

 

Global Buckling 

Displacement 

 

 

  
 

 

Local Buckling 

Displacement 

 

  
 

 

G mode I contribution 

 

  

 

Table 5:  optimal design 22 main features (two-stinger 

configuration) 

 

 

By comparing the different Pareto solutions 

from Figure 7, one may notice that the different 

optimum configurations can be essentially 

traced back to a minimum weight or a 

maximum buckling performance, plus others 

compromise solutions. These equally ranked 

solutions give the designer some choice to select 

a suitable panel configuration for specific 

proposes. 

 

5 Cost evaluation 

The life cycle cost are evaluated considering 

all the main contributions (raw material, labour 

and repair). The repair costs are determined 

taking into account the probability of impact, 

and are considered dependent on the impact 

location.  

Finally, a specific off-line tag procedure has 

been applied to arrange the numerical 

simulation results in a suitable graphical form 

with evaluation costs highlighted, as shown in 

Figures 9 and 10. 

 

Fig. 9: re-arranged Pareto front with evaluation costs 

 

 

 

 

Fig. 10 Evaluation costs 

 

 

Analyzing the cost-tagged Pareto-front, 

configurations with minimum weight and 

minimum global buckling load are less damage 

tolerant than configurations with maximum 

weigh and maximum global buckling load. As 

consequence, the repair cost of the first type of 

panel is greater than the other one. 

6 Conclusion 

In this work, a multi-objective optimization 

procedure, able to find the minimum weight and 

the maximum global buckling load for 

composite stiffened panels with impact damage 

tolerance constraints has been shown. 
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The specific parametric model has proved to 

be very flexible and effective while the damage 

tolerant methodology resulted very fast and 

simply to implement. 

The use of a multi-level crossover allowed by 

BMOGA has further increased the overall  

performance, showing an higher convergence 

speed of the numeric procedure than standard 

GAs. 

The multi-objective optimization has been 

able to find several Pareto-optimal 

configuration of the stiffened panel, all damage 

tolerant. 

Finally, the off-line tag procedure has proved 

to be an useful tools for the evaluation of the 

costs, giving to the designer an appreciable help 

in the choice of the preliminary configuration. 
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Abstract  

The concept of damage tolerant design has 
gained increasing acceptance and could result 
in better competitiveness in the field of 
aerospace. Such design considers fatigue as a 
critical phenomenon. Indeed, fatigue loading 
can induce delamination initiation and 
propagation. Currently a large research effort 
is being spent on fatigue damage of composite 
structures. However, there are few 
investigations focusing on how delamination 
propagates under cyclic buckling.  

The present work considers a study of fatigue 
behavior of composite structures, which 
characterizes mainly the onset and growth of 
delamination. The structures here investigated 
are composite specimens with single L-shaped 
stiffeners. The research begins with the design, 
manufacturing and finite element analysis under 
static loading. Then the testing methodology 
under cyclically compressive loading is 
proposed. During the future tests, the influence 
of repeated buckling will be investigated in 
terms of global structural responses, and of 
delamination growth per fatigue cycle with 
respect to the strain energy release rate.  

 

1 Introduction 

Motivated by the increasing use of 
composites in primary structural components, 
lots of research is dedicated to fatigue damage 
behavior [1-3] of fiber-reinforced composite 
materials when they operate under static or 
cyclic buckling load [4, 5]. As a result of the 
anisotropic and heterogeneous material 
characteristics, the behavior of composite 
materials is complicated and different from that 
one of homogeneous and isotropic materials [6]. 

In metals, the stable stage of gradual 
invisible deterioration spans nearly the complete 
life time and the stiffness of a metal remains 
almost unaffected during the fatigue loading. 

In fiber-reinforced plastic composites made 
of reinforcing fibers embedded in a tough 
matrix, the damage can initiate very early and 
different types of damage may appear (e.g. fiber 
fracture, fiber breakage, matrix cracking, fiber 
buckling, fiber-matrix interface failure and 
delamination…). The gradual deterioration of a 
fiber-reinforced composite in the damage zones 
can bring to a significant loss of stiffness and 
lead to a continuous redistribution of stress.  
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During the damage process of laminated 
composites, delamination is regarded as the 
most common failure mechanism [7]. Hence, 
the ability to predict delamination behavior is 
important for establishing damage tolerance 
criteria [8].  

In general, there are three possibilities [9] to 
study the fatigue phenomena in composite 
materials: fatigue life models, which use the 
information from the actual degradation 
mechanisms to derive S-N curves or Goodman-
type diagrams [10]; fracture mechanics models, 
which basically study the crack growth per load 
cycle versus calculated energy release rate as 
included in Paris law [11, 12]; and damage 
mechanics models, which use one or more 
damage variables related to measurable 
manifestations of damage [13]. 

The second scenario based on Paris law is 
taken into consideration in this study. The 
fatigue behavior of single-stiffener specimens 
with a co-cured L-shaped stiffener is 
investigated under cyclically compressive 
loading. The specimens studied here represent a 
level of complexity between the coupon 
elements and the structural components, in a so 
called building block approach [14]. The 
specimens are designed, analyzed and 
manufactured, and will be tested until high 
number of cycles [13]. During the tests, plots of 
measured delamination progression rate with 
respect to the calculated energy release rate will 
be obtained. 

The finite element model in static analysis is 
performed using ABAQUS [15] and the 
predicted buckling load provides some guidance 
for the range of the cycling loading during the 
tests.  

 
 
 

2 Description of specimens 

Four specimens have been manufactured and 
are ready for the fatigue tests.  

2.1 Geometry of the specimens 

The specimens investigated in this study 
present an L-shaped stiffener co-cured with the 
skin panel. The width of the specimens is 
stiffener pitch representative, and is taken equal 
to 120 mm. The specimens have a total length 
of 300 mm, and both the stiffener web and the 
stiffener flange are equal to 30 mm. Moreover, a 
Teflon-insert with a length equal to 20 mm is 
introduced in the specimen in order to simulate 
an initial delamination between the skin and the 
stiffener. 

The skin panels consist of a quasi-isotropic 
laminate with eight layers in stacking sequence 
[0/45/-45/90]s for a total thickness of 1 mm, 
while the stiffeners are composed of sixteen 
layers with a quasi-isotropic layup [0/45/-
45/90/90/-45/45/0]s which results in a total 
nominal thickness of 2 mm. Both the skin and 
the stiffeners are made from HexPly®8552 
unidirectional IM7 carbon fiber material. 

A schematic of the specimens is given in Fig. 
(1). 

 
Fig. 1: Drawing of the specimen 

The mechanical properties of the composite 
material are reported in Table 1.  

Table 1: Material properties - IM7/8552 

11E (GPa)   22E (GPa)    12G (GPa)    ν  

     150             9.08              5.29       0.32 
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2.2 Manufacturing 

The components were manufactured at the 
Dipartimento di Ingegneria Aerospaziale of 
Politecnico di Milano. The laminates describing 
the fiber direction 0, 45, and 90 degrees are 
shown in Fig. (2). 

 
Fig. 2: Orientation of laminates 

The normal steps were used during the 
manufacturing, such as laminating by placing 
each prepreg layer on top of the previous layer 
in the pre-defined orientation as shown in Fig. 
(3). Then the specimens are enclosed in a sealed 
vacuum bag and all the air is removed from the 
bag as illustrated in Fig. (4). At the end, the 
specimens were cured in an autoclave for six 
hours according to the material specifications. 
The autoclave is shown in Fig. (5). 

                            

 
Fig. 3: Skin-stiffener laminating  

           on the aluminum mold  

 

Fig. 4: Vacuum bag in the auto-clave 

                
Fig. 5:  Autoclave and control panel 

 

2.3 Measurement 

The measurements taken on the four 
specimens are reported in Table 2. In particular 
the Table reports the average measured 
thickness on the skin, the stiffener web and the 
stiffener foot, as well as the mass.  

 
Table 2: Measurements of the specimens 
No Skin 

(mm) 
Web 

(mm) 
Foot 

(mm) 
Width 
(mm) 

Length 
(mm) 

Mass 
(g) 

1 1.06 1.85  3.30   121 301 113.3 
2 0.90 2.00  2.90   123 299 110.6 
3 0.99 1.98  3.00   120 298 109.9 
4 1.05 1.85  3.00   120 299 110.6 

The back view of a specimen with 20 mm 
Teflon-insert in the middle is shown in Fig. (6). 
Resin tabs are then added to both ends of the 
specimens for the application of the load during 
the tests. 
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Fig. 6: Specimen back view 

3 Finite element analysis 

The finite element model is developed to 
determine the buckling load, the collapse load 
and the damage in the postbuckling regime.  

3.1 Model 

Four-node shells elements S4R with six 
degrees of freedom at each node are used to 
model the stiffened panel. The finite element 
mesh size is 1.0 mm by 1.0 mm and presents 
49800 elements and 43862 nodes. The finite 
element mesh view is illustrated in Fig. (7).  

The boundary conditions applied during the 
analysis step constrain one of the two ends of 
the specimen, while allow free shortening in the 
longitudinal direction on the other end. 

The two major damage modes are taken into 
account by the model: skin-stiffener separation 
and intralaminar damage. The skin-stiffener 
separation failure mode is modeled by placing a 
layer of cohesive elements COH3D8 between 
the skin and the stiffener along the flanges of 
the stiffener. These elements can represent 
mixed-mode delamination growth with a 
damage evolution law specified as a traction-
separation law [16]. Regarding intralaminar 
damage it is considered over the model, 
studying both the initiation and the evolution. 
The damage activation is based on Hashin 
failure criteria [17]. According to the failure 
criteria, there are four different failure modes 
investigated in the finite element analysis: fiber 

tension, fiber compression, matrix tension and 
matrix compression. 

 
Fig. 7: Finite element mesh view 

3.2 Dynamic analysis in Abaqus/Standard 

The analysis is performed as a dynamic 
analysis using general direct-integration method 
provided in Abaqus/Standard, called the Hilber-
Hughes-Taylor operator [15]. In the analysis, it 
is shown that the convergence difficulties can be 
avoided by introducing a small fictitious 
viscosity with the value of 1.0e-4 in the 
cohesive zone law that characterizes the 
interface. All the analyses are based on an 
implicit dynamic solution.  

A careful characterization of the material 
properties [18] is important for the analysis. The 
interlaminar properties and ply fracture 
toughness used in the damage model are shown 
in Tables 3-5. 

Table 3: Ply strength - IM7/8552 ( )MPa  

     TX          CX          TY         CY         LS        TS  
    2323       1200        101.4       199.8       107      75.3 

 
Table 4: Ply fracture toughness - IM7/8552  ( / )N mm  
        Gft          Gfc          Gmt         Gmc                
         81.5       106.3           0.277         0.788       

Table 5: Interlaminar properties - IM7/8552 

IC
G  / )( N mm

   IIC
G  / )( N mm

   zz
S ( )MPa

  xz
S ( )MPa

  
-B K  

      0.277           0.788                40               80          1.6       

3.3 Out-of-plane response 

The load-shortening curve and the out-of-
plane response are illustrated in Fig. (8). Point 
A corresponds to the buckling load of the skin 
and point B results from the buckling of the 
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stiffener. Point C corresponds to the 
displacement of 0.76 mm where the eighth ply 
has matrix tensile damage initiation. Point D 
indicates the separation between the skin and 
the stiffener. Point E shows two single half-
waves existing on one of the free edges, which 
makes the separation between the skin and the 
stiffener larger. The analysis is not able to 
predict the full separation of the skin and the 
stiffener because of the convergence difficulties. 

 

a)   
 

b)   
 

c)  

Fig. 8: Analysis results: a) load-shortening curve;  
b) c) out-of-plane response. 

3.4 Intralaminar damage analysis 

The location of the damage variables related 
to fiber and matrix in compression at three load 
points are illustrated in Fig. (9). The matrix 
tensile damage in the eighth ply is complete at a 
load of 34.8 kN, while the fiber compressive 
damage just initiates at the point A. At the peak 
load represented by point B, the skin-stiffener 
starts to separate. At point C, both the matrix 
damage and the fiber damage extend to a larger 
area along the interface. 
 

a)  

b)  
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c)  

Fig. 9: Intralaminar analysis: a) load-shortening curve; 
b) matrix tensile damage area;  

c) fiber compressive damage area. 

3.5 Interlaminar analysis using cohesive 
elements 

The delamination between the skin and the 
stiffener is investigated by introducing 
COH3D8 elements into the interface between 
the skin and the stiffener foot. The cohesive 
elements are not placed in the middle of the 
specimen stiffener where there is the Teflon 
insert. The load-shortening curve and the 
delamination between the skin and stiffener are 
shown in Fig. (10). Point A corresponds to the 
initiation of the damage on the cohesive 
elements, while the delamination onset 
corresponds to the peak load given by point D, 
and its propagation occurs during the collapse of 
the specimen. 
 

a)  

b)  
 

Fig. 10: Analysis of delamination: a) load-shortening 
curve; b) skin-stiffener separation. 

 
 
 
4 Test methodology 

The tests methodology has been decided on 
the basis of the numerical analyses.  

4.1 Fatigue of composite materials 

In compression-loaded L-shaped composite 
structures, delaminations are likely to be the 
most critical type of fatigue damage. In any case, 
since the specimens are laminated with multiple 
plies, the fracture behavior will be characterized 
by interacted damage modes.  

Many experimental fatigue tests have been 
carried out to study the fatigue crack growth in 
composites. One of the most popular fatigue 
damage models is Paris law model [11, 12], as 
shown in Eq. (1), which has been used to 
describe the fatigue crack propagation behavior:  

( )r

c

da G
C

dN G

∆=                        (1) 

In this model, delamination growth rate 
da

dN
 

has been related to the cyclic strain energy 

release rate 
c

G

G

∆
using a power law, where C  
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and r  are material constants. For composites, 
the exponentr , which relates propagation rate 
to strain energy release rate, has shown high 
values [19]. With a large exponent, small scatter 
in the applied loads would result in a large 
scatter in the predicted delamination growth rate. 
For this reason, the derived power law is not 
reliable enough for design criteria. Hence, it is 
important to ensure that the obtained strain 

energy release rate threshold value cG  

corresponds to no delamination growth by 
experiments. Through the tests, two constants 
C  and r  in the Paris law, together with the 

threshold value cG  could be obtained and may 

be useful for developing cyclic delamination 
characterization. 

It is so important to introduce the expression 
for compliance used to calculate the strain 
energy release rate. If the specimen is subjected 
to a load P  when the crack has length a , the 
specimen is less compliant than when the crack 
has length a aδ+ .  

The compliance pC  of the L-shaped 

specimen is the displacement per unit load and 
it can be obtained from load-shortening curve. 
In general it is written 

pC
P

δ=  
(2) 

Where δ  is the displacement of the specimen at 
the point of load application. The compliance is 
geometry constant, dependent on crack length 
and dimensions of the body. Through the 
experimental data, it could be possible to plot 
values of compliance pC  versus crack length a . 

From the curve, the delamination strain energy 
release rate can be expressed as [20] 

2

2
pdCP

G
b da

=  (3) 

where b  is the Teflon insert width in the 
interface between the skin and the stiffener.  

4.2 Test technique and procedures 

The specimen edges are coated with water-
based, brittle typewriter correction fluid, and 
marks are made at 1 mm intervals from the 
initial delamination tip. All fatigue tests will be 
conducted in an MTS servo-hydraulic test 
machine at a frequency of 5 Hz and an R (load 
ratio) value of 0.1.  

For the initiation of the delamination, 
Teflon insert is used in the tests to provide a 
straight delamination front. To make the 
delamination more visible during the tests, light 
source and high-resolution camera are used to 
enhance observation of the delamination growth. 
Crack tip positions are read at intervals, 
temporarily stopping the load cycling.  

According to the previous finite element 
analysis under static loading, the buckling load 
of the specimen is equal to 6.3 kN, while the 
collapse load is equal to 35.1 kN. Three 
sequences are considered, always with maximal 
and minimal loads according to the load ratio 
equal to 0.1. Firstly, the cycling is performed 
from 2 kN to 20 kN. During the cycling, it is 
important to check the difference of structural 
response between static and fatigue loading. At 
the second stage, a larger maximal load equal to 
28 kN together with the corresponding minimal 
load of 2.8 kN is introduced during the cycling. 
With the increasing maximal load, the number 
of cycles performed during the test decreases. 
Finally, the cycling is performed from 1.2 kN to 
12 kN.  
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4.3 Proposed measurements 

Different measurements are taken to calculate 
the compliance, the fatigue threshold value and 
the strain energy release rate. In particular, the 
following data are expected from the tests: 

1) Load-shortening curve that will be used to 
obtain the compliancepC . 

2) Number of cycles where delamination onset 
appears, so to be able to measure the strain 

energy release rate threshold, cG . 

3) Crack length a  at different numbers of 
cycles. 

4) Delamination growth per fatigue cycle,
da

dN
, 

related to the strain energy release rate G .  

4.4 Expected results  

The proposed experimental tests are used to 
characterize the cyclic delamination in the 
stiffened specimens. There are some results that 
are expected from the tests: 
1) Two crack tips will probably develop 

because of the centered Teflon insert. 
2) Delamination growth would proceed in a 

slow stable extension way instead of 
unstable jumps.  

3) Compliance of the specimen should always 
increases as the crack grows, in order to 
derive the compliance C  as a function of 
crack length. 

4) Maximal strain energy release rate would 
decrease with the increased crack length. 
The energy release rate could be related to 

compliance pC  by using
2

2

pdCp
G

b da
= . 

5) Crack growth rate 
da

dN
 will be drawn with 

respect to the strain energy release rate in a 
power law. 

6) Fatigue life constants C and r will be 
determined as shown in Paris law 

( )r

c

da G
C

dN G

∆= . 

4.5 Correlation between the static loading 
and fatigue loading 

It will be useful to compare the structural 
response of the L-shaped specimens under both 
static and fatigue loading. Moreover, the fatigue 
tests could provide some design criteria for 
similar structures.  

5 Conclusions 

Single stiffener specimens are proposed to 
investigate experimentally the fatigue behavior 
of composite stiffened structures that work in 
post-buckling conditions. Numerical analysis 
under static loading have been performed and 
used to provide some guidance for the cycling 
load range, such as the buckling load, the 
collapse load and the pre-buckling stiffness. In 
addition, the finite element analyses are 
important to investigate both intralaminar and 
interlaminar damage mechanisms. The cohesive 
zone modeling approach has been used to 
characterize the interface behavior between the 
skin and the stiffener. 

The application of elastic fracture mechanics 
criteria has been proposed as a possible tool for 
predicting delamination growth under 
compression fatigue loading. A power law 
relating the delamination growth to the cyclic 
strain energy release rate is investigated.  

References 

[1] Revuelta D., Miravete A., “Fatigue damage in 
composite materials”, International Applied 
Mechanics, Vol. 38, No. 2, 2002, pp. 121-134. 

[2] Turon A., Costa J., Camanho P. P., Davila C. G., 
“Simulation of delamination in composites under 
high-cycle fatigue”, Composites Part A: applied 
science and manufacturing, Vol. 38, 2007, pp. 
2270-2282. 

[3] Shokrieh M. M., “Progressive fatigue damage 
modeling of composite materials, part II: 
material characterization and model verification”, 

1154



Fatigue Behavior of Composite Stiffened Components Working in Post-buckling 

 
 

 

Journal of Composite Materials, Vol. 34, No. 13, 
2000, pp. 1841-1852. 

[4] Melin L. G., Schon J., “Buckling behavior and 
delamination growth in impacted composite 
specimens under fatigue load: an experimental 
study”, Composites Science and Technology, Vol. 
61, 2001, pp. 1841-1852. 

[5] Cordisco P., Bisagni C., “Cyclic buckling tests 
under combined compression and shear on 
composite stiffened panels”, AIAA Journal, Vol. 
47, No. 12, 2009, pp. 2879-2893. 

[6] Paepegem V. W., Degrieck J., Baets P. D., 
“Finite element approach for modeling fatigue 
damage in fibre-reinforced composite materials”, 
Composites Part B, Vol. 32, No. 7, 2001, pp. 
575-588. 

[7] Bisagni C., “Progressive delamination analysis 
of stiffened composite panels in post-buckling”, 
Proceedings of the 47th 
AIAA/ASME/ASCE/AHS/ASC Structures, 
Structural Dynamics, and Material Conference, 
Newport, Rhode Island, USA, May 1-4, 2006, 
AIAA 2006-2178. 

[8] Kan H. P., Whitehead R.S., Kautz E., Damage 
tolerance certification methodology for 
composite structures. 8th DOD/NASA/FAA 
Conference on Fibrous Composites in Structural 
Design, NASA Langley Research Center, 1990, 
pp. 479-498. 

[9] Degrieck J., Paepegem W. V., “Fatigue damage 
modeling of fibre-reinforced composite materials: 
Review”, Applied Mechanics Reviews, Vol. 54, 
No. 4, 2001, pp. 279-300. 

[10] Reifsnider K. L., Fatigue of composite materials, 
Elsevier, Amsterdam, 1991. 

[11] Paris P., Gomez M., Anderson W., “A rational 
analytical theory of fatigue”, Trend in 
Engineering, Vol. 13, 1961, pp. 9-14. 

[12] Paris P., Erdogan F., “Critical analysis of 
propagation laws”, Journal of Basic Engineering, 
Vol. 85, 1963, pp. 528-534. 

[13] Lemaitre J., Sermage J., Desmorat R., “A two 
scale damage concept applied to fatigue”, 
International Journal of Fracture, Vol. 97, 1999, 
pp.67-81. 

[14] Composite Materials Handbook, “Polymer 
matrix composite materials usage, design, and 
analysis”, Department of Defense, USA, Vol. 3, 
2002, Chap. 4. 

[15] ABAQUS Manuals, Version 6.9.1., Dassault 
Systemes, Providence, RI, USA, 2008. 

[16] Camanho P. P., Davila C. G., Moura M. D., 
“Numerical simulation of mixed-mode 
progressive delamination in composite 
materials”, Journal of Composite Materials, Vol. 
37, 2003, pp.1415-1438.  

[17] Hashin Z., “Failure criteria for unidirectional 
fiber composites”, Journal of Applied Mechanics, 
Vol. 47, 1980, pp. 329–334. 

[18] Camanho P. P., Maimi P., Davila C. G., 
“Prediction of size effects in notched laminates 
using continuum damage mechanics”,  
Composites Science and Technology, Vol. 67, 
2007, pp. 2715-2727. 

[19] Mall S., Yun K. T., Kochhar N. K., 
“Characterization of matrix toughness effect on 
cyclic delamination growth in graphite fiber 
composites”, In ASTM STP 1012, American 
Society for testing and materials, Philadelphia, 
PA, 1989, pp. 296-310. 

[20] Anderson T. L., “Fracture mechanics: 
fundamentals and applications”, Taylor & 
Francis, 2005, Chap. 1. 

1155



 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

 
 

Abstract  

A three-dimensional damage model has been 
developed to simulate the progressive failure of 
thin composite structures. Both intralaminar 
and interlaminar damage mechanisms have 
been considered and the proposed constitutive 
model has been developed on the basis of 
thermomechanics of the nonlinear irreversible 
physical process. The intralaminar damage 
modes has been analysed in the context of the 
Continuum Damage Mechanics, whereas the 
interlaminar damage mode has been analysed 
by means of the Cohesive Zone Model. The 
objectivity of the numerical discretization has 
been assured using the smeared crack 
formulation. The proposed damage model has 
been benchmarked by means of an experimental 
low-velocity impact test taken from the 
Literature, reproducing the main damage 
mechanisms, i.e. fibre breakage, fibre kinking, 
matrix cracking, matrix crushing and 
delaminations. 

1 Introduction  

Since decades, in aerospace industry fibre-
reinforced polymers have become attractive 

because of their light-weight, high-strength and 
high-modulus properties. However, composite 
structures are still more expensive than their 
metal counterpart due to the high costs of 
production, quality assurance and experimental 
testing. Furthermore, in the context of the 
damage tolerance design philosophy, low-
velocity impacts represent an issue of great 
concern because they can induce serious 
damages which may propagate up to the 
collapse of the structure. 

This paper presents a three-dimensional 
energy-based damage model for composite 
structures subjected to low-velocity impacts. 
The intralaminar damage model has been 
developed, on the basis of thermomechanics of 
the nonlinear irreversible physical processes, in 
the context of the Continuum Damage 
Mechanics (CDM). Moreover, the interlaminar 
damage mechanism has been analysed by means 
of the Cohesive Zone Model (CZM) and the 
delamination propagation under mixed-mode 
loading has been modelled using special-
purpose cohesive elements. 

The proposed three-dimensional damage 
model has been exploited by means of the 
implicit nonlinear finite element code 
Abaqus/Standard using a direct-integration 
dynamic analysis, which has been preferred to 
the commonly used explicit central-difference 
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time integration rule. The final goal is to enable 
the prediction of low-velocity impact damages 
in thin carbon/epoxy composite laminates, 
considering the extension of the damaged areas 
in terms of fibre breakage, fibre kinking, matrix 
cracking, matrix crushing and delaminations. 

2 Progressive failure analysis of composite 
structures 

The World Wide Failure Exercise (WWFE) 
[1,2] in the late 90’s provided a good 
assessment of the status of the most used 
theoretical methods for predicting material 
failure in fibre reinforced polymer composites. 
It was clearly emphasized that, even for simple 
laminates, predictions may differ significantly 
from the experimental results. 

The current intralaminar constitutive damage 
models consider both damage onset and damage 
propagation, assuming that the response of a 
single lamina is linearly elastic up to failure, 
with the exception of in-plane and out-of-plane 
shear which exhibits typically a nonlinear 
behaviour [3]. For damage onset, criteria can be 
either non-interactive, e.g. maximum stress, 
maximum strain, Tsai-Hill, Tsai-Wu, Hoffmann 
criteria, or interactive which distinguish 
between the different damage modes, e.g. 
Hashin’s criterion, Puck’s criterion, LaRC03 
criterion for 2D models [4] and LaRC04 
criterion for 3D models [5]. 

Damage progression strategies that provide 
material degradation can be usually categorized 
into two main groups: heuristic models based on 
a ply-discounting material degradation approach 
[6] and models based on the CDM approach 
using internal state variables. The former 
models are characterized by the degradation of 
the elastic stiffness coefficients by a value β 
which diminishing the elastic moduli directly 
after damage initiation is detected. The 
degradation can be instantaneous (β ≈ 0) or 
recursive, mitigating the convergence problems. 

Material softening can be more rigorously 
analysed by means of the CDM. The material 
damage state is described using appropriate 
internal state variables (the damage variables) 
which directly modify the entries of the 

constitutive matrix. Some methodologies have 
been proposed in order to solve the mesh 
dependency concern of the progressive failure 
analyses. Bažant [7] has proposed the smeared 
crack formulation introducing the element’s 
characteristic length when evaluating the strain 
at failure by means of the energy dissipated per 
unit of volume. 

As far as the interlaminar damage modes are 
concerned, many fracture methods are available 
in the Literature. Elder et al. [8] presents an 
interesting review of numerical methods and 
among which the Linear Elastic Fracture 
Mechanics (LEFM) and the CZM are the most 
notable. The LEFM method is widely used by 
means of the Virtual Crack Closure Technique. 
The CZM uses special-purpose elements with 
zero or quasi-zero thickness in order to simulate 
inter-ply delamination onset and propagation. 
The commonly used traction-separation 
approach assumes a linear elastic behaviour at 
small loads, followed by a linear material 
softening after reaching the interlaminar 
allowable strengths. The mixed-mode 
delamination propagation is then simulated by 
means of several approaches, such as the 
Benzeggagh-Kenane law or the Power law. 

3 The intralaminar damage model 

The intralaminar three-dimensional damage 
model is based on the definition of a damaged 
stiffness tensor Qd  which relates Cauchy stress 
tensor T  and the strain tensor E : 

QdT E . (1) 

The damaged stiffness tensor can be defined 
by means of the damage tensor D , as follows: 

1Q D Qd
 , (2) 

where the damage tensor is defined as: 

  1D
1 ijij

id
 


, (3) 

with id  being the damage variables and ij  
indicating the Kronecker delta. The damage 
variables are defined in the range  1,0 , that is 
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0id  represents the initial undamaged 
material, whereas 1id  represents the 
complete loss of load-carrying capability. The 
variable 1d  describes the in-plane longitudinal 
damage mode, the variable 2d  describes the in-
plane transverse damage mode, whereas the 
variable 4d  describes the in-plane shear damage 
mode. Thus, a plane stress behaviour is 
considered, which is a good assumption for thin 
laminae. No damage has been considered for the 
through-the-thickness direction and for the out-
of-plane components of shear, 3 5 6 0d d d   . 
Moreover, the damage variables 1d  and 2d  take 
into account the sign of the strain/stress state. 
Considering as example the longitudinal 
damage variable 1d , other two damage variables 
are introduced in order to consider the tensile 
and compressive effects, that is Td1  and Cd1 . 
This permits also to consider the stiffness 
recovery due to the closure of pre-existing 
cracks under load reversal: 

11
1 1 1

11

22
2 2 2

22

max ,

max ,

T C

T C

d d d

d d d







  
  

  


    
 




, (4) 

where   is the Macaulay brackets operator. 
The damage variables are activated by a damage 
initiation criterion defined through a damage 
activation function i . Damage is activated 
whenever the function exceeds one, then the 
material begins to degrade by means of a 
suitable softening law.  

3.1 Fibre Failure (FF) due to tensile 
loading 

Usually, fibre fracture marks ultimate failure. 
In carbon fibre-reinforced polymers shear 
stresses have negligible influence on the tensile 
Fibre Fracture limit. In this work, the damage 
initiation due to the tensile loading is predicted 
using a non-interacting strain-based failure 

criterion, i.e. the longitudinal tensile damage 
activation function is given by: 

2

11
1

1 







 

T
T X

E ,   for 011  , (5) 

where 1E  is the longitudinal elastic modulus 
and TX  is the longitudinal tensile allowable 
strength. The material softening is defined by a 
linear law in terms of a suitable driving strain 
component. For damage variable Td1  the 
softening law is expressed by the following 
formula: 

0
1 1

1 0
1 1 1

ˆ ˆ
max 0, min 1, 1

ˆ ˆ ˆ

f

T ftt
d  

  

             
, (6) 

with the driving strain component defined as 
1 11̂  . Fig. 1 shows the stress-strain relation 

characterized by a linear softening. 0̂  
represents the driving strain at damage onset, 
whereas ˆ f  is the driving strain at complete 
failure. 
 

 
Fig. 1 Stress-strain curve. 

3.2 Fibre Failure (FF) due to compressive 
loading 

The fibre failure due to compressive loading 
is characterized by kinking of the fibres which 
start to buckle and then reach final failure. In 
this work a strain-based damage initiation 
criterion is chosen, whose damage activation 
function has the same form of the tensile 
damage case: 
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11
1

1 







 

C
C X

E ,   for 011  , (7) 

where CX  is the longitudinal compressive 
allowable strength. Similarly to the longitudinal 
tensile case, the material softening is defined by 
a linear law as follows: 

0
1 1

1 0
1 1 1

ˆ ˆ
max 0,min 1, 1

ˆ ˆ ˆ

f

C ftt
d  

  

             
, (8) 

with the driving strain component defined as 
1 11̂  . 

3.3 Inter Fibre Failure (IFF) due to tensile 
loading 

The effects of transverse tension loads, such 
as the transverse compression loads, are taken 
principally by the matrix. In the case of 
transverse tension loads, damage occurs as a 
through the layer crack runs parallel to the 
fibres, which may be initiated by a stress 
concentration in the matrix or a local matrix-
fibre debonding. In this work, a transverse 
tensile damage activation function is used in the 
following form: 

22 2

22 12 23
2

12 23
T

TY S S
      

        
     

  
,   

for 22 0  , 
(9) 

where TY  is the transverse tensile allowable 
strength, whereas 12S  and 23S  are the in-plane 
shear strength and transverse shear strength. 
Following the bilinear damage formula written 
in paragraphs 3.1 and 3.2, the material softening 
is defined by a linear law as follows: 

0
2 2

2 0
2 2 2

ˆ ˆ
max 0,min 1, 1

ˆ ˆ ˆ

f

T ftt
d  

  

             
, (10) 

with the driving strain component defined as 
2 2 2

2 22 12 23̂      . 

3.4 Inter Fibre Failure (IFF) due to 
compressive loading 

Generally, failure in transverse compression 
is due to the crushing of the matrix. 
Experimental evidence suggests that the fracture 
is created by the stresses which act on a typical 
fracture plane inclined of 53fp    with respect 
to the through-the-thickness direction [3]. These 
stresses are the normal stress n , and two shear 
stresses nl  and nt  as shown in Fig. 2. n  
represents the stress perpendicular to the 
fracture plane, nl  is the transverse-longitudinal 
shear stress and nt  is the transverse-transverse 
shear stress. 

 
Fig. 2 Fracture plane for Inter Fibre Fracture (IFF) 

due to compressive loading, [3]. 

 
Given the effective stress tensor T

~  in the 
lamina coordinate system, using a 
transformation matrix the stresses acting on the 
inclined fracture plane are obtained: 

   

2 2
22 33 23

12 13

2 2
33 22 23

cos sin 2 cos sin

cos sin

cos sin cos sin

n fp fp fp fp

nl fp fp

nt fp fp fp fp

       

    

       

   
  


   

  
 

  

 

(11) 

Considering that a tensile stress 0n  
causes crack opening and propagation whereas a 
compressive stress 0n  impedes shear 
fractures [3], for 0n  the shear stresses have 
to cause fracture against an additional 
resistance, which increases with increasing n  
like an internal friction. Following these 
consideration, a stress-based damage activation 
function is used: 
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22

2 2 tan
nt nl

C
C T n C fp L nY Y
 
    

  
           

for 22 0   and 0n , 
(12) 

where CY  is the transverse compressive 
allowable strength and the friction coefficients 
are given by the following equations: 

 
1

tan 2T
fp




 , 
2 tan

T
L

C fpY



 . (13) 

When C2  reaches a value equal to unity, 
then the damage begins to grow and the material 
begins to degrade and the damage variable Cd2  
is expressed by the following formula: 

0
2 2

2 0
2 2 2

ˆ ˆ
max 0,min 1, 1

ˆ ˆ ˆ

f

C ftt
d  

  

             
. (14) 

The driving strain component which defines 
the damage evolution law is given by 

2 2
2ˆ nl nt    . Thus, only the shear strain 

components in the fracture plane are considered 
for the transverse compressive damage mode. 
The shear strain components can be evaluated 
as: 

   
12 13

2 2
33 22 23

cos sin

cos sin cos sin
nl fp fp

nt fp fp fp fp

    

       

 


   

 

(15) 

3.5 In-plane shear failure 

In this work, the in-plane shear damage 
mechanism has been considered as due to 
damage mechanisms in longitudinal and 
transverse directions. This means that shear 
damage is activated by fibre breakages and 
matrix cracking in the following manner: 

   4 1 21 1 1d d d    . (16) 

3.6 Smeared crack formulation 

Progressive damage in composites materials 
is known to be affected by the strain localization 
phenomenon which occurs whenever failure is 

preceded by the emergence of narrow and 
highly strained zones [9].   

Strain localization during the fracture process 
typically causes FEM based progressive failure 
analyses incorporating material degradation into 
the constitutive model to suffer from mesh 
dependency. 

A smeared crack formulation, whose 
theoretical background can be found in the 
Literature [7,9], can be used to avoid mesh 
dependency. Using this formulation, the fracture 
energy is distributed (smeared) over the full 
volume of the element. A length parameter 
(characteristic length), related to the element 
dimension, is introduced into the constitutive 
law in order to achieve a constant energy release 
per unit area of crack, regardless of the element 
dimension. With the introduction of the smeared 
crack formulation, the strain ˆ f  is properly 
scaled on the basis of the characteristic length of 
the finite element l , so that the area under the 
stress-strain curve (see Fig. 1) is equal to the 
energy dissipated per unit of volume g , that is: 

Gg
l

 , (17) 

where G  is the intralaminar fracture toughness 
of the material. Thus, the less the characteristic 
length, the bigger the strain at complete failure 
ˆ f . 

The smeared crack formulation, albeit being 
quite crude, is the simplest manner to solve the 
mesh size dependency problem; with such 
approach the damage localizes into a zone 
which is one element in height thus the best 
results are obtained when the damage location is 
known thus permitting to design mesh 
accordingly [10]. When a well-defined damage 
path is not defined a non-local approach is 
generally recommended [10], nevertheless  the 
smeared crack formulation can still be used if a 
certain level of approximation is tolerated. 

4 The interlaminar damage model 

In order to simulate the onset and 
propagation of delaminations, three-dimensional 
special-purpose cohesive elements, formulated 
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according to  the CZM, are used at interply 
interfaces. A traction-separation approach has 
been considered combining a strength-based 
criteria to predict the delamination onset with 
fracture mechanics to evaluate the subsequent  
propagation. The element is characterized by a 
very small thickness (h), representing the resin 
rich ply-to ply interfaces, and has four couples 
of matched nodes connected by nonlinear 
springs used to simulate the three different 
damage modes, that is (see Fig. 3) the opening 
mode (mode I), the sliding mode (mode II) and 
the tearing mode (mode III). 

 

 
Fig. 3 A cohesive element with four couples of matched 

nodes. Image taken from [11]. 

 
The element constitutive equation relates the 

normal and shear stress components with the 
relevant nodal separations by means of a penalty 
stiffness matrix  K : 

    T
ts

T
tsn ttt  ,,K,, n . (18) 

  The nodal separations are obtained 
multiplying the strain components by the 
thickness of the cohesive element: 
   hhh tsntsn  ,,,,  . The choice of the 
correct value of the penalty stiffness is an issue 
of great concern: a high initial penalty stiffness 
is necessary to hold the top and bottom faces 
together in the linear elastic range even though a 
very large penalty value may result in an ill-
conditioned problem. Usually, a value around 

610K  N/mm3 is used [12] in combination 
with thicknesses between 10-4 and 10-3 mm. 

Delamination onset is linked to a quadratic 
interaction function involving the stress ratios: 

2 2 2

0 0 0
n s t

n s t

t t t
T T T


     

       
    

, (19) 

where 0
nT , 0

sT  and 0
tT  represent material 

allowables, that is the peak value of the stress 
when the deformation is purely normal to the 
interface or purely in the first or the second 
shear direction, respectively. Delamination 
initiates when j  reaches a value of one; after 
delamination onset, the stiffness of the cohesive 
element is gradually reduced to zero depending 
on the value of a damage parameter D  [13], 
which ranges from zero at onset, to one at the 
complete debonding between the two adjacent 
laminae. 

When mixed-mode propagation is analysed, 
generally a Benzeggagh-Kenane (B-K) law or a 
Power law are the most used [13]. The B-K law 
is particularly useful when the critical fracture 
energies during deformation purely along the 
first and the second shear directions are the 
same, i.e. IIC IIICG G : 

  Sh
IC IIC IC n Sh

n Sh

GG G G G G
G G


 

     
, (20) 

where nG , sG  and tG  refer to the work done by 
the traction components and their conjugate 
relative displacements i , Sh s tG G G   and   
is a parameter obtained experimentally. 

5 Damage model implementation and 
verification 

The three dimensional damage model 
described in sections 3 and 4 has been 
implemented into the Abaqus/Standard implicit 
code programming the intralaminar damage 
model in an User-defined MATerial (UMAT) 
subroutine with the aim to simulate damage 
propagation in layered composite material 
caused by low energy impacts. 

Notwithstanding the fact explicit codes are 
the most widely used for low-velocity and 
ballistic impact simulations, the Hilber-Hughes-
Taylor time integration scheme available within 
Abaqus/Standard has been preferred for its 
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unconditional stability and for its major control 
of convergence. The main disadvantage is the 
computational cost due to the fact that the 
stiffness matrix must be inverted and a set of 
simultaneous nonlinear dynamic equilibrium 
equations must be iteratively solved at each time 
increment. 

Due to the aforementioned mesh sensitivity 
problem of the proposed intralaminar damage 
model, a sensitivity analysis has been 
preliminarily performed in order to verify the 
correct implementation of the smeared crack 
formulation within the UMAT subroutine. 

A cube with a side of 1 mm has been 
modelled and loaded in tension in the 
longitudinal (fiber) direction. Three different 
mesh densities have been considered consisting 
of 1 element ( l  = 1 mm), 33  elements ( l  = 
0.333 mm) and 35  elements ( l  = 0.2 mm). For 
the last two cases, the damage path has 
introduced only for the elements in a band in the 
middle of the cube perpendicular to the loading 
direction. Fig. 4 shows the load-displacement 
curve of the three simulation showing that the 
energy absorbed by the cube is correctly 
independent of the mesh refinement. 

 

     
Fig. 4 Load-displacement curve for three different 

mesh densities. 

6 Finite element simulation of a low-
velocity impact 

The proposed damage model has been 
subjected to a first verification and validation 
process by simulating low-velocity impact test 
case taken from the Literature [14]. The low-
velocity impact test is realized following the 
specification described on the ASTM D5628 
[15] on a composite specimen with a 1.8 mm 

thickness and a  S0/90/0/90/0  stacking 
sequence. The specimen is hold between two 
circular steel disks with a hole of 80 mm 
diameter under a drop tower machine with an 
aluminium impactor  with a hemispherical cap  
of 8 mm radius. The impactor, its support and 
the load cell have a total mass of 1.205 kg. The 
impactor falls from a height of 0.5 m, obtaining 
an impact velocity of 3.13 m/s and an impact 
energy of 5.91 J. 

6.1 Modelling strategy 

In order to alleviate the computational costs, 
a circular portion of the specimen, with a 
diameter of 100 mm has been modelled in a 
clamped set-up; model dimensions have been 
further reduced by to one fourth by exploiting 
material and load symmetries of the problem. 

The impactor has been modelled by means of 
a hemispherical analytical rigid surface and a 
node with a concentrated mass point has been 
associated to it. The boundary conditions are 
enforced in this point allowing only the motion 
of the impactor along the falling direction (z-
axis). Full three-dimensional models have been 
developed employing eight nodes reduced 
integration solid elements (C3D8R) with 
interlaminar cohesive elements (COH3D8) 
placed between each couple of adjacent 
laminae. The quadratic nominal stress criterion 
has been used to determine the delamination 
onset, whereas the Benzeggagh-Kenane 
criterion ( =1.45) has been assumed in order to 
analyse the delamination propagation. Lamina 
material properties are reported in Table 1; 
intralaminar fracture toughness were not 
available and so values for similar materials 
have been chosen from the Literature. 
Interlaminar allowables and fracture toughness 
are reported in Table 2. 

A surface-to-surface contact discretization 
with a small-sliding tracking approach has been 
used to simulate the contact between the 
impactor and the thin plate because it is more 
efficient and recommended for normal impactor 
direction [16]. The penalty method has been 
used as contact constraint enforcement method. 
The contact between adjacent layers has been 
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simulated in a similar manner thus accounting 
for contact nonlinearities [13].  
 

Table 1 Lamina material properties. 

 
Table 2 Interlaminar allowables and fracture 

toughness. 

 
 
 
 
 
 
 
 
The introduction of artificial damping has 

been necessary in order to control the problem 
convergence: a damping control parameter of 

414.0  has been used. This value 
guarantees an improvement of the convergence 
behaviour without significantly degrading the 
solution accuracy [13].  

6.2 Numerical results 

The mesh density is an issue of great concern 
so a preliminar mesh sensitivity analysis, 
considering an undamaged material, has been 
carried out. A temporal window of 1 ms and 
four different mesh densities in the contact zone 
have been considered: a coarse mesh ( l  = 2 
mm), an intermediate mesh ( l  = 1 mm), a fine 
mesh ( l  = 0.5 mm) and a very fine mesh ( l  = 
0.25 mm). Fig. 5 shows the numerical results in 
a force-time graph. The results shows that the 
average behaviour is the same for all the mesh 
densities. However, some differences can be 
noted. A finer mesh captures quite well the 
oscillations typical of the impact phenomenon 
while a coarser mesh, which suffers from high 

distortion of the elements, has a force-time 
curve characterized by small amplitude 
smoothed oscillations. 

 

 
Fig. 5 Mesh sensitivity analysis, force-time curves. 

 
Unsurprisingly, the better result is obtained 

with higher computational costs so a 
compromise is found by using a hybrid meshing 
technique: a fine density ( l  = 0.7 mm) is used 
in the contact zone  and an intermediate density  
( l  = 1.9 mm) is employed in the remaining part 
of the model. The final model consists of 10560 
C3D8R solid elements and 3600 COH3D8 
cohesive elements, with a total of 16775 nodes, 
Fig. 6. 
 

 
Fig. 6 Overview of the selected mesh. 

 
The selected mesh has been analysed 

considering a quite tight convergence criterion 
with ratio nR  of the largest residual to the 
corresponding average flux norm equal to 0.1 
[13]. Since this value did not allow to reach the 
convergence for the whole simulation a restart 

Elastic 
Properties 

Allowable 
strengths 

[MPa] 

Fracture 
toughness 

[kJ/m2] 
E1 127.0 GPa XT 1400 G1T 80
E2 = E3 10.0 GPa XC 930 G1C 60 
G12 = G13 5.4GPa YT 47 G2T 0.2 
G23 3.0 GPa YC 130 G2C 0.7 

12 = 13 0.34 S12 = S13 53   
23 0.306 S23 89   

Allowable 
strengths 

[MPa] 

Fracture 
toughness 

[kJ/m2] 
0

nT  62.3 GIC 0.2 
0

sT  53 GIIC 0.9 
0

tT  89 GIIIC 0.9 
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was necessary employing a relaxed  
convergence criterion (a unit value has been 
used due to the fact that the unloading phase of 
the simulation is less affected by the damage 
phenomena). 

 
Fig. 7 Force-time curves. 

 
 Fig. 7 shows the numerical force-time curve 

for the case of the clamped specimen together 
with the experimental curve, whereas Fig. 8 
shows the force-displacement curves. The 
overall numerical response of the clamped 
specimen is significantly stiffer than the 
experimental result, leading to a lower 
maximum displacement of the impactor. 

 

 
Fig. 8 Force-displacement curves. 

 
Since ASTM D5628 also permits to test 

unclamped specimen, and as the real support 
condition for the test case under study were not 
precisely known, an additional numerical 
simulation has been carried out, considering the 
same specimen in a different support set-up. For 
this additional simulation the upper support disk 

has been removed and two clamps, modelled as 
analytically rigid surfaces with a diameter of 10 
mm, have been introduced (Fig. 9).  

 
Fig. 9 Specimen bound by two clamps. 

 
From Fig. 7 and Fig. 8, it can be noted that 

the response of the modified model is less rigid 
matches the experimental curve quite closely. 
Table 3 summarize the obtained numerical 
results, comparing them with the experimental 
data. Fig. 10 shows the comparison between the 
extension of delaminated zone obtained by the 
numerical simulation (clamped specimen) and 
that obtained by the experimental test. SDEG 
represents the damage parameter D  as indicated 
in paragraph 4. A good agreement has been 
achieved. 

 

 

   
Fig. 10 Delaminations, comparison between 

experimental result [14] and numerical estimation. 
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Table 3 Summary of numerical prediction and 
experimental results. 

 Max 
Displ. 

 
[mm] 

Displ. 
error 

 
[%] 

Max 
Force 

 
[N] 

Force 
error 

 
[%] 

Experimental 4.55 - 3015 - 
Clamped 
specimen 

3.94 -13.4 3170 5.1 

Specimen 
bound by 
two clamps 

4.46 -1.9 2930 -2.8 

7 Conclusion 

A three-dimensional intralaminar and 
interlaminar damage model has been proposed 
using the Continuum Damage Mechanics and 
the Cohesive Zone Model. A thin composite 
plate subjected to a low-velocity impact has 
been analysed. The clamped boundary 
conditions led to stiff numerical results, whereas 
the specimen bound by two clamps has shown a 
behaviour similar to the experimental result. 
The prediction of the extension of the 
delaminations is in good agreement with the 
experimental results. 
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Abstract  
The present study aims at the numerical design 
of the leading edge flow control over a swept 
two-element high-lift airfoil using steady state 
blowing via vortex generator jets. The vortex 
generator jets are applied at the leading edge of 
the airfoil to prevent the leading edge type stall 
observed in the baseline cases without flow 
control. The numerical design involves the 
variation of several key flow control parameters 
such as the pitch angle, skew angle, blowing 
ratio, sense of rotation and vortex generator jets 
spacing. The results indicate that numerical 
design of leading edge flow control seems 
feasible for such wing arrangement. It shows an 
acceptable degree of stall suppression over the 
swept arrangement of high-lift airfoil. 

1 Introduction  
The use of pneumatic flow control devices 

like vortex generator jets (VGJs) have been 
studied quite often in the past to delay the 
stalling of an airfoil. This paper describes the 
numerical design of leading edge (L/E) flow 
control over a swept airfoil. The numerical work 
is performed within the project LEBox which is 

part of the European project Joint Technical 
Initiative for Aeronautics and Air Transport 
(CLEANSKY). The task is challenging due to 
difficulties to compute L/E type stall. The VGJ 
geometry for actuation at the L/E of the swept 
airfoil has been evaluated in terms of a variation 
of span-wise distance between the VGJ, 
favorable and unfavorable sense of rotation of 
the vortices with reference to the sweep-back 
angle   and optimum size of the VGJ relative 
to the boundary layer. It is well known that 
boundary layers of swept airfoils feature a 
considerable twist which in turn strongly favors 
longitudinal vortices with a certain sense of 
rotation [1,2,3]. It is one goal of the studies 
made here to utilize this effect to increase the 
efficiency of L/E actuation with VGJs. It has 
been stated in [1,2] that the vortex should be 
oriented in a way such that the local vectors of 
the secondary flow point into the direction of 
the local 3D flow vector. Later on [3,4] 
confirmed, that the local vectors of the 
secondary flow should be aligned in the 
direction of the local 3D flow vector of the 
undisturbed boundary layer. This yields an 
increased effectivity of the so-called co-rotating 
configuration. The optimal spanwise spacing   
between the VGJs found by [4] was 
about d 6 , where d  being the diameter of 
the VGJ and [3] reported spanwise spacing
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of d 10 . Smaller spacings would require a 
larger mass flow of pressurized air. Therefore it 
seemed reasonable to rather head towards larger 
spacings and for the present study we choose 

d 10 as reported by [3]. 

2 Numerical Approach 
The test case used is the DLR F15 high-lift 

airfoil [5] with a reference chord length of 
mmc 600  as shown in Fig.1. It has been 

recognized that the flap setting has a large 
influence on the behavior of leading edge 
actuation [5,6]. The flap setting chosen for this 
airfoil is called fs#2 [6] and exhibits the L/E 
type stall with the flap flow largely separated.  

 

 
Fig.1 Slat-less DLR F15 high-lift airfoil 

This fs#2 flap setting has a flap angle of 
δF=45°, gap gF/c=2.7% and overlap 
ovlF/c=0.5%.  

The RANS computations for the present 
study have been performed with the DLR TAU-
code [7] of the German Aerospace Centre. The 
TAU-code solves the three-dimensional 
compressible Reynolds-averaged Navier-Stokes 
equations. The TAU-code is flexible in solving 
different types of grids like hybrid meshes 
having prism layers and tetrahedral mixed with 
hexahedral cells. For the current numerical 
study mesh generation was carried out with the 
commercial package GRIDGEN V15.15 [12] by 
Pointwise Inc. The numerical setup used here 
involves the use of fully structured 2D grids to 
simulate the 2.5D infinite swept airfoil for the 
baseline (without flow control) case and by 
imposing spanwise periodic boundary 
conditions along with the sweep-back angle. For 
L/E flow control cases fully structured 
hexahedral 3D grids were composed of 
13.0x106 million grid points. The estimation of 

3D mesh was based on the linear scaling of grid 
points compared to the mesh used in [10,11] to 
simulate the effect of varying VGJ parameters. 
The flow control cases resolve a single VGJ 
with span-wise periodicity. The VGJs are 
located at %1/ cx  on the pressure side of the 
airfoil. The flow control computations have 
been performed with steady state blowing via a 
special actuation boundary condition available 
in the TAU-code. The numerical computations 
used 512 to 1024 CPUs to analyze the VGJs. 
Computational resources were provided by the 
Nordeutscher Verbund für Hoch- und 
Höchstleistungsrechnen (HLRN) [13]. Unswept 
baseline simulations were carried out with the 
Spalart Allmaras turbulence model (SA) [8] 
while the infinite swept baseline computations 
used both SA and Menter's Shear Stress 
turbulence model (MSST) [9].  For the 2.5D 
flow control computations, turbulence transport 
was simulated using the MSST turbulence 
model as it gives better prediction of maximum 
lift coefficient and proved to be superior in 
simulations of VGJs on a flat plate [10]. 

Fig.2 shows the fully structured grid in the 
periodic plane and three dimensional grid in the 
vicinity of the co-rotating VGJs. The 2D 
baseline computations were conducted at a free 
stream Mach number of Ma=0.15 with the 
Reynolds number of Re=2.0x106 based on the 
reference chord length. The sweep angle was set 
to  30 . The 2.5D computations were 
performed on a slightly higher Mach number 
increased by a factor of cos/1  to achieve 
Ma=0.15 normal to the leading edge of the 
airfoil. Note that all the 2.5D infinite swept 
baseline and flow control computations are 
presented in a coordinate system normal to the 
L/E of the airfoil. That is airfoil chord, angle of 
attack and velocity normal to the leading edge 
were used to compare aerodynamic coefficients. 

 

  
Fig. 2 Fully Structured Mesh in the periodic plane and 

mesh topology around VGJ’s 
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Fig.3 shows the 2.5D arrangement for the 
high-lift airfoil with several arrays of co-
rotating VGJs. The enlarged view in the vicinity 
of the L/E VGJs shows the geometric 
parameters considered in the present paper. The 
flow control parameters used are the pitch 
angle   15,30  and the skew angle 
  105,75,90 . uj is the jet velocity,   
defines the spacing between two VGJs, d  is the 
diameter of the VGJs and U∞ is the free-stream 
velocity with a sweep-back angle   
respectively. Note that only round jets were 
investigated. 

 

 
Fig. 3 L/E co-rotating VGJs flow configuration 

3 Results 

3.1 Grid convergence 
For the present RANS computations, grid 

independence studies were carried out for the 
2D unswept baseline case. 

A set of four different grids were used to 
study the effect of grid-size and to obtain a grid-
converged solution. The different grids consist 
of: Coarse grid  [CG](5.0 x 104 grid points[gp]), 
Baseline grid [BG] (9.0 x 104 gp), Fine grid 
[FG](1.9 x 105 gp) and Very Fine grid 
[VFG](3.0 x 105 gp). Fig. 4 shows the influence 
of different grid sizes on the lift coefficient Cl 
and drag coefficient Cd of the airfoil. It can be 
seen that there is minor difference in the 
aerodynamic coefficients between the FG and 

VFG. This observation has been confirmed by 
the fig. 5 which shows the 

 
Fig. 4 Influence of grid converged result  

 

 
Fig. 5 Grid Converged pressure distribution 

surface pressure distribution over the high-lift 
airfoil computed with different grid sizes. It can 
be observed that the difference in results from 
FG grid and VFG is small as seen in fig. 4 and a 
grid independent solution is obtained. So the FG 
grid has been chosen as the optimal grid to carry 
out both the 2.5D type infinite swept baseline 
and the L/E flow control computations, 
respectively.  

3.2 Baseline flow 
This section describes the 2D unswept and 

2.5D infinite swept baseline computations over 
the high-lift airfoil. The 2D unswept baseline 
results were obtained using SA turbulence 
model. 2.5D swept baseline computations were 
carried out using both the SA and MSST 
turbulence models. The computations were 
performed in full-turbulent mode. Fig. 6 shows 
that both the 2D and 2.5D computations predict 
L/E type stall as observed in the experiments [6] 
for the 2D setup. SA model predicts much 
higher maximum Cl compared to the MSST 
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model. This over prediction is due to the inferior 
performance of SA model in regions of adverse 
pressure gradient and the separated regions. On 
the other hand MSST model performs generally 
better than the SA model. This argument is 
supported by the results shown in fig. 7 at 
constant Cl value of 2.2 as highlighted in fig. 6. 
The results show that the MSST yields a 
reasonable suction peak region of the main 
element and reproduces the flap separation very 
well. 

 

 
Fig. 6 Baseline unswept and swept lift coefficients 

 

 
Fig. 7 Comparison of the pressure distribution at 

constant lift coefficient 

3.3 L/E flow control 
This section provides the results of the 2.5D 

flow control computations carried out for 
different VGJ configurations. As mentioned 
earlier the resolved VGJs were computed with 
MSST model and Unsteady RANS 
computations were performed to obtain the 
mean aerodynamic values. In order to optimize 
the VGJs for swept high-lift airfoil, one 
particular stalling angle of attack was studied 
with the various flow control parameters. As 
shown earlier in fig. 6 numerical computations 
predicted L/E type stall similar as observed in 

the experiments. So the stalling angle of attack 
(AoA = 8.5°) as shown in fig. 6, is selected for 
the flow control cases. Among the various 
numerically tested flow control settings, four 
optimized VGJ configurations are shown in fig. 
8 and the results are compared with the baseline 
data of the MSST model. It is worth noticing 
that all the flow control computations 
suppressed the L/E type stall. The first flow 
control case is the one with favorable rotation 
relative to the sweep angle   and it has a 
spanwise VGJ spacing of d 10 . It preserves 
the increase in lift with increasing angle of 
attack and suppresses stall. The fourth flow 
control case shown in fig. 8 is the one with 
unfavorable orientation of the VGJ operating 
against the oncoming swept boundary layer. It 
proved to be less effective comparatively with 
the favorable one. This statement is further 
strengthened by the detailed inspection of the 
flow as shown below. Both the favorable and 
the unfavorable VGJ were computed with the 
pitch angle α=30° and skew angle β=90°.  

 
Fig. 8 Comparison of the lift coefficient between the 
baseline and various flow control parameter studies 

The effect of varying the pitch angle was also 
computed. The results show that the pitch angle 
has an influence on the lift of the airfoil. The 
value of  30  proved to be the best 
configuration. The next flow control 
computation involved the varying skew angles. 
This parameter was tested because the baseline 
results around the maximum Cl region showed 
that the stream lines within the boundary layer 
are generally not aligned to the surface stream 
lines. Therefore another computation with skew 
angle  105  was carried out by leaving the 
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pitch angle, jet diameter and spanwise spacing 
of VGJ unchanged. As can be seen from fig. 8 
this arrangement proved to be the most effective 
one. The bars for the lift coefficient show the 
varying amplitude of the lift as computed by the 
URANS solver for this case. The maximum 
increase of 33.0,  MaxlC  was then obtained by 
choosing the parameters ,10 d  30 and 

105 .  
Fig.9 shows the difference between the 

baseline and L/E flow control in terms of the 
normalized longitudinal velocity contours along 
with the stream lines. The result shows that the 
flow control prevents the separation of the flow 
observed in baseline case at AoA= 8.5°.  Fig. 10 
shows numerical representation of the L/E flow 
control over the upper surface of the swept 
airfoil. The plot shows the structured grid along 
with the numerical display of the longitudinal 
vortices colored by contours of constant 
vorticity. These contour surfaces are colored 
according to values of the pressure coefficient in 
order to display the boundary layer 
development. 

Fig. 11 shows the spanwise averaged 
pressure and skin friction distribution in the 
vicinity of the L/E of the airfoil. The results 
obtained from the best flow control case with 
locally adapted skew angle produce a higher 
suction peak for the surface pressure and a 
larger positive peak for the skin friction 
coefficient. 

3.3.1 Vortex strength 
The strength of the vortices generated by the 

VGJs was judged by monitoring the peak 
vorticity and circulation in the cross-flow plane 
downstream of the VGJ. The circulation was 
calculated by integrating the vorticity over the 
cross-flow plane. Here we denote the peak 
vorticity by ωpeak, normalized with maximum 
peak vorticity ωmax in the vortex core of the best 
configuration with ,10 d  30 and 

105 . The circulation is denoted by the 
circulation symbol Γ. Fig. 12 shows the 
effectiveness of VGJs w.r.t to different sense of 
rotation and varying pitch and skew angles in 
terms of the vorticity and the circulation 
downstream of the VGJ. Both the normalized 

peak vorticity and circulation were plotted 
against the normalized surface arc length of the 
airfoil, where the valued of zero denotes the 
position of the VGJ. The result shows that the 
favorable VGJ yields higher vortex strength 
downstream of the actuation in comparison to 
the unfavorable VGJ. Also the effect of locally 
adapted skew angle provides higher peak 
vorticity and vortex strength. Another finding is 
the effect of using pitch angle  15  that 
gives much higher peak vorticity among the 
other flow control cases as shown in fig. 12 by 
an enlarged view in the vicinity 
of 16.0~12.0/  c . This is supported by 
large increases of skin friction already shown in 
fig. 11. 

3.3.2 Several Other VGJ configurations 
Several other VGJ computations addressed 

the effect of different spanwise spacing  , 
velocity ratios (VR) which is the ratio of jet 
velocity to the free-stream velocity and an 
influence of counter rotating VGJs (ctr-rot 
VGJ). All these computations were carried out 
with standard flow control parameters like pitch 
angle  30  and skew angle  90  unless 
stated otherwise. The results are shown in fig. 
13 where the comparison of maximum lift 
coefficient between the reference baseline and 
several other VGJ test cases is made. It can be 
concluded from the results that increase in 
spanwise spacing, d 20 decreases the lift 
considerably while decreasing the VGJ spacing 

d 5  does not increase the lift coefficient 
compared to d 10 . So the initial spacing 
with d 10  proved to be an optimal one. 
Similarly, constant blowing at lower 
VRs=[5.04, 4.45] than the standard one 
VR=5.78 shows less lift.  

4 Conclusion 
This paper shows that the numerical design 

of L/E flow control over the swept high-lift 
airfoil can be done. The numerical baseline 
results predicted the L/E type stall with a given 
flap setting as observed in the experiment. VGJ 
computations with favorable orientation proved 
to give higher lift in comparison to the 

1171



S. Mahmood, P. Scholz and R. Radespiel 

unfavorable VGJ configuration. Spanwise 
spacing of VGJs was optimized with d 10 , 
decrease or increase in VGJs spacing causes lift 
losses. Computations with varying pitch angle 
and adapted skew angle show potentials for 

increasing the lift coefficient. Future wind 
tunnel testing planned as part of the project will 
determine whether the computed gains can be 
realized in practice. 

 
 
 

 
 

Fig. 9 Normalized velocity contours and streamlines over the airfoil exhibit the stall suppression due to L/E flow 
control 

 
 

 
Fig. 10 Numerical representation of L/E flow control resulting in longitudinal vortices over the swept high-lift airfoil 

using vorticity-criterion  
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Fig. 11 Spanwise averaged pressure and skin-friction distribution in the vicinity of the L/E of the main element 

 

Fig. 12 Vorticity and circulation plot downstream of the VGJ 

 
Fig. 13 Lift coefficient by various VGJ parameters 
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Abstract  

The effects of the planform on the aerodynamic 
drag have been numerically investigated and 
compared, in the high subsonic regime and low 
angles of attack, for three wing models: a 
straight wing, a forward swept wing and a 
forward curved planform wing. The semispan 
(0.7 m), the aspect ratio (5.7), the taper ratio 
(0.4) and wing sections (NACA 0012) are the 
same. 

For the straight and swept wing models some 
experimental results are available in the 
literature. CFD analyses have been executed 
using three structured grids: the code STAR–
CCM+® has been used in the research.  

Drag polar curves, at Mach number 0.7, 
confirm that the planform of a wing strongly 
influences the pressure distribution and the 
drag coefficient: with a lift coefficient ranging 
through –0.25 and 0.25 the curved planform 
wing develops the minimum of the drag 
coefficient thanks to reduction of both pressure 
drag and shock wave effects. 

1 Introduction  

The physical effects associated with sweep of 
wings, valid also for higher flight Mach 
numbers, are well explained in [1]: the 

theoretical arguments are based on the concept 
of a swept wing of infinite aspect ratio, the so 
called infinite sheared wing. 

In [1] three distinct physical effects of sweep 
are highlighted: (a) the shape of the streamlines 
over the sheared wing are curved in planview 
(this fact partially occurs also over a swept wing 
of finite span), (b) the perturbation velocity 
varies more slowly with Mach number as the 
angle of sweep is increased and (c) the critical 
conditions are reached only when the velocity 
component normal to the direction of sweep is 
sonic. As described in [1] (pag. 114), following 
a conjecture proposed by W. G. Bickley [2] the 
“criterion”  (c) can be generalized by introducing 
the concepts of isobars: on the surface of a 
swept wing of arbitrary shape the isobars are, in 
general, curved lines and can be said that the 
critical conditions are reached when the local 
velocity component normal to the isobars, i.e. in 
the direction of the local pressure gradient, 
reaches the local velocity of sound. Further 
considerations arise about the isobar patterns on 
the surface of a swept wing: it is beneficial to 
design swept wings to have quite regular isobars 
pattern and fully-swept isobars along the span 
([1], pag. 223). 

Following the over mentioned criteria (b) and 
(c) based on physical observations and on 
realistic assumptions, from engineering point of 
view, a study has been executed on wing with a 
curved planform, that is a wing with a curved 
leading edge, a curved trailing edge and with a 
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tip of finite dimensions (i.e. without a vertex at 
the wing tip). In previous works [3] and [4], by 
comparing two wings, a backward swept wing 
and a backward curved wing with the same 
aspect ratio and the same wing sections, some 
preliminary numerical results show that, in the 
transonic regime, the drag coefficient is strongly 
influenced by the planform; in particular the 
curved wing shows the lowest drag coefficient 
value between the two because the shock wave 
effects are reduced. In [3] for a wing-body 
model of a modern transport aircraft a CD (the 
drag coefficient) reduction of about 4% has 
been estimated at cruise flight conditions at 
Mach number of 0.85. 

Few examples exist of lifting systems or 
wing model configurations with unconventional 
planform, whose boundaries, in a planview, are 
curved lines: first of all the delta wings of the 
famous Aerospatial/BAC Concorde [5], with a 
low values of the aspect ratio; delta wings with 
curved leading edges in supersonic flow are also 
treated in [6]; a fundamental study about the 
plan forms of swept wings in transonic flow has 
been executed in [7] (also cited in [1]); a study 
of a blended wing-body with curved plan forms 
is shown in [8]; the effects of curved planform 
on the induced drag are discussed in [9] and 
more recently some publications as [10] (an 
experimental study on wing models with curved 
plan forms under subsonic condition) or [11] are 
available. In the basic work of Lock R.C. [7], 
adopting a linearised theory for lifting surfaces 
at Mach=1, the results of a study on the loading 
distribution (chord-wise and span-wise) on 
swept wings with curved leading edges are 
shown. In this case the trailing edge of the 
wings is assumed to be a straight line and for all 
the geometries examined the wing tip is always 
a vertex. For this reason the isobars do not 
follow in a uniform way the curved shape of the 
leading edge and along the wing span they are 
not arranged as the maximum possible value of 
sweep corresponding to the leading edge itself. 
On the other hand, as said before, this is a 
requirement to better reproduce the two-
dimensional behavior of the infinite sheared 
wing with the aim to retard the critical 
conditions establishment on the surface of a 

swept wing as stated in [1]. Further examples of 
wings with unconventional boundaries can be 
found in [1] (see Figures 5.19 and 5.20 of 
Chapter 5). 

In all the cited works a lack of emphasis 
persists about the effects that a curved planform 
or also a curved leading edge produces on the 
form drag component and/or on the shock wave 
drag component of a swept wing. These effects 
are, on the other hand, the basic objectives of 
the present study and in the next paragraphs 
some numerical results will be shown which 
define, in a preliminary way, some suitable 
technical improvements in the aerodynamic 
design of swept wings oriented to the drag 
reduction in the high subsonic flight regime of 
modern aircrafts. In the present research a 
comparison of three wing models has been 
carried out at Mach 0.7: (1) a straight wing, (2) 
a forward swept wing and (3) a forward curved 
wing. To set up and to confirm the reliability of 
numerical models (the Star-CCM+® code has 
been used in the research) the experimental 
results (e.g. pressure measurements), available 
for the straight wing and for the forward swept 
wing ([12], [13] and [14]), have been used as 
reference data. 

2 The CFD Models of the Wings 

The numerical models of three half-wings 
have been constructed starting from CAD 
archives and transferring the geometrical 
information to the pre-processor GAMBIT®. 
The study of the wing geometries, the straight 
([12], [13]), the forward swept ([12], [13], [14]) 
and the forward curved one, has been carried 
out according to the geometries shown in Fig. 1. 
At the root section the leading edge of the 
curved wing has the same slope of the leading 
edge of the forward swept wing. The semi-span 
(0.7 m), the aspect ratio (5.7), the taper ratio 
(0.4) and wing sections (NACA 0012) are the 
same for the three wings. All the wing models 
are untwisted. In the span direction the curved 
wing has the same chord distribution of the 
other two wings. In a CAD code the parameters 
used to define the shape of the leading edge of 
the curved wing have been fixed. A conic arc of 
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parabolic type has been adopted. The sweep 
angle of the leading edge at the root section is 
equal to -21,37 degrees (as said this angle is the 
same both for the forward swept and the curved 
wings). At the tip of the curved wing the sweep 
angle of the leading edge is fixed to -45 degrees 
and also the in plane position of the point on the 
nose of the wing tip has been assigned (Fig. 1). 

To execute the fluid dynamic analyses three 
structured grids composed of about 1,500,000 
hexa cells have been built. In order to take into 
account the viscosity effects, a turbulent and 
viscous flow conditions have been assumed 
during CFD analyses. A standard K-ε model has 
been used to describe turbulence. 

The surface grids of the forward swept and 
curved wings are shown in Fig. 2 and Fig. 3a. 
On the surfaces of both the upper and lower 
skins of wings a number of 100 and 30 
subdivisions have been assigned in the chord 
direction and in the span direction respectively. 

Figure 3b shows a detail of the surface grid at 
the tip of curved wing model. The trailing edges 
of the three wings have been modeled by means 
of a thin surface: along the height of this surface 
a number of 8 subdivisions have been assigned. 

In Fig. 4a and Fig. 4b are represented the 
boundaries of the sub-volumes and the grid 
volume of the curved wing model respectively. 

The free stream conditions have been fixed 
for all the free faces of the grid volume, and a 
wall boundary condition has been assigned to 
the plane of symmetry to simulate the effects of 
wall interference of the transonic wind tunnel. 

In the Table 1 the geometry data of wings 
and the flow reference conditions adopted in the 
numerical analyses are summarized. 

3 Validation of the CFD Analyses 

According to the available experimental tests 
results ([12], [13]) a set of analyses at Mach 0.7 
for different values of the angle of attach α have 
been executed on the three wing models. The 
analyses have been carried out on a dual core 
PC adopting the parallel computing capabilities 
of the fluid dynamic code. For each run has not 
been fixed an a priori convergence criteria, the 
analysis has been stopped by executing a control 

on the stability of the drag and lift coefficients 
asymptotic values. In general this condition has 
been reached on for a cumulative iterations 
number of 2500 or 3000 units. 

Due to the symmetry of the wing sections 
only the positive values of the angle of attack 
have been investigated in the range of α = 0° to 
α = 4°. 

In order to validate grids topology and grids 
refinement a comparison between numerical and 
experimental data, relevant to the pressure 
coefficient distributions, has been executed both 
for the straight wing and swept forward wing. 

The location of the pressure orifices on the 
test coupons of wings were positioned 
according to the description available in [12]. In 
the same sections position along the semi-span 
of wings (that is at 4%, 18%, 30%, 40%, 50%, 
60%, 70%, 80%, 90%, 97% of the semi-span) a 
series of graphs has been drawn to carried out 
the comparison of local values of pressure 
coefficients. 

Also a comparison of the sectional lift 
coefficient along the semi-span has been 
executed as made in the previous work [14]. 

A comparison of the drag characteristics of 
the wings has not been executed because of the 
lack of experimental measurements in the tests 
carried out in the transonic wind tunnel. 

Drag polar curves of the three wings have 
been numerically evaluated and compared in the 
present research and a detailed analysis of the 
results (pressure drag contributes, shock wave 
effects, skin friction effects) will be shown and 
discussed in the next paragraphs. 

3.1 Straight Wing 

The comparison between numerical and 
experimental pressure coefficients on the upper 
surface of the straight wing model is represented 
in the graphs of Fig. 5, Fig. 6, Fig. 7 and Fig. 8. 
The graphs refer to the data obtained for 
Mach=0.7 and α = 4°. 

Along the semi-span of the straight wing, the 
numerical pressure coefficients data agree very 
well with the experimental ones. The rise of 
pressure across the shock wave is also evident 
in the figures. In this case the shock wave is not 
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present in the root zone as can be seen from Fig. 
5 and as will be shown later on looking at the 
supersonic zone computed around the upper 
surface of the wing. From the present results it 
can be concluded that the assumption of wall 
boundary condition at the root describes in a 
good fashion the experimental test conditions 
which, locally, depended on the boundary layer 
effects developing at the support plate of the 
wing models. 

Figure 9 shows the span distribution of the 
numerical and the experimental sectional lift 
coefficients of the straight wing: the two 
distributions are very similar and this fact 
confirms the reliability of present CDF model. 

3.2 Forward Swept Wing 

The comparison between numerical and 
experimental pressure coefficients on the upper 
surface of the forward swept wing model is 
represented in the graphs of Fig. 10, Fig. 11, 
Fig. 12 and Fig. 13. The graphs refer to the data 
obtained for Mach =0.7 and α = 4°. 

In the present case a good approximation of 
experimental data has been obtained in the zone 
near the root of the wing, while, along the semi-
span, a sensible difference in the suction peak at 
the leading edge of the swept wing persists. 

In the Fig. 14 the span distribution of the 
numerical and the experimental sectional lift 
coefficients of the forward swept wing is 
shown. The numerical data underestimate the 
experimental data especially in the central part 
of the wing span. 

In the Fig. 15 the numerical and the 
experimental lift curves of the swept wing are 
compared. A good approximation has been 
obtained for the global values of the lift 
coefficient CL (an error of 4% persists for the 
angle of attack α = 4°). The numerical values of 
CL underestimate the experimental ones as the 
graphs of Cp and the graph of sectional lift 
coefficient also demonstrate. From a practical 
point of view, that is the objective of the present 
research, this fact is favorable: by means of the 
present structured grids, adopting the viscous  
turbulent flow assumptions, the numerical 
efficiency of the forward swept wing will 

underestimate the experimental efficiency of the 
tested wing model. On the contrary, in the cited 
paper [14] using an inviscid Eulerian flow 
solver and unstructured grids the numerical lift 
curve overestimates the experimental one (see 
Fig. 6 in [14]). These observations allow us to 
conclude that the CFD models of the wings used 
in the present research will give realistic and 
good results from an engineering point of view: 
with a good amount of reasonableness the last 
assertion can be considered valid also for CFD 
model of the forward curved wing. 

4 Comparison of the Wings Performaces 

The validation carried out for the straight and 
forward swept CFD models has encouraged the 
construction of similar grid model for the 
curved wing (see Fig. 3a, Fig. 4a and Fig. 4b). 

In the present research the analysis of the 
curved wing has been executed to demonstrate 
the effects of the planform shape on the flow 
characteristics around the wing and to compare 
the aerodynamic drag, numerically evaluated, of 
the three wing configurations. 

First of all, with reference to the technical 
criteria treated in Section 1, qualitatively 
analyses of the shape of streamlines and of the 
isobars pattern on the three wings will be shown 
later on. Moreover, a quantitative analysis of the 
results, looking at the drag components, will 
allow us to carry out a detailed comparison 
about the behaviors, at fixed value of the lift 
coefficient CL, of a curved planform, a swept 
and a straight wing having the same aspect ratio 
and the same section profiles. 

4.1 Streamlines and Isobars Patterns 

The streamlines patterns on the upper 
surfaces of the wings are represented in Fig. 16, 
Fig. 17 and Fig. 18. These graphs refer to the 
same value of CL=0.2 for the three wings. 
Swept and curved wings develop a streamlines 
pattern, mainly in the center of wing span, in 
accordance with the sheared wing concept. In 
the case of straight wing the streamlines are 
quite aligned with the asymptotic flow direction. 
Moreover by observing with some shrewdness 
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the graphs of swept and curved wings it can be 
seen that in the case of the curved wing the 
streamlines are more sheared with respect to the 
swept wing case, especially from the middle of 
the wing span to the tip region of the wing (in 
this zone in fact the sweep angle of the wing is 
increasing). 

A similar situation occurs if the isobars 
patterns are compared (Fig. 19, Fig. 20, Fig. 
21). In this case the sweep angle distributions of 
the isobars are much more intelligible and in the 
case of the curved wing not only persist a fully-
swept isobars pattern but, along the span 
direction, the sweep angles of isobars are 
greater than the swept wing case. This means 
that for a curved wing the direction of pressure 
gradient varies along the span and the 
component of the velocity in this direction 
(which is normal to the isobar layout) reduces 
its value with respect a swept wing: the critical 
condition is then retarded. In fact Fig. 22, Fig. 
23 and Fig. 24 demonstrate that the dimensions 
of the sonic zone around the curved wing are 
smaller then other two wings. 

4.2 Drag Polar Curves of Wings 

Figure 25 shows the drag polar curves of the 
three wings in the positive range of CL (the 
curves are symmetric) at Mach=0.7. The curved 
wing develops lower values of CD (higher 
values of efficiency) at low values of the angles 
of attack ( -3° < α < 3° ; -0.25 < CL < 0.25 ). In 
the figure fourth order polynomials, which 
interpolate the numerical data, are shown. 

The estimation of the drag coefficient 
reduction of the curved wing case vs the swept 
wing case can be carry out for each value of CL. 
In two particular situations the following results 
have been computed: 
 (1) CL=0  CD reduction = 3.78%; 
 (2) CL=0.2 CD reduction = 1.81%. 

To better investigate the effect of planform 
shape of wings, the components of the drag 
coefficient have been evaluated by means the 
CFD code for the previous conditions (1) and 
(2). The data have been summarized in a table 
format (from Table 2 to Table 7). 

Both pressure and shear components of drag 
reduce their total values in the sequence: (i) 
straight wing, (ii) swept wing, (iii) curved wing. 
The pressure drag and the shear components of 
the curved wing are smaller than the swept wing 
case also at CL=0 (in this case no shock waves 
persist on the wings): it can be said that in a 
subsonic flow the curved planform shape 
strongly modifies the pressure distribution on 
the wing surfaces and also the boundary layer 
effects are partially reduced. Moreover, at 
CL=0.2, when a transonic flow persists on the 
three wings (see Fig. 22, Fig. 23, Fig. 24), a 
similar behavior can be observed by comparing 
the Table 7 with the Table 5 and the Table 6. 
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Figure 1 Sketch of the wings geometries (planview) 

 

 
Figure 2 Surface grid of the forward swept wing 

 
 

 
Figure 3a Surface grid of the forward curved wing 

 
 

 
Figure 3b Detail of the surface grid at the tip of the 

forward curved wing 
 
 

 
Figure 4a Sketch of the sub-volumes boundaries used in 

the construction of the grids (curved wing 
model) 
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Figure 4b Sketch of the complete grid volume used in the 

CFD analyses (curved wing model) 
 
 

Table 1 Geometry parameters of wings and flow 
reference conditions 

Wing reference surface 0.171 m2 
Half Wing Span ( b/2 ) 0.7 m 

Sweep angle at the leading edge: 
Straight wing 4.29° 

Sweep angle at the center line ( 25% c ): 
Forward Swept wing -25° 

Sweep angle at the leading edge: 
Forward Swept wing -21.37° 

Sweep angle at the leading edge: 
Root section of the Curved wing -21.37° 

Sweep angle at the leading edge: 
Tip section of the Curved wing -45° 

Root chord of wings 0.350 m 
Tip chord of wings 0.140 m 

Mean Aerodynamic Chord 0.260 m 
Aspect Ratio of wings (AR) 5.71 

Mach Number 0.7 
Reynolds Number ~2.8e+06 
Reference Density 1.225 kg/m3 
Reference Velocity 238.2 m/s 
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Figure 5 Straight wing model: Cp distribution on the 

upper surface of the section at 4% of the wing 
semi-span (α = 4°, Mach =0.7). 
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Figure 6 Straight wing model: Cp distribution on the 

upper surface of the section at 40% of the wing 
semi-span (α = 4°, Mach =0.7). 
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Figure 7 Straight wing model: Cp distribution on the 

upper surface of the section at 60% of the wing 
semi-span (α = 4°, Mach =0.7). 
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Figure 8 Straight wing model: Cp distribution on the 

upper surface of the section at 97% of the wing 
semi-span (α = 4°, Mach =0.7). 
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Figure 9 Comparison of the sectional lift coefficient for 

the straight wing model (α = 4°, Mach =0.7). 
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Figure 10 Forward swept wing model: Cp distribution on 

the upper surface of the section at 4% of the 
wing semi-span (α = 4°, Mach =0.7). 
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Figure 11 Forward swept wing model: Cp distribution on 

the upper surface of the section at 40% of the 
wing semi-span (α = 4°, Mach =0.7). 
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Figure 12 Forward swept wing model: Cp distribution on 

the upper surface of the section at 60% of the 
wing semi-span (α = 4°, Mach =0.7). 
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Figure 13 Forward swept wing model: Cp distribution on 

the upper surface of the section at 97% of the 
wing semi-span (α = 4°, Mach =0.7). 
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Figure 14 Comparison of the sectional lift coefficient for 

the swept wing model (α = 4°, Mach =0.7). 
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Figure 15 Comparison of the lift curves for the forward 

swept wing model (Mach = 0.7). 
 
 

 
Figure 16 Streamlines on the upper surface of the straight 

wing model (Mach = 0.7, CL = 0.2, α = 2.23°) 
 
 

 
Figure 17 Streamlines on the upper surface of the swept 

wing model (Mach = 0.7, CL = 0.2, α = 2.67°) 
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Figure 18 Streamlines on the upper surface of the curved 

wing model (Mach = 0.7, CL = 0.2, α = 2.94°) 
 

 
Figure 19 Isobars on the upper surface of the straight 

wing model (Mach = 0.7, CL = 0.2, α = 2.23°) 
 

 
Figure 20 Isobars on the upper surface of the swept wing 

model (Mach = 0.7, CL = 0.2, α = 2.67°) 
 

 
Figure 21 Isobars on the upper surface of the curved wing 

model (Mach = 0.7, CL = 0.2, α = 2.94°) 
 

 
 

 
Figure 22 Extension of the Supersonic Region in the fluid 

flowing on the upper surface of the straight 
wing (Mach = 0.7, CL = 0.2, α = 2.23°) 

 
 
 

 
Figure 23 Extension of the Supersonic Region in the fluid 

flowing on the upper surface of the swept wing 
(Mach = 0.7, CL = 0.2, α = 2.67°) 

 
 
 

 
Figure 24 Extension of the Supersonic Region in the fluid 

flowing on the upper surface of the curved 
wing (Mach = 0.7, CL = 0.2, α = 2.94°) 
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Figure 25 Drag Polar Curves of Wings (Mach = 0.7) 
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Table 2 Components of the Drag Coefficient – Straight 

Wing Model (Mach = 0.7, CL = 0) 

 
Chord 

Direction 
Thickness 
Direction 

Span 
Direction 

Direction 
Vector 

1.0 0.0 0.0 

Components of the Drag Coefficient 

 Pressure  Shear Net 
Trailing 

Edge -6.727e-04 2.991e-05 -6.428e-04 

Upper 
Surface 2.405e-03 3.132e-03 5.536e-03 

Tip Surface 0.0 1.136e-05 1.136e-05 
Lower 
Surface 2.405e-03 3.132e-03 5.537e-03 

Total 4.137e-03 6.305e-03 1.044e-02 

 
 

Table 3 Components of the Drag Coefficient – Swept 
Wing Model (Mach = 0.7, CL = 0) 

 
Chord 

Direction 
Thickness 
Direction 

Span 
Direction 

Direction 
Vector 

1.0 0.0 0.0 

Components of the Drag Coefficient 

 Pressure  Shear Net 
Trailing 

Edge -4.943e-04 2.673e-05 -4.676e-04 

Upper 
Surface 2.064e-03 3.110e-03 5.174e-03 

Tip Surface 0.0 8.157e-06 8.157e-06 
Lower 
Surface 2.064e-03 3.110e-03 5.174e-03 

Total 3.634e-03 6.255e-03 9.889e-03 

 
 

Table 4 Components of the Drag Coefficient – Curved 
Wing Model (Mach = 0.7, CL = 0) 

 
Chord 

Direction 
Thickness 
Direction 

Span 
Direction 

Direction 
Vector 

1.0 0.0 0.0 

Components of the Drag Coefficient 

 Pressure  Shear Net 
Trailing 

Edge -4.386e-04 2.290e-05 -4.157e-04 

Upper 
Surface 1.870e-03 3.091e-03 4.961e-03 

Tip Surface 0.0 8.299e-06 8.299e-06 
Lower 
Surface 1.870e-03 3.091e-03 4.961e-03 

Total 3.302e-03 6.213e-03 9.515e-03 

 
 

 
Table 5 Components of the Drag Coefficient – Straight 

Wing Model (Mach = 0.7, CL = 0.2, α = 2.23°) 

 
Chord 

Direction 
Thickness 
Direction 

Span 
Direction 

Direction 
Vector 

9.992e-01 3.886e-02 0.0 

Components of the Drag Coefficient 

 Pressure  Shear Net 
Trailing 

Edge -6.678e-04 2.861e-05 -6.392e-04 

Upper 
Surface -3.556e-03 3.150e-03 -4.060e-04 

Tip Surface 0.0 1.128e-05 1.128e-05 
Lower 
Surface 1.110e-02 3.072e-03 1.417e-02 

Total 6.875e-03 6.262e-03 1.314e-02 

 
 

Table 6 Components of the Drag Coefficient – Swept 
Wing Model (Mach = 0.7, CL = 0.2, α = 2.67°) 

 
Chord 

Direction 
Thickness 
Direction 

Span 
Direction 

Direction 
Vector 

9.989e-01 4.662e-02 0.0 

Components of the Drag Coefficient 

 Pressure  Shear Net 
Trailing 

Edge -4.869e-04 2.401e-05 -4.629e-04 

Upper 
Surface -4.728e-03 3.105e-03 -1.623e-03 

Tip Surface 0.0 7.958e-06 7.957e-06 
Lower 
Surface 1.195e-02 3.060e-03 1.501e-02 

Total 6.738e-03 6.197e-03 1.293e-02 

 
 

Table 7 Components of the Drag Coefficient – Curved 
Wing Model (Mach = 0.7, CL = 0.2, α = 2.94°) 

 
Chord 

Direction 
Thickness 
Direction 

Span 
Direction 

Direction 
Vector 

9.987e-01 5.130e-02 0.0 

Components of the Drag Coefficient 

 Pressure  Shear Net 
Trailing 

Edge -4.286e-04 1.850e-05 -4.100e-04 

Upper 
Surface -5.107e-03 3.067e-03 -2.040e-03 

Tip Surface 0.0 8.061e-06 8.061e-06 
Lower 
Surface 1.210e-02 3.050e-03 1.514e-02 

Total 6.557e-03 6.144e-03 1.270e-02 
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Abstract

Two dimensional computations on moving con-

trol surfaces are presented. A novel numeri-

cal scheme for solving the compressible Euler

equations on dynamic meshes with adaptation

is used to simulate the opening of an airfoil

spoiler. At each time level the boundary geome-

tries are updated and a new mesh is obtained

by a suitable combination of “elastic” deforma-

tion, edge-swapping, grid refinement and coars-

ening allowing to preserve the initial grid spac-

ing. The Arbitrary Lagrangian-Eulerian formu-

lation of the Euler equations is used to perform

computations on dynamic grids without resort-

ing to any explict interpolation phase. The grid

modifications caused by the changes in topology

due to edge-swapping or the insertion/removal

are interpreted as continuous (in time) deforma-

tions of suitably defined node-centred finite vol-

umes. The solution on the new grid is therefore

computed simply by integrating of the governing

equations. Preliminary computations of the dy-

namic loads on the airfoil due to the opening of

the spoiler, in which the flow-field is character-

ized by unsteady flow separation at the movable

surface trailing edge, are presented and compare

fairly well with the reference experimental and

numerical results.

1 Introduction

The correct investigation of hinge moments dur-
ing the opening of control surfaces such as
aileron, high-lift devices and spoilers is of the
utmost importance in the preliminary design of
aircraft, not only for the overall aerodynamic be-
haviour, but also for the general aircraft sizing.
The adoption of high (Computational Fluid Dy-
namics) CFD models can be beneficial to the de-
sign of such aerodynamic appendicies and may
be required for the correct assessment of the
unsteady aerodynamic loads when movable sur-
faces are used as means for aeroelastic control
systems. [1]

In the present paper the problem of the de-
ployment of a spoiler from an airfoil is studied.
Due to the large displacements of the bound-
aries, that characterize these problems, suitable
techniques must be adopted to preserve the grid
quality during the computaitons. Indeed the
computational domain is continuously changing
its shape and a new grid complying with the
new geometry must be constructed at each time
level. One popular approach to solve such prob-
lem are the so called over-set grids [3, 9] where
the adoption of multiple overlapping meshes al-
lows to overcome the difficulties arising from the
complexity of the geometry.

Nodes displacement and local topological
modifications (edge-swapping, node insertion
and removal) are adopted to achieve large dis-
placement of the boundaries. The overall grid
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quality is fairly well maintained and the grid
spacing is controlled such that the size of the el-
ements is proportional to the distance from the
solid bodies. As a result the computational mesh
is moving during the simulation, so the standard
finite volume Eulerian formulation of the flow
equations must be dropped in favor of the Ar-
bitrary LagrangianEulerian (ALE) approach, in
which the control volumes are allowed to change
in shape and position as time evolves.

In the present work the Euler equation in the
ALE framework are discretized with a node cen-
tered finite volumes scheme. [4] The interpreta-
tion of grid modifications as continuous defor-
mation, first introduced by Muffo et al. [7], al-
lows to compute the solution at the current time
level by employing standard ALE techniques.
The same approach is here extended to the case
of node insertion and deletion. Moreover, high
order time integration schemes, like standard
BDF techniques and others, can be implemented
very easily. This results in a novel strategy to
the simulation of unsteady aerodynamics with
moving domain with variable connectivity and
number of nodes, without explicit interpolation
of the solution.

2 SPOILER DEPLOYMENT

The opening phase of a spoiler located on the
on the upper surface of an airfoil is considered.
Such control surfaces are used to decrease lift
and increase drag in order to control the air-
craft roll or as air-brakes. Complex chimera
techniques have been adopted to compute the
steady flow past three dimensional wings with
open spoilers [6, 2]. However, the time accurate
dynamic simulation of the spoiler opening, even
in two spatial dimensions it is a very challeng-
ing problem from the numerical standpoint. [9].
Such kind of simulation can be of interest, since
spoilers are considered as possible device for vi-
brations and flutter control [5] or separation con-
trol. [8]

Preliminary computations of the fast deploy-
ment of a spoiler from a NACA0012 are pre-
sented in order to assest the validity of the pro-
posed approach. For this test case the airfoil is
modified to insert a spoiler on the upper side.

The location of the leading edge of the spoiler is
0.7c, where c is the airfoil chord, and the length
is 0.1c . The upper surface of the spoiler is sim-
ply defined as the upper part of the NACA0012
at the same chordwise location. A 0.0015c gap
between the spoiler and the airfoil main body is
present.

The steady state, corresponding to an asymp-
totic Mach number of 0.25, is first computed. As
shown in Figure 3(a), the flowfield is reasonably
symmetric despite the presence of the small gap.
The control surface is then set in motion apply-
ing an upward rotation ∆θ = 90 deg around the
hinge, located at 0.7c, with the following smooth
time law

θ =
∆θ

2

[

1− cos

(

π

Tdeploy

min(t, Tdeploy)

)]

where Tdeploy = 4.4. The evolution of the com-
putational grid is shown in Figure 3(left) and
the grid at each time steps is updated using the
adaption scheme already presented. It must be
noted that the opening of the spoiler causes a
significant changes in the topology of the mesh.
The results in terms of streamlines and pressure
coefficient values in the flowfield are shown in
Figure 3(right). The development of a main vor-
tex structure plus two secondary vortices behind
the spoiler can be observed. It must be stressed
that in the present inviscid simulations the sep-
aration point is fixed by the sharp end of the
spoiler.

In figure 1 the lift coefficient CL versus the
non dimensional time t/Tdeploy si shown. The
maximum value of lift coefficient is obtained for
t/Tdeploy ∼ 0.5 which agrees fairly well with the
reference Navier-Stokes computations [9] and
the experimental data [10]. The value of the
maximum lift coefficient however differs from
both the numerical and the experimental refer-
ences. The CL curve shows a rapid decay for
t/Tdeploy > 0.5 without the oscillatory behaviour
that can be observed in the references.

As shown by this preliminary simulation the
adopted strategy seems promising and it is ca-
pable to capture the most important flow fea-
tures. More accurate results, with solution
driven adaptation, are currently under study
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and a better agreement with the reference is ex-
pected.

3 FINAL REMARKS

A novel flow solver for unsteady compressible
flows with dynamic adaptive meshes was pre-
sented. The proposed approach is based on the
interpretation of simple mesh adaptation tech-
niques, namely, edge swapping, node insertion
and node deletion, in terms of the continuous
modification (in time) of suitably defined finite
volumes surrounding the nodes of the triangu-
lation. Therefore, the updated value of the un-
knowns at the grid nodes is automatically recov-
ered by using an Arbitrary Lagrangian Eulerian
(ALE) description of the flow equations, without
resorting to an explicit interpolation step.

As a preliminary result, the numerical simula-
tion of the opening process of a spoiler was car-
ried out, to test the capabilities of both the grid
alteration algorithm and the flow solver. These
preliminary results increase the confidence of
the authors on the possibility of increasing the
agreement with the references adopting suitable
solution driven adaptation techniques that are
currently under study.

References

[1] L. Cavagna, S. Ricci, and A. Scotti. Active
aeroelastic control over a four control sur-
face wind tunnel wing model. In Interna-

tional Forum on Aeroelasticity and Struc-

tural Dynamics IFASD-2007, 2007.

[2] G. Fillola, M. Le Pape, and M. Montagnac.
Numerical simulations around wing con-
trol surfaces. In 24th ICAS International

Congress of the aeronautical sciences, 2004.

[3] O. Hassan, K. A. Sørensen, K. Morgan, and
N. P. Weatherill. A method for time accu-
rate turbulent compressible fluid flow sim-
ulation with moving boundary components
employing local remeshing. International

Journal for Numerical Methods in Fluids,
53(8):1243–1266, 2007.

[4] D. Isola, A. Guardone, and G. Quaranta.
An ale scheme without interpolation for
moving domain with adaptive grids. In
40th Fluid Dynamics Conference and Ex-

hibit, AIAA, 2010.

[5] J. Rivera Jr, B. Dansberry, R. Bennett,
M. Durham, and W. Silva. Naca 0012
benchmark model experimental flutter re-
sults with unsteady pressure distributions.
In 33rd AIAA/ASME/ASCE/AHS/ASC

Structures, Structural Dynamics, and Ma-

terials Conference, volume No. AIAA Pa-
per 92-2396, 1992.

[6] R. Mertins, E. Elsholz, S. Barakat,
and B. Colak. 3d viscous flow analy-
sis on wing-body-aileron-spoiler configura-
tions. Aerospace Science and Technology,
9(6):476–484, 2005.

[7] D. Muffo, G. Quaranta, and A. Guardone.
Compressilbe fluid-flow ale formulation on
changing topology meshes for aeroelas-
tic simulations. In Proceedings of the

26th ICAS Congress, Anchorage, Alaska,
September 14–19 2008. Sumbitted.

[8] M. Schatz, T. Knacke, F. Thiele, R. Meyer,
W. Hage, and D. Bechert. Separation con-
trol by self-activated movable flaps. In 42nd

AIAA Aerospace Sciences Meeting and Ex-

hibit, pages 5–8, 2004.

[9] C. P. van Dam, R. Chow, J. R. Zayas, and
D. E. Berg. Computational investigations
of small deploying tabs and flaps for aero-
dynamic load control. Journal of Physics:

Conference Series, 75(1):012027, 2007.

[10] W. W. H. Yeung, C. Xu, and W. Gu. Re-
duction of transient adverse effects of spoil-
ers. Journal of Aircraft, 34(4):479–484,
July-August 1997.

1187



A. Guardone, D. Isola, G. Quaranta

0 0.5 1 1.5 2 2.5
−1.2

−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

x

y

 

 
Experiments
Navier−Stokes
Euler

Figure 1: Lift coefficient versus the non dimensional time. References by Chow et al. [9] and Yeung
et al.[10]
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(a) i = 0, t/tref = 0

(b) i = 50, t/tref = 0.25

(c) i = 100, t/tref = 0.5

Figure 2: Pressure coefficient around the modified NACA0012 airfoil and close up of the mesh. (a)
The initial Cp distribution on the the lower and upper side of the airfoil are very similar despite the
small gap. The pressure inside the narrow slit is constant, and the air is essentially still. (b) When
the spoiler is deployed the variations in the pressure field are mostly located in the proximites of the
spiler. (c) The Cp increases slightly on the bottom side of the airfoil main body while decreases on
the upper side, therefore the stagnation point is shifted towards the lower side. A strong vortex is
trapped between the spoiler and the trailing edge. The resulting lift coefficient is positive.
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(a) i = 150, t/tref = 0.75

(b) i = 200, t/tref = 1

(c) i = 300, t/tref = 1.5

Figure 3: Pressure coefficient around the modified NACA0012 airfoil and close up of the mesh. Cont.
(a) The pressure coefficient on the upper side of the main body of the airfoil is strongly increased while
it drops on the lower side. A constant Cp region is located past the spoiler that is almost completely
deployed. (b-c) The movement is completed and the overall forces on the body are positive downward.
A large separation region is located past the spoiler and the airfoil.
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Abstract

An inviscid actuator disk model is embedded in

a three-dimensional low-order panel method for

inviscid incompressible flow in order to study the

aerodynamic interaction between propeller and

wing. The actuator disk model predicts the time–

averaged induced velocities in the slipstream of

a propeller with an arbitrary radial distribution

of load. The model is constructed by superposi-

tion of four vorticity distributions, by neglecting

the radial contraction of the vortex tube and by

supposing a fixed wake for the propeller. Two

different experiments have been used to validate

the actuator disk model embedded in the panel

code.

1 Introduction

The problem of calculating aerodynamic loads
developing on arbitrary three dimensional bod-
ies is of high interest in aeronautical industries.
In this context, the calculation of aerodynamic
loads involves the knowledge of velocity fields
about the aircraft, and a wide range of numeri-
cal methods are nowadays available to solve the
flow field around it. The problem of calculating
the velocity fields becomes more complex when
a propeller is taken into account, because it is
necessary to compute the propeller’s influence

on the aircraft. The aerodynamic interaction
between propeller and wing can be calculated
using a boundary integral panel method incor-
porating some kind of propeller model. Since
boundary integral methods give good numerical
results in short (computational) time, they are
often used in the initial design of aircrafts. In
these cases, only some properties of the propeller
are known, therefore it is necessary to combine
a panel method with a propeller actuator disk
that does not require a detailed panel model of
the propeller. In the present paper, an analyt-
ical solution for the actuator disk proposed by
Conway in [1] is embedded in COMPA (COM-
Plet Aircraft aerodynamic computation), that is
a three-dimensional low-order panel code writ-
ten and developed at Politecnico di Milano. The
method described by Conway is based on the
construction of the velocity fields induced by a
ring vortex as integrals over the allowed values
of the separation constant of the eigensolutions
of the Laplace’s equation in cylindrical coordi-
nates. The ring vortex solutions are combined
to give the solutions for general actuator disks.
Integral representation for velocities can be ob-
tained in terms of elliptic integrals. The integral
representations of induced velocity components
in cylindrical coordinates can always be evalu-
ated thanks to a polynomial expansion approx-
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imating the radial distribution of the axial ve-
locity on the actuator disk plane. The actuator
disk model is coupled to COMPA, hence when
a propeller is taken into account, the velocity
field induced by it is introduced in the solving
equation as a modification of the free stream (as
shown by Conway and Su in [2]). In order to
validate the actuator disk model that has been
implemented, two different experimental stud-
ies on interaction effects between propeller and
wing are taken into account: the first one by
Stuper [3], and the second one by Chiaramonte,
Favier, Maresca and Agnes [4] and [5].

2 Actuator Disk Theory

It is well known that for an arbitrary unsteady
incompressible flow the istantaneous velocity
fields are linearly related to the istantaneous
vorticity distribution thanks to the Biot–Savart
law. Therefore the steady flow induced by the
time–average of the vorticity distribution gives
the time–average of the velocity fields. From a
physical point of view, a rotating propeller de-
velops a distribution of forces along each blade
that depends on blade geometry, angular veloc-
ity and flow field conditions. These forces dis-
tribution can be related to the circulation by
the Kutta-Joukowski theorem. The circulation
jump due to the rotating propeller may be ex-
pressed by straight lifting lines which lie in the
disk plane. Hence, the time–averaged velocity
field induced by a rotating propeller can be cor-
rectly represented by an actuator disk model
(Conway [1]). Therefore, in order to obtain a
general three–dimensional solution for rotating
propeller, an actuator disk model can be con-
structed by superposition of some appropriate
vorticity distributions. As shown by Conway
in [1], four different vortex distributions can be
used:

1 a ring vortex system (from the disk to
downstream infinity);

2 a hub vortex of constant strength (from the
disk centre to downstream infinity);

3 a radial vortex system on the disk plane;

Figure 1: Vortex systems for the actuator disk model.

4 a longitudinal vortex system normal to (1)
and with the same strength of (2).

The four vorticity distributions involved in the
actuator disk model are shown in Fig. 1. In the
linear limit, by neglecting the radial contraction
of the vortex tube and by taking into account an
arbitrary radial loading, a general solution may
be written in terms of velocity components (or,
optionally, velocity potential). In cylindrical po-
lar coordinates (r, φ, z), the azimuthal velocity
component Vφ(r, z) is found to be:











Vφ (r, z) =
Γs(r)

2πr
, r < R,

Vφ (r, z) = 0, r > R,

(1)

whereR is the external propeller radius. The ax-
ial and radial velocity components (Vr(r, z) and
Vz(r, z)) can be obtained by the superposition
of a radial distribution of vortex tubes of con-
stant radius and surface ring vortex density γ(r).
Starting from the Biot–Savart law, the integral
forms of axial and radial velocity components,
written in terms of Bessel functions, are:

Vz (r, z) =
1

2

∫ R

0

∫

∞

0
γ (r̂)

(

2− e−s|z|
)

× r̂J1 (sr̂) J0 (sr) dsdr̂,

z ≥ 0,

(2)

Vz (r, z) =
1

2

∫ R

0

∫

∞

0
γ (r̂) e−s|z|

× r̂J1 (sr̂) J0 (sr) dsdr̂,

z < 0,

(3)

Vr (r, z) =−
1

2

∫ R

0

∫

∞

0
γ (r̂) e−s|z|

× r̂J1 (sr̂) J1 (sr) dsdr̂.

(4)
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It can be observed that in the actuator disk
plane, for z = 0, Eq. 2 and Eq. 3 give the
same expression for the axial velocity compo-
nent. Since the strength of vortex tubes γ(r) is
zero for r > R, the limit of radial integration
can be replaced by ∞. By taking the first–order
Hankel transform of γ(r̂), the strength of vortex
tubes γ(r) can be related to the axial velocity
distribution at the actuator disk by the follow-
ing relation:

dVz (r, 0)

dr
= −

γ (r)

2
. (5)

Thanks to Eq. 5, Eq. from 2 to 4 become:

Vz (r, z) =−

∫

∞

0

∫

∞

0

dVz (r̂, 0)

dr̂

(

2− e−s|z|
)

× r̂J1 (sr̂) J0 (sr) dsdr̂,

z ≥ 0,
(6)

Vz (r, z) =−

∫

∞

0

∫

∞

0

dVz (r̂, 0)

dr̂
e−s|z|

× r̂J1 (sr̂) J0 (sr) dsdr̂,

z < 0,

(7)

Vr (r, z) =

∫

∞

0

∫

∞

0

dVz (r̂, 0)

dr̂
e−s|z|

× r̂J1 (sr̂) J1 (sr) dsdr̂.

(8)

Therefore, Eq. from 6 to 8 can be integrated by
parts and Bessel identities and some properties
of Henkel transforms may be applied to obtain
useful expressions for axial and radial velocity
components (for an exhaustive explanation see
Conway [1] and [6]):

Vz (r, z) =2Vz (r, 0)−

∫ Ra

0

∫

∞

0
Vz (r̂, 0)

× e−s|z|sr̂J0 (sr̂) J0 (sr) dsdr̂,

z ≥ 0,

(9)

Vz (r, z) =

∫ Ra

0

∫

∞

0
Vz (r̂, 0)

× e−s|z|sr̂J0 (sr̂) J0 (sr) dsdr̂,

z < 0,

(10)

Vr (r, z) =−

∫ Ra

0

∫

∞

0
Vz (r̂, 0)

× e−s|z|sr̂J0 (sr̂) J1 (sr) dsdr̂.

(11)

Eq. from 9 to 11 can be easily solved if the ra-
dial distribution of axial velocity at the actuator
disk can be approximated with an even polyno-
mial distribution, and closed–form solution can
be obtained, such as in the case of an elliptic
distribution. When the axial velocity distribu-
tion at the disk can be expressed by a general
polynomial distribution, such as:

Vz (r, 0) =
N
∑

n=0

Anr
n, (12)

the solution for axial and radial velocity compo-
nents can be given in terms of elementary func-
tions that can be evaluated numerically. In the
present work, the general case is analyzed and a
modification of the method given by Conway in
[1] to solve the problem numerically is presented.

We first consider the axial component of the
velocity Vz(r, z). The integral expression that
appears in Eq. 9 and 10 can be written in the
following form:

Iz (r, z) =∓
∂

∂z

∫ Ra

0

∫

∞

0
Vz (r̂, 0) e

−s|z|

× r̂J0 (sr̂) J0 (sr) dsdr̂.

(13)

By performing the s integration, substituting
Eq. 12 in Eq. 13 and writing in explicit form
the Legendre function that results from the in-
tegration (see Gradshteyn and Ryzhik [7] and
Abramowitz and Stegun [8]), we obtain:

Iz (r, z) =

| z |

π

∫ π

0

N
∑

n=0

An

∫ Ra

0

r̂n+1

(X (r̂, t, r, z))3/2
dr̂dt,

(14)

where, for simplicity, we have defined the quan-
tity X(r̂, t, r, z) = r̂2+ r2+ z2− 2rr̂ cos t). Con-
way [1] suggests to calculate the indefinite ra-
dial integral Izn(r̂, t, r, z) that appears in Eq. 14
exploiting the recursive relation shown by Grad-
shteyn and Ryzhik [7] and Morita [9]. The cor-
rect expression of the recursive relation is the
following:
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Izn (r̂, t, r, z) =

+
r̂n

(n− 1) (X (r̂, t, r, z))1/2

+
(2n− 1) r cos t

n− 1
Izn−1 (r̂, t, r, z)

−
n
(

r2 + z2
)

n− 1
Izn−2 (r̂, t, r, z) .

(15)

To start the recursive process, it is necessary to
give the correct initial values to the starting in-
tegrals (for n = 0 and n = 1). Following Grad-
shteyn and Ryzhik [7], we have:

Iz0 (r̂, t, r, z) =

−
r2 + z2 − rr̂ cos t

(

r2 sin2 t+ z2
)

(X (r̂, t, r, z))1/2
,

(16)

Iz1 (r̂, t, r, z) =

−

(

z2 − r2 cos 2t
)

r̂ +
(

r2 + z2
)

r cos t
(

r2 sin2 t+ z2
)

(X (r̂, t, r, z))1/2

+ ln
[(

2 (X (r̂, t, r, z))1/2 + r̂ − r cos t
)]

.

(17)

The integral Iz(r, z) of Eq. 14 can then be writ-
ten as follow:

Iz (r, z) =
| z |

π

∫ π

0

[

N
∑

n=0

An (∆
z
n (t, r, z))

]

dt,

(18)
where:

∆z
n (t, r, z) = Izn (Ra, t, r, z)−Izn (0, t, r, z) . (19)

From Eq. 18 and Eq. 19 it is clear that the de-
gree of the polynomial approximating the radial
distribution of axial velocity at the disk may af-
fect the final value of the integral Iz(r, z). In
order to decrease this effect, we use the addi-
tivity of integration on the interval [0, Ra] when
we substitute the recursive formula of Eq. 15 in
Eq. 14. By proceeding this way, the interval of
integration [0, Ra] can be divided into an arbi-
trary number of subintervals [r̂In, r̂Out] when the
integration over r̂ is performed. Moreover, for
each subinterval, a polynomial approximating

the corresponding piece of the function Vz(r, 0)
has to be computed (note that the degrees of a
polinomial computed for a given subinterval may
be different from each other). When the proce-
dure described above is applied to Eq. 14, a new
summation over the index k appears inside the
integral expression. This summation allows to
evaluate the influence on the considered point
(that is strictly related to the parameter r) of
all the pieces in which the Vz(r, 0) is divided.
Hence, the final formula for the integral Iz(r, z)
of Eq. 14 is:

Iz (r, z) =

| z |

π

∫ π

0





K
∑

k=1

Nk
∑

nk=0

Ank,k∆
z
nk,k

(t, r, z)



 dt,

(20)

where:

∆z
nk,k

(t, r, z) =

Iznk,k

(

r̂Ink , t, r, z
)

− Iznk,k

(

r̂Out
k , t, r, z

)

.
(21)

The axial velocity component Vz(r, z) is:

Vz (r, z) = 2Vz (r, 0)− Iz (r, z) , z ≥ 0, (22)

Vz (r, z) = Iz (r, z) , z < 0. (23)

The solution for the radial velocity component
Vr(r, z) can be deduced in a very similar way as
the axial velocity. If we consider Eq. 8 and we
calculate the s integral, we obtain a new integral
relation where a second order Legendre function
appears. Exploiting the Legendre function (see
Gradshteyn and Ryzhik [7] and Abramowitz and
Stegun [8]) Eq. 8 becomes:

Vr (r, z) =

1

π

N
∑

n=1

∫ Ra

0

∫ π

0

nAnr̂
n cos t

(X (r̂, t, r, z))1/2
dtdr̂.

(24)

As before, the radial integral Irn(r̂, t, r, z) that
appears in Eq. 24 can be calculated with a re-
cursive formula by Gradshteyn and Ryzhik [7]
and Morita [9], that is:
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Irn (r̂, t, r, z) =

+
r̂n−1

n
(X (r̂, t, r, z))1/2

+
(2n− 1) r cos t

n
Irn−1 (r̂, t, r, z)

−
(n− 1)

(

r2 + z2
)

n
Irn−2 (r̂, t, r, z) .

(25)

The starting values for the recursion are:

Ir0 (r̂, t, r, z) =

ln
[

2
(

(X (r̂, t, r, z))1/2 + r̂ − r cos t
)]

,
(26)

Ir1 (r̂, t, r, z) =

(X (r̂, t, r, z))1/2 + r cos tIr0 (r̂, t, r, z) .
(27)

If we divide the interval of integration [0, Ra]
into an arbitrary number of subintervals, the fi-
nal expression for the radial velocity component
of Eq. 24 is:

Vr (r, z) =

1

π

∫ π

0
cos t





K
∑

k=1

Nk
∑

nk=1

nkAnk,k∆
r
nk,k

(t, r, z)



 dt,

(28)
where:

∆r
nk,k

(t, r, z) =

Irnk,k

(

r̂Ink , t, r, z
)

− Irnk,k

(

r̂Out
k , t, r, z

)

.
(29)

3 Actuator Disk And Panel Code

COMPA is a three-dimensional low-order
velocity-based panel method for inviscid incom-
pressible flow. The code is based on the classi-
cal Hess and Smith method [10] and [11]. This
method has been modified following the idea
proposed by Maskew andWoodward [12] to have
a right distribution of singularities (sources and
vortex rings) on lifting bodies. The code solves
the Dirichlet problem for the velocity, requir-
ing the equivalence between the velocity vector
(V = ∇ϕ) and the free stream velocity vector
(V

∞
) in the normal direction (n) on the body

surfaces; the wake is considered rigid and aligned
to the free stream velocity vector. Hence the
boundary condition that must be satisfied is:

∇ϕ · n = −V
∞

· n. (30)

The perturbation potential ϕ can be written in
the integral form, as shown by Hess and Smith
[10], and bodies can be represented by distribu-
tions of sources and vortex rings. To solve the
integral equation, the surfaces of the bodies are
discretized into quadrilateral panels on which
constant surfaces source (of strength σ) are spec-
ified. To represent a lifting body however, a
correct number of vortex rings (of strength Γ)
have to be placed on the mean line identified
by its surface panels (this approach is described
by Maskew and Woodward in [12] and is a little
modification of the original Hess method). The
discretized linear equation is:

Ns
∑

k=1

Bkjσk +

Nv
∑

i=1

AijΓi = −V
∞

· n,

j = 1, Ns +Nv.

(31)

In Eq. 31, Ns is the number of surface panels on
which sources are distributed, Nv is the number
of panels of wake and bodies on which vortex
rings are located (Kutta condition is imposed
when a trailing panel is computed), Bkj and Akj

are the influence coefficient matrices represent-
ing the influence of source and vortex ring dis-
tribution on panel k at the collocation point j.
Equation 31 represents a linear system of equa-
tions that can be easily solved with an iterative
method; COMPA use alternatively a PCG (pre-
conditioned conjugate gradient method) or a LU
decomposition with partial pivoting and row in-
terchanges.

In order to account for the velocity fields in-
duced by the propeller and its associated wake,
the inviscid flow induced by an exact actua-
tor disk model for a non–uniform distribution
of load along the blades is calculated with the
method proposed in the previous section (Sec.
2). The actuator disk model has been obtained
by the superposition of some appropriate vortic-
ity distributions under the hypothesis that the
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wake produced by the propeller is fixed (see Con-
way and Su [13]). For this reason, the velocity
fields induced by the actuator disk on each con-
trol point of the surface panels of the body can
be computed neglecting its presence. The cou-
pling between COMPA and the actuator disk
solution can then be done by introducing the
velocity fields induced by the actuator disk as a
perturbation of the free stream velocity vector
(Conway and Su [2]). Hence Eq. 30 becomes:

∇ϕ · n = − (V
∞

+VAD) · n, (32)

where VAD is the velocity induced by the pro-
peller in cartesian coordinates. It follows that
the influence coefficient matrices Bkj and Akj

of Eq. 31 are not modified by introducing the
actuator disk solution in Eq. 30.

4 Numerical Results

In order to validate the actuator disk model that
has been implemented in COMPA, two different
experimental studies on interaction effects be-
tween propeller and wing are taken into account:
the first one by Stuper [3], and the second one
by Chiaramonte, Favier, Maresca and Agnes [4]
(and also [5] and [14]).

In the first case, the wind tunnel measure-
ments were made on a wing of symmetrical sec-
tion (Gottingen 409 airfoil) having a span of
0.8m, a chord of 0.2m between two circular end–
plate of radius 0.16m. The free stream velocity
for the measurements is about 30m/s. A small
high–speed electric motor placed in front of the
wing drives a two blade propeller; the distance
between the propeller and the leading edge of
the wing is 0.075m. The blade airfoil and the
thrust coefficient (Ct = T/(ρ

∞
A(ΩR)2)) of the

propeller are not given by Stuper. Since the pro-
peller has a radius of 0.075m and its advance ra-
tio is J = V/(nD) = 0.47, assuming that blades
have a Clark-Y airfoil (for blade geometry, see
Fig. 23 in [3]), the blade element momentum
theory gives a computed Ct of 0.0038. Exper-
imental results in terms of global wing lift co-
efficient and load distribution in the spanwise
direction are given by Stuper without any cor-
rections. However, end–plates and wind tun-

nel walls seem to have non–neglegible effects on
the results. Therefore, to compare experimen-
tal data with numerical results, we decided to
build the computational mesh only for motor
and wing and to analyze a wing with an as-
pect ratio (λ = 4.5) greater than the one used
in the experiments (λ = 4). Anyway only the
portion of the wing that corresponds to the ex-
perimental model has been weighed. Moreover,
it has been noted from experimental results that
for higher angles of attack an abrupt change in
the slope of CL − α curve of the wing occurs.
This phenomenon is related to viscous effects
that become non–neglegible for α ≥ 6◦. Since
COMPA is a panel method for inviscid incom-
pressible flow and no boundary layer calculation
is performed to take into account viscous effects,
the results presented here are related only to low
angles of attack. Results in terms of the x com-
ponent of the velocity in the weighed portion of
the wing, for α = 4◦, are shown in Fig. 2 and
Fig. 3, respectively without and with propeller
(the motor is not shown). For this configuration
the distributions of load on the wing in span-
wise direction with and without propeller are
reported in Fig. 4, in which numerical results
are compared with experimental data (Stuper
[3]). In terms of numerical results, the effect of
the propeller on the wing is clear when compar-
ing Fig. 2 and Fig. 3. Anyway, Fig. 4 shows
that the code gives results that are slightly over-
rated than the experimental data. Compari-
son between experimental and numerical results
shows that the actuator disk model embedded in
COMPA gives good results in terms of load dis-
tribution in spanwise direction of the wing for
low angles of attack. However, when the pro-
peller is present, in some sections of the wing
there are differences between experimental data
and numerical results. These differences seem
to be related to the actuator disk model embed-
ded in COMPA and its hypotheses because the
wake produced by the propeller is supposed to
be fixed and the radial contraction of the vortex
tube is neglected.

In the second case, experiments were
conducted on a model scale of pro-
peller/nacelle/wing ensemble mounted in
the open chamber of a subsonic wind tunnel.
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Figure 2: Distribution of Vx over the wing for α = 4◦

without propeller.

Figure 3: Distribution of Vx over the wing for α = 4◦

with propeller.

The wing has a span of 1.7m and a chord of
1.02m; the nacelle is located in the middle of
the wing. The propeller is located in front of
the wing and the distance between the hub and
its leading edge is 0.255m in the direction of
the wing chord. The wing has a RA18–43N1L1
airfoil section of 17% thickness (see Fratello,
Favier, Maresca and Barbi [5] for geometry de-
tails). The four blade propeller is powered by an
electrical motor embedded in the nacelle. The
four blades are cambered NACA64A408 airfoil
sections of variable thickness and chord (the
blade geometry is reported by Favier, Ettaouil
and Maresca [14]). The radius of the propeller
is 0.425m. The operating conditions that we
considered for the calculation are the following:
wing angle of attack α = 0◦, free stream
velocity V

∞
= 17.2m/s, propeller advance ratio

J = 0.89, angular velocity Ω = 142.63Hz and
pitch angle of the blade α0 = 32.5◦ (referred to
the section located at 75% of the blade). Since
the nacelle shape is not well described neither in
[4] nor in [5] by the authors (only approximate
layouts are given), we decided to consider only
the wing in our numerical simulations. In Fig.
5 the distribution of the x component of the

Figure 4: Span distribution of load over the wing for
α = 4◦ with and without propeller. Comparison between
experimental and numerical results.

velocity on the wing is reported, while in Fig. 6
the same quantity is shown when the propeller
is considered.

Figure 5: Distribution of Vx over the wing for α = 0◦

without propeller.

Figure 6: Distribution of Vx over the wing for α = 0◦

with propeller.

Figures from 7 to 14 give the comparison be-
tween the mean value of the measured pressure
coefficient (averaged over the rotational period
of the blades, Chiaramonte, Favier, Maresca and
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Figure 7: Mean pressure distribution on the lower side
of the wing.

Figure 8: Mean pressure distribution on the upper side
of the wing.

Agnes [4]) and the pressure coefficient evaluated
numerically with COMPA (the section numbers
are the same of [4]) in different sections of the
span of the wing. Numerical results are given for
each section for both cases with (red line) and
without (blue line) propeller. Sections number
1 and 10 are outside the wake of the propeller
while sections number 3 and 8 are inside the slip-
stream of the actuator disk and near the rim of
the propeller’s blade. The little differences be-
tween experimental and numerical mean pres-
sure coefficient in all sections can likely be re-
lated to the actuator disk model’s hypotheses, as

Figure 9: Mean pressure distribution on the lower side
of the wing.

Figure 10: Mean pressure distribution on the upper side
of the wing.

in the previous case. While in sections number 1
and 10 we have good agreement between exper-
imental and numerical data, in sections number
3 and 8 the code seems to overrate the pressure
coefficient in lower and upper side respectively.

5 Conclusions

A modification of the analytical solution for
the inviscid actuator disk proposed by Conway
in [1] is embedded in the low–order velocity–
based panel code COMPA for inviscid incom-
pressible flow. The actuator disk model predicts
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Figure 11: Mean pressure distribution on the lower side
of the wing.

Figure 12: Mean pressure distribution on the upper side
of the wing.

the time–averaged induced velocities in the slip-
stream of a propeller and can be used to study
the aerodynamic interaction between propeller
and wing, for example. The combined method
has been checked by comparison with two differ-
ent experiments (the first one by Stuper [3], and
the second one by Chiaramonte, Favier, Maresca
and Agnes [4]). Good results have been found
in terms of the spanwise distribution of load on
the wing of the first experiment (Stuper [3]) and
in terms of the mean pressure distributions at
different spanwise sections of the wing of the
second case (Chiaramonte, Favier, Maresca and

Figure 13: Mean pressure distribution on the lower side
of the wing.

Figure 14: Mean pressure distribution on the upper side
of the wing.

Agnes [4]). Nevertheless, some differences have
been found between numerical results and ex-
perimental data in both cases and they seem
to be related to the actuator disk model’s hy-
potheses. The radial contraction of the vortex
tube can be taken into account by modifing the
actuator disk model, as shown by Conway in
[15]. A more sophisticated modification is re-
quired to include the velocity fields induced by
the propeller and its associated wake (supposed
rigid in this model) in the influence coefficient
matrices Bkj and Akj of Eq. 31.

In any case, the actuator disk model embed-
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ded in COMPA can be useful to predict aerody-
namic interaction between propeller and wing
with good results in terms of global effects in
short computational time. On the other hand,
istantaneus phenomena due to the istantaneous
position of the wake cannot be studied.
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Abstract  

This paper is concerned with the topological 
study of low-energy trajectories to the Moon, 
with emphasis to long-term lunar capture orbits, 
in the context of the classical circular restricted 
three-body problem. An original cylindrical 
representation of the phase space, associated 
with the third body dynamics, is proposed. 
Periodic orbits, transit orbits, and trajectories 
asymptotic to the periodic orbit around the 
Lagrange point 1L  are mapped through this 
cylindrical representation. Conley’s theorem on 
the topology of lunar capture trajectories is 
employed to locate the initial conditions of 
potential interest, i.e. those generating long-
term capture lunar orbits. This approach allows 
finding a number of long-term capture 
trajectories. One of these trajectories exhibits 
special features, in terms both of capture 
duration and of geometric distribution. A simple 
strategy – that nevertheless minimizes 
propellant consumption – to transform low-
energy trajectories into the final (supposedly 
desired) circular orbit around the Moon is then 
proposed. 

 

1 Introduction 

The determination of low-energy trajectories 
to the Moon, based on the transit in proximity of 
the collinear Lagrange points 1L  and 2L , have 
been studied for a long time [1, 2] and some 
space missions have already taken advantage of 
the results of these studies. Two examples of 
this kind of missions are represented by the 
European Smart-1 mission and by the Japanese 
Hiten mission. 

This paper is concerned with a topological 
study of the transfer trajectories to the Moon, 
with particular interest to the low energy 
trajectories that allow performing long-term 
lunar captures. In general the spacecraft 
trajectory oscillates, in the sense that the 
spacecraft passes continuously from the 
neighborhood of the Earth to that of the Moon 
(and vice versa). A fundamental topological 
result stated by Conley [3] is focused on the 
location of capture trajectories in the phase 
space. This theorem is recalled and applied 
through an original, convenient three-
dimensional cylindrical representation of 
trajectories in the phase space, based on the 
special form of the equations of motion 
developed by Birkhoff [4]. Feasibility of 
trajectories for a real mission is investigated, 
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and a simple strategy to perform the insertion of 
a spacecraft into a final, circular, operational 
orbit around the Moon is then proposed. 

2 Circular restricted three-body problem 

The circular restricted three-body problem 
(CR3BP) models the dynamics of three bodies 
with masses 1m ,  2m , and 3m ,  under the 

assumption that 1 2 3 0m m m> ≈≫ . This means 
that the mass of the third body (i.e. the 
spacecraft), 3m , is considered negligible, 
whereas the remaining massive bodies, termed 
the primaries, describe counterclockwise 
circular orbits around their center of mass. This 
model approximates the dynamics of a 
spacecraft subject to the gravitational attraction 
of the Earth and of the Moon (that represent the 
primaries), in the context of a possible lunar 
mission.  

The problem is conveniently described in 
synodic coordinates, which represent a 
coordinate system rotating with the two 
primaries. The x-axis connects the two primaries 
and is directed from the Earth to the Moon, 
whereas the y-axis lies in the plane of their 
motion. This problem is analyzed by employing 
canonical units, which represent a set of 
convenient normalized units. The distance unit 
(DU) is the (constant) distance between the two 
primaries (1 DU 384400 km= ), whereas the 
time unit (TU) is such that the two primaries 
complete a single orbit in a period equal to 
2  TUπ  ( )1 TU 375190 sec= . If Eµ  and Mµ  

denote respectively the gravitational parameter 
of the Earth and of the Moon, these definitions 
of TU and DU imply that 

3 21 DU TUE Mµ µ+ = . After introducing the 

parameter ( ) ( ) 0.01215510M E Mµ µ µ µ+ =≜ , 

it is straightforward to rewrite the gravitational 
parameters of the two primaries as: 

 

( )3 21     ,          in DU TUE Mµ µ µ µ= − =  (1) 

 
Their respective positions along the x-axis are 

Ex µ= −  and 1Mx µ= −  (in DU).  

2.1 Nonlinear dynamics 

In the synodic reference frame, which is 

illustrated in Fig. 1, let ( ),x y  and ( ),x yv v  

denote the coordinates of position and velocity. 
The equations of motion of the planar CR3BP 
are the following [5]:  
 
                      xx v=ɺ      ,      yy v=ɺ  (2) 

 

         2x yv v
x

∂Ω= +
∂

ɺ      ,      2y xv v
y

∂Ω= −
∂

ɺ  (3) 

 
where 
 

( ) ( )

2 2

2 22 2

1

2 1

x y

x y x y

µ µ

µ µ

+ −Ω = + +
+ + + − +

 (4) 
 

The Jacobi integral, whose value is referred 
to as the Jacobi constant and denoted with C, is 
an integral of the system [5]: 
 

                        ( )2 22 x yC v v= Ω − +  (5) 

 
C is associated with the energy of the 

dynamical system. Zero velocity curves are the 
geometrical loci where 0x yv v= = , and 

constitute the boundary of the region where the 
spacecraft motion is allowed. Along the x-axis, 
three equilibrium points (the collinear Lagrange 
points) exist for the problem at hand [5].  
The existence of the Jacobi integral allows 
replacing Eqs. (3) with a single equation for γ , 
which represents the angle that the velocity 
vector forms with the x-axis. In fact, due to Eq. 
(5), the two components xv  and yv  can be 

rewritten as 
 

2 cos    ,    2 sinx yv C v Cγ γ= Ω − = Ω −  (6) 

 
As a result:  

                               tan y

x

v

v
γ =  (7) 
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Fig. 1. Synodic reference frame 
 
The time derivative of γ  can be obtained: 
 

               
cos sin

2
2

y x

C

γ γ
γ

Ω − Ω
= −

Ω −
ɺ  (8) 

 
Hence, Eqs. (6) and (8), also referred to as the 
Birkhoff’s equations, represent an alternative set 
of equations of motion for the CR3BP. 

2.2 Linear dynamics around 1L  

The third body dynamics can be investigated 
in the neighborhood of the Lagrange point 1L  
by linearizing the equations of motion (2)-(3). 
This section is concerned with Conley’s 
description of the linear dynamics around the 
collinear Lagrange points [3]. The dynamical 
state of the third body when it is at rest in 1L  is 
assumed as the reference state and denoted with 

1LX . The coordinates of position and velocity 

with respect to 1LX  are denoted with ( ), , ,u wξ η  
and are given by: 
 

               1                  

                      
L

x y

x x y

u v w v

ξ η= − =
= =

 (9) 

 

If [ ]T
u wξ ηχ ≜  the linear equations of 

motion (around 1L ) are (formally): 
 

         
1

          where          
L

∂=
∂ X

f
χ χ

X
ɺ A A =  (10) 

 
The general solution of the linear system (10) 

can be written in terms of the eigenvectors 

{ }1 2 3 4, , ,υ υ υ υ  of A and of the respective 

eigenvalues, { }, , ,i iα α β β− − , to yield: 

 
     ( )1 2 32 cost tc e c e c tα αξ β φ−= + + +  (11) 

     ( )1 2 32 sint tc e c e c tα αη σ σ τ β φ−= − − +  (12) 

     ( )1 2 32 sint tu c e c e c tα αα α β β φ−= − − +  (13) 

    ( )1 2 32 cost tw c e c e c tα αασ ασ βτ β φ−= + − + (14) 

 
where  
 

    
2 2 2 2

2
3 3

1 1

2 2
                 

1 1

1
        

1L Lx x

α βσ τ
α λ β λ

µ µλ
µ µ

− − + −
− +
+ + −

≜ ≜

≜

 (15) 

 

The constants 1c , 2c , and ( )3 3 ic c eφ=  depend 

on the dynamical state at the initial time 0t  

(which is set to 0) and on the spacecraft energy 
(directly related to C). This issue is addressed at 
the end of this subsection.  

In the context of the linear equations of 
motion of the CR3BP, due to the form of Eqs. 
(11)-(14), orbits can be classified as: 

(i) periodic orbits, if 1 2 0c c= = : these 
orbits are clockwise elliptic trajectories 
around 1L  

(ii)  asymptotic orbits, if 1 0c =  and 2 0c ≠  
(asymptotic orbits converging into the 
periodic orbit) or if 1 0c ≠  and 2 0c =  
(asymptotic orbits departing from the 
periodic orbit) 

(iii)  bouncing orbits, if 1 2 0c c > : these orbits 

do not cross the region where 1L  is 
located 

(iv) transit orbits, if 1 2 0c c < : these orbits 

cross the region where 1L  is located 
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The orbits of interest for the present study 
are the asymptotic orbits. 

 

 
 

Fig. 2. Periodic orbit and asymptotic trajectories 
(linear dynamics) 

 
 

2.3 Cylindrical representation of 
trajectories 

For a given value of the Jacobi constant C 
(corresponding to a specified energy level) 
through Birkhoff’s equations the trajectory of 
the third body can be conveniently calculated by 
employing the coordinates ( ),x y  and the angle 

γ  in place of ( ), , ,x yx y v v . This allows for a 

geometrical, visual representation of two-
dimensional trajectories in the phase space. In 
this work a new, convenient representation is 
produced by defining an isomorphism into new 
coordinates( ), ,X Y Z  as follows: 

 

    ( )
         cos          sin

min

X x Y Z

y y

ρ γ ρ γ
ρ

= = =

−≜
 (16) 

 
where miny  is set to a convenient value 

( 0.104236 DU−  in this study, with 
2 23.185 DU TUC = ) such that 0ρ ≥  for the 

entire trajectory. Through Eq. (16) the 
instantaneous position and velocity of the third 
body correspond to a single point in the 

transformed (phase) space ( ), ,X Y Z . The 

mapping (16) can allow detecting homoclinic 
and heteroclinic connections among distinct 
trajectory arcs. The existence of such 
connections is a crucial aspect in the restricted 
three-body problem, with possible profitable 
implications for spaceflight [6].  

The same transformation can also be used to 
represent the periodic orbit and the associated 
asymptotic trajectories found with the linearized 
equations of motion (10), as shown in Fig. 3, 
which portrays the cylindrical mapping of the 
orbits illustrated in Fig. 2. Asymptotic 
trajectories are represented as a four-fold 
surface. The cross sections of this surface at 

0 0.08 DUξ = −  and 0 0.08 DUξ =  define four 

disks, conventionally named 1ED , 2ED , 1MD , 

and 2MD . These disks identify (in the phase 
space) the asymptotic orbits that depart from the 
segments CD and EF and those converging into 
the segments AB and GH of Fig. 2. In 
particular, Fig. 4 illustrates the disk 2ED  (at 

0 0.08 DUξ = − ). If 0η  is specified, then the two 

values ( )
0
minγ  and ( )

0
maxγ  shown in Fig. 4 

correspond to the pair of asymptotic orbits that 

depart from ( )( )0 0 0, , minξ η γ  and ( )( )0 0 0, , maxξ η γ  

and converge into the periodic orbit. It can be 
demonstrated that transit orbits departing from 

( )0 0,ξ η  fulfill the inequality ( ) ( )
0 0 0
min maxγ γ γ< <  

and correspond to the points that form the arc 
AB. It is straightforward to deduce that all the 
points contained in the disk 2ED  of Fig. 4 are 
associated with transit trajectories, whereas the 
external points correspond to bouncing orbits. 
Therefore, through the cylindrical mapping 
asymptotic trajectories are represented as a four-
fold, “pair-of-pants” surface that separates 
transit orbits from bouncing trajectories. Transit 
trajectories are generated from points contained 
in the “pair-of-pants” surface and flow through 
it; bouncing orbits are  external  to  this  surface  
and  do  not  cross  the region where the 
Lagrange point 1L  is located. 
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Fig. 3.   Cylindrical representation of the periodic 
orbit and of the asymptotic trajectories (linear 

dynamics) 
 

 
 

Fig. 4. Disk ED2  of the cylindrical representation 

((Y,Z)-plane, cross section at 0 0.08ξξξξ = −= −= −= − ) 

 

3 Lunar capture orbits 

In the context of the CR3BP, lunar capture 
orbits are orbits that remain indefinitely in the 
neighborhood of the Moon, without crossing the 
region where 1L  is located. The determination 
of (non-periodic) lunar capture orbits is 
extremely challenging, as emphasized in the 
scientific literature [7, 8, 9]. Periodic, 
asymptotic and capture orbits represent three 
special classes of trajectories that exhibit an 
interesting, non-oscillating behavior. They can 
be characterized under the topological point of 
view through the use of Conley’s theorem. 

Conley’s theorem states that [3]: “if a 
crossing asymptotic orbit exists then near any 

such there is a capture orbit”. In the remainder 
of this paper this assertion will be used together 
with the cylindrical representation of trajectories 
to locate long-term lunar capture orbits. 

3.1 Long-term lunar capture orbits 

As a theoretical premise for the task of 
determining lunar capture orbits, the following 
property of the solutions of the CR3BP is 
recalled: the trajectory obtained by forward 
integration of the equations of motion (2)-(3)  

with (generic) initial conditions ( )0 0 0 0, , ,x yx y v v  

is symmetrical – with respect to the x-axis – to 
that attained by backward integration of the 
same equations with initial conditions 

( )0 0 0 0, , ,x yx y v v− − . Formally, let 

( ) ( ) ( ) ( )( )1 0 1 0 1 0 1 0, , ,x yx t t y t t v t t v t t+ ∆ + ∆ + ∆ + ∆
 be the trajectory generated from 

( )0 0 0 0, , ,x yx y v v  at the time ( )0t t+ ∆  and 

( ) ( ) ( ) ( )( )2 0 2 0 2 0 2 0, , ,x yx t t y t t v t t v t t− ∆ − ∆ − ∆ − ∆
 the trajectory generated from 

( )0 0 0 0, , ,x yx y v v− −  at the time ( )0t t− ∆ . This 

means that 
 

( ) ( ) ( ) ( )( ) ( )1 0 1 0 1 0 1 0 0 0 0 0, , , , , ,x y x yx t y t v t v t x y v v≡  

 

( ) ( ) ( ) ( )( ) ( )2 0 2 0 2 0 2 0 0 0 0 0, , , , , ,x y x yx t y t v t v t x y v v≡ − −
 
Hence, for any 0t∆ > , the following symmetry 

relations hold: 

                 

( ) ( )
( ) ( )

( ) ( )

( ) ( )

1 0 2 0

1 0 2 0

1 0 2 0

1 0 2 0

 

x x

y y

x t t x t t

y t t y t t

v t t v t t

v t t v t t

+ ∆ = − ∆

+ ∆ = − − ∆

+ ∆ = − − ∆

+ ∆ = − ∆

 (17) 

 
This property can be profitably used to 

locate suitable initial conditions that yield lunar 
capture orbits. In fact, due to Conley’s theorem, 
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in the phase space the boundary conditions for 
lunar capture orbits are located in the 
neighborhood of the states associated with 
trajectories asymptotic to the periodic orbit 
around 1L . This means that these boundary 
conditions can be sought on the boundary of the 
disk 2MD , which in fact corresponds to states 
(approximated to first order) converging 
asymptotically into the periodic orbit. Therefore 
long-term capture orbits (in principle, even 
stable lunar orbits) could be found by backward 
integration of the dynamic equations with initial 
conditions located on the boundary of the disk 

2MD . However, because of the symmetry 
described above, this backward integration 
generates trajectories symmetrical to those 
generated by forward integrating the equations 
of motion with initial conditions located on the 
boundary of the disk 1MD . This is due to the fact 

that each point 2MP  on the boundary of 2MD  

corresponds to a symmetric point 1MP  belonging 

to the boundary of 1MD . Hence, the existence of 
long-term capture orbits can be investigated 
making reference to the disk 1MD  as the 
geometrical locus (in the phase space) where 
suitable initial conditions are located.  

Figures 5(a) and 5(b) illustrate the disks 1ED  

and 2ED  (cross sections of the surface portrayed 

in Fig. 3 at 0 0.02 DUξ = − ) and the disks 1MD  

and 2MD  (cross sections of the same surface at 

0 0.02 DUξ = ), respectively. The initial 
conditions for the numerical integration of the 
Birkhoff’s equations correspond to 500 points 
along the boundary of 1MD . By definition, 
evasion from lunar capture occurs at the time 

ft , when the spacecraft crosses (directed toward 

the Earth) the plane 1Lx x= . The number of 
loops around the Moon that the spacecraft 
completes before evading from capture can be 
computed. 

Figure 6 reports the number of loops around 
the Moon before evasion for these 500 
trajectories, whereas Fig. 7 shows the 
corresponding evasion times. With this method 
 

 
 

Fig. 5. Disks of the cylindrical representation; cross 
sections at 0 0.02ξξξξ = −= −= −= −  (a) and 0 0.02ξξξξ ====  (b) 

 
  
a single trajectory that orbits the Moon for about 
8.5 sidereal years has been determined. This 
trajectory is portrayed in Fig. 8 and exhibits 
very peculiar geometric features. First, it is 
symmetrical with respect to the x-axis (except in 
the portion where the third body is close to 1L , 
just before evading from capture). Secondly, 
this trajectory is extremely “dense” in special 
regions of the ( ),x y  plane, in the sense that 
many trajectory arcs are grouped, to form 
macroscopically wide stripes separated by 
regions not crossed by any trajectory arc. 
This example orbit is not a capture orbit, 
because it leaves the Moon after 8.5 years. 
However it is longer than most of the other 
orbits that have been simulated, and therefore it 
may be conjectured that it is located close to a 
capture orbit. This conjecture can be 
substantiated by employing a local optimization 
algorithm, with the intent of determining orbits 
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Fig. 6. Number of loops around the Moon for the 
trajectories departing from the boundary of MD1  

 

 
 

Fig. 7. Evasion time for the trajectories departing 
from the boundary of MD1  

 

 
 

Fig. 8. Long-term capture trajectory 

with increasing capture durations. This means 
that the objective function to be minimized for a 
similar algorithm is CJ t= −  (where Ct  denotes 
the capture duration). Starting from the state 
corresponding to orbit A, the numerical 
optimizer (i.e. the MATLAB routine fmincon) 
finds a succession of orbits characterized by 
increasing capture durations (cf. Table 1). 
Apparently, the algorithm does not exhibit a 
convergent behavior (in reasonable 
computational times) to any locally minimizing 
result (i.e. to any maximum-duration capture 
orbit) and this circumstance can be assumed as 
indicative of the existence of an actual capture 
orbit, which can be numerically approached 
with an arbitrary accuracy. 
An analysis of the periselenium altitudes shows 
that actually several trajectories are infeasible 
because they would impact the surface of the 
Moon. Nevertheless, from the theoretical point 
of view the results achieved in this section 
demonstrate the validity of the method for 
determining long-term capture orbits, on the 
basis of topological arguments. 
 

3.2 Operational lunar orbits 

Transfer trajectories to the Moon are usually 
aimed at inserting a spacecraft into a terminal 
specified lunar orbit, in general a circular orbit. 
None of the trajectories calculated in the 
preceding section terminates into the desired 
circular orbit. Orbital maneuvers are then 
needed to perform a transfer to the desired final 
(circular) orbit, whose specified altitude is set to 
100 km in this case. In this context, the Moon 
radius is taken into account, in the sense that if a 
portion of trajectory follows an impact then it is 
neglected. A two-impulse Hohmann-like 
transfer is selected as the transfer strategy that 
allows transforming the trajectory into the final 
circular orbit. For each trajectory computed in 
Section 3.2 all the aposelenia and periselenia are 
determined and the corresponding Hohmann-
like transfer is evaluated. Then, for each 
trajectory the orbital maneuver (i.e. the 
aposelenium)  that minimizes  the  characteristic  
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velocity of the transfer is selected. Figure 9 
reports the minimum value of the characteristic 
velocity for each trajectory. The most 
economical trajectory is associated with a total 
velocity change of 0.671 km sec. Of course 
captures of longer duration imply a greater 
number of aposelenia where the first impulse 
can be applied and this circumstance leads to 
potential savings in terms of characteristic 
velocity of the maneuver. However, long-term 
capture orbits are often impact trajectories. Only 
the portion of the entire trajectory preceding the 
impact is to be taken into account and this 
actually can limit the benefit of using long-term 
capture orbits to perform a real mission.  

4 Conclusions 

This paper investigates the topology of the low-
energy trajectories to the Moon, with particular 
interest to long-term capture lunar trajectories. 
This goal is achieved by introducing an original 
cylindrical representation of the phase space 
that describes the third body dynamics. 
The linear dynamics around the Lagrange point 

1L  is used to study the mapping among four 
regions of the phase space. These regions and 
the orbits therein contained have a 
straightforward visual representation if the 
cylindrical mapping is employed. With this 
method other relevant aspects of the flow can be 
observed directly, such as the existence of 
homoclinic and heteroclinic orbits. 

 
 

 
 

Fig. 9. Minimum characteristic velocity for injection 
into the terminal orbit 

 
Using Conley’s theorem, it is found that 

long-term capture orbits are to be sought along 
the boundary of one of the disks of the 
cylindrical representation. 

The numerical results attained with the 
method described in the paper demonstrate that 
relatively long-term capture orbits exist. 
Moreover, the numerical investigation proves 
that periselenia of decreasing altitude are 
obtained as the number of loops increases. An 
orbit with special features, in terms both of 
evasion time (8.5 sidereal years) and of spatial 
distribution, has been found.  

As transfer trajectories to the Moon are 
usually aimed at inserting a spacecraft into a 
terminal circular lunar orbit, Section 3.3 is 
devoted to determining a simple strategy to 

Table 1. Iterations of the optimization algorithm 
Iter. x  (DU) y  (DU) γ  (rad) t  (days) 

1 8.568929195145340e-1 3.383246244880390e-3 1.913217098842190e-1 3102 
2 8.568929095145339e-1 3.383246244880390e-3 1.913217098842190e-1 3134 

3 8.568929195145340e-1 3.383236244880390e-3 1.913217098842190e-1 3159 

4 8.568929195145340e-1 3.383246244880390e-3 1.913216998842190e-1 3285 

5 8.568928951004714e-1 3.383221830817890e-3 1.913216854701565e-1 3509 

6 8.568928951004714e-1 3.383211830817890e-3 1.913216854701565e-1 3581 

7 8.568929195204944e-1 3.383197422715855e-3 1.913216687607437e-1 3589 

8 8.568929195204944e-1 3.383197422715855e-3 1.913216787607437e-1 3589 

9 8.568929242287879e-1 3.383185221644342e-3 1.913216809727949e-1 4701 

10 8.568929243264907e-1 3.383185031025871e-3 1.913216810446838e-1 5286 

11 8.568929243333040e-1 3.383185019112240e-3 1.913216810461537e-1 5949 

12 8.568929243333040e-1 3.383185019112316e-3 1.913216810461536e-1 6444 
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achieve this result. A two-impulse Hohmann-
like transfer is selected as the transfer maneuver 
that allows transforming the low-energy 
trajectory into the final circular orbit. 
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Abstract

An algorithm for the optimization of a lunar

soft-landing trajectory is presented. A 6DoF

modeling of the dynamics is adopted together

with an accurate description of the Moon gravity

field. The problem is faced as a direct optimiza-

tion problem with the goal of obtaining a vertical

landing whilst minimizing the overall fuel con-

sumption. The descent trajectory is supposed to

start from the periselenium of a low Moon orbit.

Four optimization phases are considered. Each

phase is characterized by a different set of op-

timization variables, constraints, and increasing

level of complexity. In the first phase the thrust

direction is optimized considering the transla-

tional motion of the lander only. Furthermore,

no throttle capability is considered. In the second

phase the thrust direction is fixed in the space-

craft body reference frame. The proper thrust

orientation is obtained by optimizing the control

torques supplied to the lander by the attitude sub-

system. In the third phase the thrust magnitude

is optimized too, and the constraint of landing on

specific site is added. Furthermore, more restric-

tive constraints on the final velocities (linear and

angular) are set. Finally, in the fourth phase a

more accurate gravitational model of Moon that

includes the main harmonics is considered. The

algorithm is tested on a lunar landing trajectory

in an area close to the Moon’s equator, with a

candidate spacecraft for Google Lunar X-prize.

1 Introduction

During the 60’s, the challenge for conquering
the Moon gave a large impetus for the research
and development of guidance algorithms for the
soft landing on the lunar surface. Especially the
Apollo missions made the majority contribution
to the studies.
Akridge and Harlin [1] varied parameters such as
initial parking orbit altitudes, thrust-to-weight
ratio and specific impulse of the engine to de-
fine the best descent trajectory. Bennett and
Price [2] worked on the Apollo landing tra-
jectory and they divided the powered descent
phase into three phases: a fuel-optimum brak-
ing phase, a landing approach transition phase
and a terminal descent phase. The Apollo mis-
sions used an explicit guidance algorithm that
was derived by Cherry [3].
Beyond Apollo there were also the Surveyor ve-
hicles that used a guidance scheme based on the
work done by Cheng [4]. They used an attitude
control law that forced the flight path towards
the vertical as time progressed.
During the same period other guidance al-
gorithms were proposed such as Hall, Diet-
rich and Tiernan [5], Kriegsman and Reiss [6],
Citron, Dunin and Meissinger [7], Feng and
Wasynczuk [8] and, more recently, Sostaric and
Rea [9].
However, a guidance algorithm needs a parallel
trajectory optimization to obtain more efficient
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solution. During the Apollo period the trajec-
tory optimization capabilities were limited by
computing power, but, in the last 15 years, with
the increase in computing power, new studies
were developed. Vasile and Floberghaghen [10]
applied a Spectral Elements in Time (SET) ap-
proach to the lunar soft landing problem. Their
work was developed by Ramanan and Madan
Lal [11] that solved a two-point boundary prob-
lem with a controlled random search. Bei and
Zhang [12] defined a precise-landing mission for
small lunar probes. Liu, Duan and Teo [13] for-
mulated an optimal control problem to ensure
the soft landing with the least fuel consump-
tion. Then Shan [14] studied a two-dimensional
approach to find an optimal solution for the de-
scent phase. More recently Cho, Jeong, Lee
and Bang [15] considered the energy of de-orbit
burning as a parameter to be optimized for the
descent trajectory. Besides, in the last few years,
NASA resumed the work of Bauer, Cornick
and Stevenson [16], and Striepe, with the help
of many other collaborators, treated it in sev-
eral works. Firstly, they reviewed the previous
work [17], and then, they developed a more ef-
ficient optimization tool [18]. Finally, they used
the results to study the Autonomous Landing
and Hazard Avoidance Technology (ALHAT)
project [19] and then Davis [20] improved it.

The contribution of this paper is to define a
method to compute an optimized descent tra-
jectory from a circular parking orbit that could
be used as the guidance for the landing of an
autonomous spacecraft. The objectives of the
current research are to:

1. Determine feasible landing trajectories,
which minimize fuel expenditure, while con-
sidering translational motion and attitude
dynamics.

2. Analyze the fuel usage due to the con-
straints considered as terminal attitude,
terminal velocity and control histories.

The entire descent trajectory is included in the
analysis and is treated as a single problem. This
is done in order to generate a trajectory which is
optimal over the entire time span of the landing
process.

2 Equations of Motion

The 6DoF dynamics of the vehicle is written in
body-fixed reference frame as



















































ṙ = v− ω × r

q̇ = Ω ·q

v̇ =
F

m
− ω × v +

T

m

ω̇ = I−1 · (Mc − ω × I ·ω − İ ·ω)

ṁ =
T

Ispg0

(1)

where r and v are the position and velocity vec-
tors, q is the vector of quaternions used for at-
titude representation, ω is the angular velocity.
The external forces (only gravitational) acting
of the body are indicated by F = {Fx, Fy, Fz}

T ,
whereas the thrust is T. It is assumed that no
external torques act the on vehicle, and that
a control authority is available only on the z
axis, i.e., Mc = {0, 0,Mcz

}T . The mass vari-
ation is dependent on the propellant consump-
tion: T is the thrust module, Isp is the specific
impulse, and g0 is the Earth gravity acceleration
at zero altitude. The time variation of the in-
ertia tensor I is computed by assuming a linear
variation with spacecraft mass. The dynamics of
Eq. (1) are implemented in the Custom Variable

Mass 6DoF (quaternion) block as part of the
Aerospace Blockset of Simulink. This block asks
as inputs the initial values for the position, lin-
ear and angular velocities (P,Q,R), Euler angles
(φ, θ, ψ), inertia tensor, and mass. Note that the
initial position vector must be supplied in Moon
centered inertial reference frame. The numerical
integration is performed with a fixed-step forth-
order Runge-Kutta scheme.

3 Optimization Setup

The goal is to obtain a Moon vertical soft
landing with the minimum propellant mass
consumption. If m0 is the initial mass of the
spacecraft and mF is mass at landing, the
objective function to be minimized is:
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g(x) = −
mF

m0

, (2)

where x is the vector of optimization variables,
scaled in such a way that 0 ≤ x ≤ 1. The nonlin-
ear constraints can be written as ψl ≤ ψ(x) ≤
ψu. Note that upper and lower bounds must
be equal in the previous expression to obtain
equality constraints. The optimization problem
is solved with the function fmincon of the Mat-

lab Optimization Toolbox, which implements a
sequential quadratic programming algorithm for
the solution of a nonlinear parametric optimiza-
tion problems. At every iteration of the opti-
mization the block of the dynamics is called to
propagate the trajectory, which is necessary for
the evaluation of the objective and constraint
functions. The optimization process is divided
into phases. In each phase a different vector
of variables is optimized and different set con-
straints are considered. The first two phases do
not examine the problem of landing on a specific
point, whereas the third and the fourth one con-
sider the landing site location and a tridimen-
sional landing trajectory. Only in the last phase
the main harmonics of the Moon gravitational
field are accounted for.

3.1 First Trajectory Optimization

In the first phase (FTO, First Trajectory Opti-
mization) the attitude dynamics of the vehicle is
neglected and the optimization vector is defined
by

x = {β, T,mF }
T , (3)

where β = {β1, . . . , βk}
T is the control angle

measured clockwise from the local horizon to the
thrust direction. How this angle is realized in
practice is not addressed during this phase. The
elements of β are defined over a time grid, whose
values are collected in the vector tt =

[

t0 :
tF
k − 1

: tF

]T

. (4)

The initial values of β are those of an opti-
mal thrust direction profile, computed by solv-
ing planar optimization problem via calculus of
variations [11]. The values at a generic instant
of the trajectory are obtained by interpolating

β with cubic splines. Note that the final mass
is included in the optimization vector to reduce
the optimization problem in Meyer form [22] and
that a single thrust level is considered. The set
of nonlinear constraints are















|r(tF )| = RM

|v(tF )| ≤ wV

m (tF ) = mF ,

(5)

where RM is the Moon radius and wV is a
scalar value that limits the velocity modulus.
These constraints force the satellite to achieve
the Moon surface with the required landing ve-
locity. The objective function is represented by
Eq. 2 and the dynamical system by Eq. (1). The
spacecraft is subjected to one control force given
by the thrust engine T = {Tx(β), Ty(β), 0}T ,
and no external torques are applied. When the
optimization process ends the optimal values of
the control angle, the thrust module, and final
mass are obtained, which are used for the sub-
sequent optimization phase.

3.2 Second Trajectory Optimization

From the FTO analysis the profile of the thrust
direction in local horizon reference frame is
known. In the Second Trajectory Optimization
(STO) it is assumed to have T always aligned
with x body-axis direction, but with opposite
direction. If α(t) is the angle between T and x
direction of the inertial frame, it is possible to
compute the control torque Mc(t) necessary to
obtain the desired attitude by:

Mcz
≃ İzzα̇+ Izzα̈, (6)

where Mc(t) = {0, 0,Mcz
(t)}T , and α̇ and α̈

are obtained with a five-point differentiation for-
mula [23]. The values of Mcz

are in body-fixed
frame. The optimization vector for the STO
problem is:

x = {M, Tx,mF , ψ0, R0}
T , (7)

where M = {Mcz
(t0), . . . ,Mcz

(tF )}T is the vec-
tor that contains the values of Mcz

at t, ψ0 and
R0 are the yaw and the corresponding angular
rate at time t0, respectively. The set of nonlinear
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constraints is the same of the FTO, with the only
exception of reducing the admitted final velocity.
The controls acting on the spacecraft in the body
fixed frame are the thrust T = {−Tx, 0, 0}

T and
torques Mc = {0, 0,Mcz

(t)}T . Thus, in the STO
problem the attitude dynamics of the vehicle is
analyzed with the goal of computing the con-
trol torque required for the optimal orientation
thrust.

3.3 Third Trajectory Optimization

In the TTO (Third Trajectory Optimization)
thrust modulation is included, and the final time
is added to the optimization vector

x = {M,T, tF ,mF , ψ0, R0}
T , (8)

where T is the vector of thrust defined on t. The
first guess for the T vector is built by replicat-
ing the single value computed in the STO for all
the time points. The goal the third optimization
is to compute a vertical soft landing trajectory.
This goal is achieved by setting the linear con-
straints







































































|r(tF )| = Rcb

r(tF )

|r(tF )|
× x = 0

rx(tF ) ≤ 0

0 ≤ vrel
x (tF ) ≤ wA

∣

∣

[

vrel
y (tF ), vrel

z (tF )
]∣

∣ ≤ wB

R(tF ) = 0

m(tF ) = mF ,

(9)

where wA are wB are two scalar values. The
first three equations impose constraints on the
spacecraft position. The product vector enforces
the vertical landing. When the product vector is
zero then r and x are aligned but, since rx is neg-
ative, they have opposite direction. The fourth
and fifth inequalities represent constraints on
the velocity relative to the landing site. In par-
ticular, the velocity has to be confined inside a
narrow cone aligned with the local vertical. The
second-last equation forces the satellite to ap-
proach the surface with no spin around the z
axis.

The control actions system in the body refer-
ence system is:







Fc = {−Tx(t), 0, 0}
T

Mc = {0, 0,Mcz
(t)}T .

(10)

In the TTO the constraint on the landing site
location is set and the tridimensional geometry
of the orbit is computed. This part of the prob-
lem is analyzed after the optimization has suc-
cessfully ended. The argument of periapsis of
the transfer orbit ω is computed by

ω = asin

(

sin(φLS)

cos(i)

)

− ϑ, (11)

where i is its inclination, φLS is the landing site
latitude, and ϑ is the angle spanned by the land-
ing trajectory, computed as

ϑ = acos

(

r(t0) · r(tF )

|r(t0)||r(tF )|

)

. (12)

The sidereal time of the landing site at landing
θLS is given by

θLS = atan

(

rJ(tF )

rI(tF )

)

, (13)

where λLS is its longitude, and rI and rJ are the
first and second component of the position vec-
tor in Moon inertial reference frame. The side-
real time of the prime meridian at the beginning
of the landing maneuver is

θPM = θLS − λLS − ωM tF , (14)

where ωM tf accounts for Moon rotation during
the landing phase. With these information it is
possible to compute both the point on the orbit
where to start the landing maneuver and and its
initial time. In the last landing trajectory opti-
mization, called Real Trajectory Optimization
(RTO), the main lunar gravitational harmon-
ics are considered to refine the optimal landing
path.

3.4 Real Trajectory Optimization

The main spherical harmonics are considered to
better describe the Moon gravitational field. In
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order to compute the exact value of the gravi-
tational field during the optimization it is nec-
essary to know the three-dimensional position
vector of the spacecraft at every time step; thus,
the value of ϑ has to be known during the opti-
mization process. For this reason ϑ is introduced
in the optimization vector

x = {M,T, tF ,mF , ψ0, R0, ϑ}
T , (15)

The constraints adopted are those of system
Eq. (9) with an additional condition

ϑ(tF ) = ϑF . (16)

The control forces and torques remain un-
changed with respect to TTO.

4 Numerical Example

The landing problem starts from a circular lu-
nar parking orbit of 350 km of altitude, inclined
of 4.59 deg with respect to the Moon equator,
and with a right ascension of ascending node of
-13.06 deg. An impulsive maneuver injects the
vehicle in transfer orbit that lowers the perise-
lenium height to 15 km, from which the landing
trajectory begins. The landing site is charac-
terized by a longitude φLS = −2.99 deg and a
latitude λLS = −23.34 deg. The vehicle has an
initial mass of 661 kg. The mass distribution is
such that the initial tensor of inertia is

I0 =





385.58 0 0
0 385.58 0
0 0 330.5



 Nm2.

A maximum thrust of 1680 N is considered with
an specific impulse of 318 seconds. The attitude
control is guaranteed by momentum wheels with
maximum torque capability of 0.1 Nm. The test
case is representative of a preliminary scenario
for an automatic mission in the framework of
Google Lunar X-prize.

4.1 FTO and STO

The FTO optimization problem consider a first
guess vector x0 of


























βg = [175.99, 173.68, 169.01, . . .

. . . 163.76, 157.84, 151.19] deg

Tg = 1400 N

mg = 350 kg

where the values of β are defined at t =
[0, 110, 220, 330, 440, 550] s, and the subscript g
stands for guess. The value of the constraint
constant of Eq. 5 is wV = 5 m/s. The optimiza-
tion process takes 25 iteration to compute the
optimal solution


























β = [180.0, 174.69, 168.64, . . .

. . . 162.09, 154.95, 147.13] deg

T = 1675.7 N

mF = 365.64 kg

Starting from the values of β the control
torque to guarantee the proper orientation of
the thrust is numerically computed applying Eq.
(6). The numerical values corresponding to t are

Mg = [−0.157,−0.199,−0.408,−0.386, . . .

. . . − 0.365,−0.412] × 10−3 Nm,

plotted in Figure 1 in solid line. These values,
together with ψg = 90 deg and R = 0 rad/s are
used as first guesses for the STO. Referring to
Eq. (5), a value of wV = 4 m/s is set to limit
the final velocity.
The optimization process ends in 13 iterations
leading to the optimal solution


















































M = [−0.083,−0.241,−0.392,−0.379, . . .

. . . − 0.399,−0.413] × 10−3 Nm

T = 1673.5 N

mF = 366.03 kg

ψ0 = 88.21 deg

R0 = 0.1015 deg/s

Note that the optimal solution found is very
close to the first guess. Figure 2 shows the alti-
tude profile during the landing phase and Fig.
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3 a zoom on the final part of the trajectory.
It can be noticed that the problem formulation
produces a landing trajectory almost tangential
to the Moon surface with a non null final angular
velocity, as shown in Fig. 4.
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Figure 1: Comparison between the torque pro-
file associated to the FTO and the optimized
one in the STO
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Figure 2: FTO and STO height profiles

4.2 TTO and RTO

The optimal values of the STO are used to
setup the TTO. The final time tF = 550
s is used as first guess and the vector t is
used to build the initial thrust vector Tg =
[1673.5, . . . , 1673.5] N. The values wA = 3 m/s
and wB = 0.5 m/s are set for the constants ap-
pearing in of Eq. 9. After 53 iterations the op-
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Figure 3: Zoom on the final part of the STO
trajectory in Moon-centered Moon-fixed refer-
ence frame
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Figure 4: FTO and STO angular velocity pro-
files

timizer delivers the optimal solution











































































M = [0.544,−0.12,−0.02, 0.003, . . .

. . . 0.480,−0.982] × 10−1 Nm

T = [1.6762, 1.6778, 1.6697, 1.6800, . . .

. . . 1.3899, 1.6286] × 103 N

mF = 346.41 kg

tF = 608.23 s

ψ0 = 84.01 deg

R0 = −0.2698 deg/s
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Note that the imposition of the vertical landing
produces a large increase in the required control
torque as visible in Fig. 5. Furthermore, the
maneuver duration sensibly increases causing a
slight decrease in the landing mass. The nega-
tive effect of a longer duration on the propellant
consumption is partially mitigated by the use of
thrust modulation as shown in Fig. 6. Figure 7
shows final portion of the landing trajectory, in
which the vertical arrival is achieved. Note that
an increase in the altitude over the transfer or-
bit periselenium is necessary to accomplish this
goal (see Fig. 8). In this case, increasing the
transfer orbit periselenium could be beneficial
for propellant mass reduction. Finally, figures 9
and 10 shows the behavior of Euler angles and
the satisfaction on the constraint on the final
angular velocity.

After the trajectory is optimized, relevant
quantities to design the entire landing phase are
computed by Eq. (11)-(13)



























ϑ = 16.08 deg

ω = −56.76 deg

θLS = −53.64 deg

θPM = −30.40 deg.

Once that ω is computed the transfer trajec-
tory is fully designed. The value of the sidereal
time of the prime meridian completely defines
the starting time of the descent trajectory.

The Spherical Harmonic Gravity Model block
implemented in Simulink is used to better de-
scribe the gravitational field of the Moon in the
RTO. Spherical harmonics up to degree 4 are
considered. The results of the third optimiza-
tion are used as first guesses. In particular the
time grid is defined byt = [0, 121.64, 243.29, 364.94, 486.59, 608.23] s,

and the guess of ϑ = 16.08 deg is appplied. The
values of wA and wB remain unchanged. The
optimization process converges in 9 iterations to

optimal solution






















































































M = [0.457,−0.106, 0.016,−0.070, . . .

. . . 0.508,−0.961] × 10−1 Nm

T = [1.6274, 1.6725, 1.6795, 1.6775, . . .

. . . 1.4921, 1.1835] × 103 N

mF = 349.16 kg

tF = 613.70 s

ψ0 = 85.68 deg

R0 = −0.2131 deg/s

ϑF = 16.37 deg.

Finally, the updated value of anomaly of the
pericenter is ω = −57.05 deg. A little difference
in the initial orientation of the satellite leads to
a lower maximum height (see Fig. 8). The time
span is similar, but RTO has a better thrust pro-
file (see Fig. 6) that permits a lower mass con-
sumption. Furthermore RTO final velocity has
a lower value with respect to TTO. Finally, it is
verified that the landing site point is unchanged
(see Fig. 11). Figure 12 shows the complete lu-
nar landing trajectory: the red line defines the
RTO descent, the blue line the transfer orbit,
the black line the parking orbit, the green line
the lunar equator, and the dash-dotted line the
prime meridian.

5 Conclusions

In this work a method for the optimization of
the Moon soft-landing problem has been pre-
sented. The goal is to optimize both linear and
angular dynamics of a spacecraft landing on the
Moon surface. The objective was to implement
an optimization method in a working environ-
ment useful for the successive implementation of
descent and landing control laws. For this reason
Matlab Simulink has been chosen. The space-
craft has been modeled as a rigid body with vari-
able inertia tensor and mass. The purpose of the
optimization process is to minimize the fuel con-
sumption and to obtain a vertical landing with
final zero angular velocity. The problem has
been analyzed in four consecutive phases. The
FTO and STO phases do not consider the con-
straint on the landing site and soft constraints
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Figure 6: Thrust profiles for TTO and RTO

on the final velocity are imposed. Furthermore,
the thrust is kept constant along the time span.
In the TTO and RTO phases the final velocity
is enforced to be close to the local vertical axis
with null angular rates. Finally, thrust modu-
lation is considered. A realistic lunar landing
scenario has been analyzed to show the perfor-
mance of the optimization algorithm.

Several areas of future work can be identified:

1. The three-dimensional approach can be ex-
tended. A landing site out of the orbital
plane can be considered allowing control
torques in all directions.

2. The optimization problem can include both
the parking orbit parameters and the de-
scent starting height as optimization vari-
ables.
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Figure 7: TTO and RTO trajectories in Moon-
centered Moon-fixed frame
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Figure 8: TTO and RTO height profiles

3. A more refined model of external pertur-
bations can be included. Firstly, the num-
ber of spherical harmonics considered can
be incremented. Then, other external per-
turbations, such as solar radiation pressure
or third-body effect, may be considered.
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Abstract

Optimal feedback control is classically based on

linear approximations, whose accuracy drops off

rapidly in highly nonlinear dynamics. A high

order optimal control strategy is proposed in this

work, based on the use of differential algebraic

techniques. In the frame of orbital mechanics,

differential algebra allows the dependency of the

spacecraft state on initial conditions and envi-

ronmental parameters to be represented by high

order Taylor polynomials. The resulting polyno-

mials can be manipulated to obtain the high or-

der expansion of the solution of two-point bound-

ary value problems. Based on the reduction of

the optimal control problem to an equivalent two-

point boundary value problem, differential alge-

bra is used in this work to compute the high order

expansion of the solution of the optimal control

problem about a reference trajectory. New opti-

mal control laws for displaced initial states are

then obtained by the mere evaluation of polyno-

mials.

1 Introduction

Nominal space trajectories are usually de-
signed by solving optimal control problems that
maximize the payload launch-mass ratio while
achieving the primary mission goals. However,

uncertainties and disturbances affect the space-
craft dynamics in real scenarios. Moreover, state
identification is influenced by navigation errors;
consequently, the spacecraft state is only known
with a given accuracy. Thus, after the nom-
inal solution is computed, an optimal control
strategy that assures the satisfaction of mission
goals in the real scenario must be implemented.
More specifically, given an initial deviation of
the spacecraft state from its nominal value, the
optimal control strategy aims at canceling the
effects of such a deviation on the satisfaction
of the mission requirements by correcting the
nominal control law, while minimizing propel-
lant consumption.

Classical optimal feedback control strategies
are based on linear approximations, whose main
advantage is the simplification of the problem.
However, their accuracy drops off rapidly with
increasing errors and decreasing control fre-
quencies in highly nonlinear dynamics. Thus,
nonlinear optimal feedback control has gained
particular interest in recent years, and several
strategies have appeared to tackle nonlinearities.
One of the highly promising and rapidly emerg-
ing methodologies for designing nonlinear con-
trollers is the state-dependent Riccati equation
(SDRE) approach, which was originally pro-
posed by Pearson and Burghart and then de-
scribed in details by Cloutier, Hammett and
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Beeler [1]. This approach involves manipulating
the governing dynamic equations into a pseudo-
linear non-unique form in which system matri-
ces are given as a function of the current state
and minimizing a quadratic-like performance in-
dex. An algebraic Riccati equation using the
system matrices is then solved repetitivily on-
line to give the optimal control law. Thus, the
SDRE approach might turn out to be compu-
tationally expensive when the solution of the
Riccati equation is not properly managed. This
can prevent its use for real-time optimal control.
A sub-optimal solution can be obtained using
the approximating sequence of Riccati equations
(ASRE) method [6]. Based on an approximate
solution to the Hamilton-Jacobi-Bellman equa-
tion, the ASRE method avoids solving the Ric-
cati equation repetitively at every instant and
provides a closed-form feedback controller.

An alternative approach was recently intro-
duced by Park and Scheeres, which relies on the
theory of canonical transformations and their
generating functions for Hamiltonian systems
[8]. More specifically, canonical transformations
are able to solve boundary value problems be-
tween Hamiltonian coordinates and momenta
for a single flow field. Thus, based on the reduc-
tion of the optimal control problem to an equiv-
alent boundary value problem, they can be effec-
tively used to solve the optimal control problem
analytically as a function of the boundary condi-
tions, which is instrumental to optimal feedback
control. The main difficulty of this approach is
finding the generating functions via the solution
of the Hamilton-Jacobi equation. This problem
was solved by Park and Scheeres by expanding
the generating function in power series of its ar-
guments.

Differential algebraic (DA) techniques [3] are
used in this work to develop an alternative ap-
proach to the generating function method. Dif-
ferential algebra serves the purpose of comput-
ing the derivatives of functions in a computer
environment. More specifically, by substituting
the classical implementation of real algebra with
the implementation of a new algebra of Taylor
polynomials, it expands any function f of v vari-
ables into its Taylor series up to an arbitrary or-
der n. DA techniques are used in this work to

represent the dependency of the spacecraft state
on the initial conditions by means of high order
Taylor polynomials. Then, the resulting Tay-
lor polynomials are manipulated to impose the
boundary and optimality conditions of the op-
timal control problem. This enables the expan-
sion of the solution of the optimal control prob-
lem with respect to the initial conditions about
an available reference trajectory. The resulting
Taylor polynomials can be evaluated for new so-
lutions of the original optimal control problem,
so avoiding repetitive runs of classical iterative
procedures.

The paper is organized as follows. A brief in-
troduction to differential algebra is given in Sect.
2. Being at the basis of the proposed methods,
the possibility of expanding the flow of ODEs is
presented in Sect. 3. The optimal control prob-
lem and the algorithm for the high order expan-
sion of its solution are illustrated in Sect. 4 and
5, respectively. The application of the algorithm
to lunar landing and rendezvous maneuvers is
addressed in Sect. 6 and 7, respectively.

2 Differential Algebra

DA techniques find their origin in the attempt
to solve analytical problems by an algebraic ap-
proach [3]. Historically, the treatment of func-
tions in numerics has been based on the treat-
ment of numbers, and the classical numerical al-
gorithms are based on the mere evaluation of
functions at specific points. DA techniques are
based on the observation that it is possible to
extract more information on a function rather
than its mere values. The basic idea is to bring
the treatment of functions and the operations on
them to the computer environment in a similar
way as the treatment of real numbers. Refer-
ring to Fig. 1, consider two real numbers a and b.
Their transformation into the floating point rep-
resentation, a and b respectively, is performed
to operate on them in a computer environment.
Then, given any operation × in the set of real
numbers, an adjoint operation ⊗ is defined in
the set of FP numbers such that the diagram
in figure commutes. (The diagram commutes
approximately in practice, due to truncation er-
rors.) Consequently, transforming the real num-
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a, b ∈ R a, b ∈ FP

a× b

× ⊗

a⊗ b

T

T

f, g

f × g

× ⊗

T

T

F,G

F ⊗G

Figure 1: Analogy between the floating point representation of real numbers in a computer environment
(left figure) and the introduction of the algebra of Taylor polynomials in the differential algebraic
framework (right figure).

bers a and b in their FP representation and oper-
ating on them in the set of FP numbers returns
the same result as carrying out the operation in
the set of real numbers and then transforming
the achieved result in its FP representation. In
a similar way, suppose two sufficiently regular
functions f and g are given. In the framework
of differential algebra, the computer operates on
them using their Taylor series expansions, F and
G respectively. Therefore, the transformation of
real numbers in their FP representation is now
substituted by the extraction of the Taylor ex-
pansions of f and g. For each operation in the
function space, an adjoint operation in the space
of Taylor polynomials is defined such that the
corresponding diagram commutes; i.e., extract-
ing the Taylor expansions of f and g and oper-
ating on them in the function space returns the
same result as operating on f and g in the origi-
nal space and then computing the Taylor expan-
sion of the resulting function. The straightfor-
ward implementation of differential algebra in a
computer allows to compute the Taylor coeffi-
cients of a function up to a specified order n,
along with the function evaluation, with a fixed
amount of effort. The Taylor coefficients of or-
der n for sums and product of functions, as well
as scalar products with reals, can be computed
from those of summands and factors; therefore,
the set of equivalence classes of functions can be
endowed with well-defined operations, leading to
the so-called truncated power series algebra [2].

Similarly to the algorithms for floating point
arithmetic, the algorithm for functions followed,
including methods to perform composition of

functions, to invert them, to solve nonlinear sys-
tems explicitly, and to treat common elementary
functions [3]. In addition to these algebraic op-
erations, also the analytic operations of differ-
entiation and integration are introduced, so fi-
nalizing the definition of the DA structure. The
differential algebra sketched in this section was
implemented by Berz and Makino in the soft-
ware COSY-Infinity [4].

3 High Order Expansion of ODE Flow

The differential algebra introduced in the previ-
ous section allows to compute the derivatives of
any function f of v variables up to an arbitrary
order n, along with the function evaluation.
This has an important consequence when the
numerical integration of an ODE is performed
by means of an arbitrary integration scheme.
Any explicit integration scheme is based on al-
gebraic operations, involving the evaluations of
the ODE right hand side at several integration
points. Therefore, carrying out all the evalu-
ations in the DA framework allows differential
algebra to compute the arbitrary order expan-
sion of the flow of a general ODE initial value
problem.

Without loss of generality, consider the scalar
initial value problem

{

ẋ = f(x)
x(ti) = xi.

(1)

Replace the point initial condition xi with the
DA representative of its identity function, [xi] =
x0

i + δxi, where x0

i is the reference point for the
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expansion. If all the operations of the numerical
integration scheme are carried out in the frame-
work of differential algebra, the Taylor expan-
sion of the solution with respect to the initial
condition is obtained at each step. As an exam-
ple, consider the forward Euler scheme

xk = xk−1 + ∆t · f(xk−1) (2)

and analyze the first integration step; i.e.,

x1 = x0 + ∆t · f(x0), (3)

where x0 = xi. Substitute the initial value with
[x0] = [xi] = x0

i + δxi in Eq. 3 for

[x1] = [x0] + ∆t · f([x0]). (4)

If the function f is evaluated in the DA frame-
work, the output of the first step, [x1], is the
Taylor expansion of the solution x1 at t1 with
respect to the initial condition about the refer-
ence point x0

i . The previous procedure can be
inferred through the subsequent steps until the
last integration step is reached. The result at
the final step is the n-th order Taylor expansion
of the flow of the initial value problem of Eq. 1
at the final time tf . Thus, the expansion of the
flow of a dynamical system can be computed up
to order n with a fixed amount of effort.

4 Optimal Control Problem

Suppose the spacecraft moves under the general
dynamics

ẋ = f(x(t),u(t), t), (5)

where x = {x1, . . . , xv} is the state vector and
u = {x1, . . . , xm} is the control vector (m ≤
v). The optimal control problem aims at finding
the m control functions u(t) that minimize the
performance index

J = ϕ(xf , tf ) +

∫ t
f

ti

L(x(t),u(t), t) dt. (6)

The initial state vector, xi, and the final state
vector, xf , are not necessarily fixed, as well as
the final time tf . In addition to the previous
statements, boundary constraints

ψ(xf , tf ) = 0, (7)

where ψ = {ψ1, . . . , ψp}, and path constraints

C(u(t), t) ≤ 0, (8)

where C = {C1, . . . , Cq}, can be imposed.
The above problem can be solved by reducing

it to a boundary value problem on a set of dif-
ferential algebraic equations (DAEs) [5]. To this
aim, the dynamics and constraints are added to
the performance index J to form the so-called
augmented performance index

J̄ = ϕ(xf , tf ) + νT
ψ(xf , tf )+

+
∫ t

f

ti
[L(x,u, t) + λT (f(x,u, t)+

−ẋ) + µT
C(u, t)]dt,

(9)

where two kind of Lagrange multipliers are in-
troduced:

• a p-dimensional vector of constants, ν, for
the final constraints of Eq. (7);

• an n-dimensional and a q-dimensional vec-
tor of functions λ and µ for the dynamics
of Eq. (5) and the path constraints of Eq.
(8), which are usually referred to as adjoint
or costate variables.

The optimal control problem is then reduced to
identifying a stationary point of the augmented
performance index J̄ . This is achieved by impos-
ing the gradient of J̄ to be zero with respect to
all optimization variables; specifically, the state
vector x and the control vector u, the Lagrange
multipliers ν and the costate variables λ and µ,
the unknown components of the initial state xi

and the final state xf , and the final time tf . In
particular, the optimality with respect to λ and
x leads to the following relations:

∂J̄

∂λ
= 0 ⇒ ẋ = f(x,u, t)

∂J̄

∂x
= 0 ⇒ λ̇ = −

(

∂f

∂x

)T

λ−

(

∂L

∂x

)T

,

(10)

whereas ∂J̄/∂u = 0 yields

(

∂L

∂u

)T

+

(

∂f

∂u

)T

λ+

(

∂C

∂u

)T

µ = 0. (11)

Equations (10) and (11) together are usually
referred to as Euler-Lagrange equations. It is
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worth observing that the Euler-Lagrange equa-
tions form a system of DAEs: the differential
part is represented by Eq. (10), which defines
the dynamics for the state variables x and the
costate variables λ; the role of the algebraic
constraint is played by Eq. (11). The previ-
ous system must be coupled with the boundary
conditions ensuing from the optimality condi-
tions with respect to the remaining optimization
variables (see [5] for further details). The opti-
mal control problem is eventually reduced to a
boundary value problem on a system of DAEs.

A particular optimal control problem is ad-
dressed in this work. The dynamics is supposed
to be affine in the control vector u; i.e.

ẋ = f(x,u, t) = f̃(x, t) + B(x)u, (12)

where B(x) is a v×m matrix, whose elements do
not depend on the controls. Moreover the con-
trol functions are sought to minimize the perfor-
mance index

J =
1

2

∫ t
f

ti

u
T
u dt (13)

and no path constraints are imposed. Based on
the previous hypotheses, Eq. (11) assumes the
simpler form

u+ BT (x)λ = 0. (14)

Equation (14) supplies an explicit relation be-
tween the control functions u and the costate
variables λ, which can be substituted in Eq.
(10). The original system of DAEs of the Euler-
Lagrange equations translates into the system of
ODEs

ẋ = f̃(x, t) − B(x)BT (x)λ

λ̇ = −

(

∂f(x,λ, t)

∂x

)T

λ.
(15)

Therefore, the original optimal control problem
reduces to a two-point boundary value problem
(TPBVP) on the set of ODEs in Eq. (15), where
boundary conditions are imposed on the initial
and final values of the state and costate vari-
ables, depending on the optimal control problem
at hand.

5 High Order Optimal Feedback

Suppose the problem of transferring a spacecraft
from a fixed initial state to a fixed final state
with fixed ti and tf is of interest; i.e., boundary
conditions assume the simpler form

{

xi = xi

xf = xf .
(16)

The optimal control problem is then reduced to
the problem of solving Eq. (15) subject to the
boundary conditions in Eq. (16).

Several techniques are available in the litera-
ture to solve the previous problem for assigned
xi and xf , like the simple and multiple shoot-
ing schemes or difference methods [9]. This
means that, given xi and xf , the previous tech-
niques are applied to compute the initial values
of the costate variables that solve the TPBVP,
which will be indicated as λ0

i . The solution is
then uniquely identified by the initial state and
costate vectors, xi and λ0

i respectively.
Assume now a reference solution λ0

i is avail-
able and suppose the Taylor expansion of the
solution of the optimal control problem with re-
spect to the initial state xi is of interest. Differ-
ential algebra can effectively serve this purpose.
To this aim, initialize both the initial state xi

and the initial costate λi as DA variables. This
means the variations

[xi] = xi + δxi

[λi] = λ
0

i + δλi

(17)

to the fixed initial state xi and the reference
solution λ0

i are considered.
Using the techniques introduced in Sect. 3,

the solution of Eq. (15) is expanded with re-
spect to the initial state and costate vectors.
More specifically, the dependence of the final
state and costate vectors on their initial values
are obtained in terms of the high order polyno-
mial map
(

[xf ]

[λf ]

)

=

(

xf + δxf

λ
0

f + δλf

)

=

(

xf

λ
0

f

)

+

(

Mx
f

Mλ
f

)(

δxi

δλi

)

,

(18)

where xf and λ0

f are the constant part of the
map (i.e., the reference solution flowing from xi
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and λ0

i under the ODEs in Eq. (15)), whereas
all higher order terms are included in Mxf

and
Mλf

.
Subtract now the constant part from Eq. (18)

for
(

δxf

δλf

)

=

(

Mxf

Mλ
f

)(

δxi

δλi

)

. (19)

Then, extract Mx
f

from Eq. (19) and consider
the map

(

δxf

δxi

)

=

(

Mx
f

Ixi

)(

δxi

δλi

)

, (20)

which is built by concatenating Mxf
with the

identity map for δxi, Ixi
.

Using suitable inversion techniques for high
order polynomials [3], the map in Eq. (20) can
be inverted to obtain

(

δxi

δλi

)

=

(

Mx
f

Ixi

)

−1 (

δxf

δxi

)

. (21)

The high order polynomial map in Eq. (21) re-
lates the displacements of the initial state and
costate vectors from their reference values xi

and λ0

i , δxi and δλi respectively, to the displace-
ment of the final state vector from its fixed value
xf , δxf , and again δxi.

Suppose now the problem of reaching the fixed
final state xf regardless of any error on the ini-
tial state δxi is of interest. This means the
new solution λi of the optimal control prob-
lem corresponding to the new initial condition
xi = xi + δxi is to be computed. The map in
Eq. (21) can effectively serve this purpose. More
specifically, the boundary condition

xf = xf (22)

must be imposed. To this aim, note that xf =
xf + δxf . Consequently, Eq. (22) reduces to

δxf = 0. (23)

Substituting Eq. (23) into the high order poly-
nomial map of Eq. (21) yields

(

δxi

δλi

)

=

(

Mxf

Ixi

)−1 (

0

δxi

)

. (24)

Extract the last v components of the map in Eq.
(24), which will be indicated as

δλi = Mλi
(δxi). (25)

The polynomial map in Eq. (25) is the high or-
der Taylor expansion of the solution of the opti-
mal control problem with respect to the initial
state xi: given any displacement δxi of xi from
the reference value xi, the mere evaluation of the
polynomials in Eq. (25) delivers the high order
correction δλi to λ0

i to obtain the corresponding
solution λi of the optimal control problem.

It is worth observing that a possible alter-
native approach to solve the previous problem
could have consisted in solving the TPBVP for
the new solution λi using classical techniques.
However, the main disadvantage of this ap-
proach is that a new TPBVP must be solved for
each displaced initial condition. This involves
running through the iterative procedures of the
classical TPBVP solvers. Each iterative proce-
dure is able to deliver one solution, whose valid-
ity is limited to the corresponding δxi. Conse-
quently, the classical TPBVP solvers should be
applied for each new δxi. The Taylor expansion
of the optimal control problem supplies an effec-
tive alternative method to overcome this issue.
First of all, analytical information are gained,
which can supply a valuable insight on the un-
derlying dynamics. Moreover, for any error δxi,
the mere evaluation of polynomials suffices to
obtain the new optimal control law to reach xf ,
so avoiding the use of iterative algorithms. Nev-
ertheless, the polynomial relation between δλi

and δxi given by Eq. (25) is accurate up to the
order of the DA-based computation.

6 Lunar Landing

The technique introduced in Sect. 5 is used here
for the optimal feedback control of a probe land-
ing on Moon’s south pole. The control profile
is designed in the frame of the controlled two-
body problem. Referring to Figure 2, the lan-
der is supposed to originally move on an ellip-
tical polar descent orbit, taking it from an al-
titude of 100 km (apocenter) to an altitude of
20 km (pericenter). The landing phase is sup-
posed to start at the pericenter of the descent
orbit. Final conditions are imposed to position
the lander over Moon’s south pole at an alti-
tude of 2 m, with a downward velocity of 3 m/s,
from which the final phase of the landing maneu-
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20 km

100 km
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Figure 2: Lunar landing problem.

ver is supposed to start. A cartesian reference
frame is selected to describe the dynamics: the
y-axis is aligned with Moon’s south pole; the
x-axis lies on Moon’s equatorial plane, pointing
towards the orbital descending node; the z-axis
is selected to form a right-handed reference sys-
tem. The landing dynamics is described by the
set of ODEs:

ṙ = v

v̇ = −
µ

r3
r + u,

(26)

in which r and v are the probe position and ve-
locity, respectively; r = ||r||; µ is Moon’s grav-
itational parameter; and u is the control vec-
tor. As from Eq. (26), the dynamics is affine
in the control vector u. Thus, Eq. (15) holds
for the problem at hand and the optimal control
problem is then reduced to a TPBVP with fixed
initial and final states for the landing probe.

A reference solution of the optimal control
problem is first identified by solving the result-
ing TPBVP. The initial time is chosen to be zero,
whereas the landing duration is set to 31 min.
A simple shooting technique is used to solve the
TPBVP and to compute the reference trajectory
reported in Fig. 3. Figure 4 illustrates the cor-
responding reference control profile in terms of
histories of its components. Due to the symme-
try of the problem, the reference trajectory lies
completely on the x-y plane.

The initial probe position and velocity, ri and
vi respectively, are now supposed to be affected
by errors. The high order optimal feedback con-
trol algorithm introduced in Sect. 5 is applied
to optimally correct the reference control law.
More specifically, the reference trajectory in Fig.
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Figure 3: Lunar landing: altitude dispersion.
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Figure 4: Lunar landing: reference control.

3 is used as reference solution for the Taylor ex-
pansions. The algorithm is then applied to com-
pute the high order polynomial map of Eq. (25)
for the problem at hand. Thus, given any dis-
placement δxi = (δri, δvi) of the initial state
vector from its nominal value, the polynomial
map is readily evaluated to correct the nominal
λ

0

i for the new initial value of the costate vector.

The performances of the procedure are stud-
ied in the followings. A maximum position er-
ror of 1 km and a maximum velocity error of
5 m/s are supposed to affect each component
of the initial lander position and velocity, re-
spectively. The final dispersion at landing is
then investigated. First of all, for the sake of
a more complete analysis, given any displaced
initial conditions, no corrections to the nominal
costate variables (and, consequently, to the con-
trols) are supplied. In particular, 100 samples
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Figure 5: Lunar landing: control corrections.

are randomly generated within the initial un-
certainty box with uniform distribution. Each
sample is then propagated using the nominal
guidance law; once all integrations have been
performed, the maximum and minimum lander
altitudes at each integration time are computed.
Figure 3 shows the resulting altitude dispersion
throughout landing. The figure illustrates how
initial conditions corresponding to both impacts
on Moon’s surface (lower area of the strip) and
trajectories moving away from the landing site
(higher area of the strip) are included in the ini-
tial error box.

The DA-based high order algorithm described
in Sect. 5 is then applied. In particular, third or-
der corrections are computed using Eq. (25): for
the same random samples of Fig. 3, the errors
on the initial state are computed and the map
is evaluated to correct the reference λ0

i . The re-
sulting set of trajectories is reported again in
Fig. 3 for the sake of comparison. The cor-
rected optimal control laws take the probe to
the final desired conditions and the resulting fi-
nal dispersion is drastically reduced. The neces-
sary control corrections are analyzed in Fig. 5.
More specifically, for each component of the con-
trol vector u, the maximum control correction is
evaluated among the random samples, and the
resulting curves are reported in figure. A max-
imum control correction of about 0.016 m/s2 is
required for the given error box.

7 Rendezvous Maneuver

A rendezvous maneuver is here analyzed as a
further test case for the high order optimal feed-
back technique introduced in Sect. 5. The study
of this problem is motivated by the work of Park,
Guibout and Scheeres based on the alternative
approach of generating functions [7, 8]. The
space rendezvous is a maneuver which takes two
spacecraft, originally moving on different orbits,
to the same final reference orbit, matching their
positions and velocities. Referring to Figure 6,
this rather general case can be focused on the
problem of a spacecraft (referred to as chaser)
targeting an object (referred to as target) on its
orbit.

A continuously propelled rendezvous maneu-
ver is considered. The target is supposed to
move on a circular orbit of radius R, whereas
the chaser is assumed to be subject to a con-
trolled two-body dynamics. In this framework,
the rendezvous maneuver is classically designed
in a non-inertial reference frame that is centered
at the target position, with x-axis constantly
aligned with the orbital radius, y-axis directed
towards the target orbital velocity, and z-axis
chosen to form a right-handed coordinate sys-
tem with x and y (see Figure 6). Thus, the non-
inertial reference frame rotates along the circu-
lar target orbit with constant angular velocity ω
and the chaser is subject to the relative dynam-
ics

ẋ = vx, ẏ = vy, ż = vz

v̇x = 2ẏ − (1 + x)(
1

r3
− 1) + ux

v̇y = −2ẋ− y(
1

r3
− 1) + uy

v̇z = −
1

r3
z + uz ,

(27)

where lengths and time are normalized using R
and 1/ω respectively; u = (ux, uy, uz) is the con-

trol vector; and r =
√

(1 + x)2 + y2 + z2.

The chaser is supposed to have initial offsets
from the target in both position and velocity,
which are denoted by δri and δvi respectively.
The optimal control problem is solved to design
the control functions u that take the chaser from
its initial displaced state to the target state (i.e.,
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Figure 6: Rendezvous maneuver.

to the origin of the rotating frame with zero ve-
locity) in a given time tf − ti. The relative dy-
namics in Eq. (27) is affine in the control vector
u. Thus, the optimal control problem can be
reduced to a TPBVP with fixed initial and final
states for the chaser.

Similarly to the previous test case, a nominal
solution of the optimal control problem must be
identified before applying the high order DA-
based technique. To this aim, it is worth ob-
serving that the relative dynamics in Eq. (27)
satisfies f(x = 0,u = 0, t ) = 0, with x =
(x, y, z, vx, vy, vz). This means that x(t) = 0
and u(t) = 0 for any t is a trivial solution of the
optimal control problem that is used as reference
solution for the high order expansion.

The performances of the high order optimal
feedback control algorithm are now investigated.
The chaser is supposed to have a displaced initial
position δri = (0.2, 0.2, 0) and a displaced ini-
tial velocity δvi = (0.1, 0.1, 0). The rendezvous
maneuver is designed to take the chaser to the
target state in 1 time unit. The exact solution
of the optimal control problem is first identified
by solving the associated TPBVP using a sim-
ple shooting technique. The result is reported in
Fig. 7, Fig. 8, and Fig. 9 in terms of position, ve-
locity, and control profile, respectively. As can
be seen from Fig. 7 and Fig. 8, the exact solution
(solid lines) takes the chaser to the target state
in the assigned time. The exact solution is then
compared with those achieved by the DA-based
optimal feedback control algorithm introduced
in Sect. 5 using different expansion orders. As
can be seen, the low accuracy of the 1-st order
correction is significantly improved using 4-th
and 6-th order expansions.

The main advantage of the high order opti-
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Figure 7: Rendezvous: position.
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Figure 8: Rendezvous: velocity.
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Figure 9: Rendezvous: control.
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Figure 10: Rendezvous: trajectories correspond-
ing to displaced initial positions lying on a circle
of radius 0.2.

mal feedback control algorithm is that, for any
initial offset of the chaser with respect to the
target, the same polynomial map is evaluated
to compute the corresponding optimal control
law. This means that the high order map in Eq.
(25) must be computed only once for all possi-
ble offsets, and the optimal control laws are then
obtained through the mere evaluation of polyno-
mials. This feature is exploited in Fig. 10: a set
of displaced positions distributed over a circle of
radius 0.2 in the rotating frame is selected. For
each sample, a 6-th order correction is computed
using the polynomial map of Eq. (25). As can
be seen, the chaser is always moved to the origin
of the reference frame.

8 Conclusion

A method for the computation of optimal feed-
back control laws based on differential algebra
has been introduced, with applications to lu-
nar landing and rendezvous maneuvers. The
method relies on the high order expansion of
the solution of the optimal control problem
about a reference trajectory. Thus, it improves
the results of classical techniques based on the
linearization of the dynamics. Moreover, the
method reduces the computation of new optimal
control laws to the mere evaluation of polynomi-
als. This is a valuable advantage over the con-
ventional nonlinear optimal control strategies,

which are mainly based on iterative procedures.
This work focused on the problem of transfer-
ring a spacecraft from an initial fixed state to a
final fixed state. Further developments will in-
vestigate the imposition of soft constraints, as
well as the minimization of alternative perfor-
mance criteria. Moreover, path constraints on
the controls will be included.
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Abstract  

Life Cycle Assessment (LCA) is a useful 

technique for assessing the environmental 

aspects and potential impacts associated with a 

product by first compiling an inventory of 

relevant inputs and outputs of a product system; 

second to evaluating the potential 

environmental impacts associated with those 

inputs and outputs and third to interpret the 

results of the inventory analysis and impact 

assessment phases in relation to the objectives 

of the study. 

LCA studies, according to the EN ISO 14044 

methodology studies the environmental aspects 

and potential impacts throughout the product’s 

life (i.e. cradle to grave) from raw materials 

acquisition through production, use and 

disposal. Figure 1 shows an overall life cycle of 

an aircraft, taking into account all phases and 

supply chains, starting from the raw material 

extraction until the end-of-life. 

The paper deals with the methodological basis 

and shows an example of an on-going EU 

project, how the approach is applied and 

environmental impacts in the aviation sector are 

quantified. 

1 General Introduction 

1.1 Life Cycle Assessment (LCA) 

methodology 

The environmental evaluation is based on the 

methodology of Life Cycle Assessment (LCA). 

An overview is given on the methodology 

behind LCA according to EN ISO 14040 [1] 

and EN ISO 14044 [2]. The LCA framework is 

set by the 4 core pillars “Goal and Scope 

definition”, “Life Cycle Inventory Analysis 

(LCI), “Life Cycle Impact Assessment (LCIA)” 

and the “Interpretation” (see Fig. 1).  

 

 

Fig. 1 Main steps of an LCA according to [2] 
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Furthermore a LCA includes, according to 

the ISO 14044 [2] the environmental aspects 

and potential impacts throughout the product’s 

life (i.e. cradle to grave) from raw materials 

extraction through production, use and disposal. 

Concerning the entire life cycle, optimization 

potentials, by shifting problems into another life 

cycle phase, can be detected and avoided. 

LCA) is a suitable tool for analyzing and 

assessing environmental impacts caused through 

production, use and disposal of products or 

product systems for specific applications. 

Depending on the goal and scope of a LCA 

study, LCA does not produce clear-cut 

straightforward assertions, but rather it gives 

diverse and complex results. It supports the 

process of decision-making by making complex 

issues transparent [1]. 

 

1.2 Life Cycle Assessment (LCA) software 

tools and databases 

The availability of an appropriate set of tools, 

practical and adopted to a day to day 

application, meeting the individual requirements 

is indispensable to strengthen and support the 

use, benefit and acceptance of LCA as well as 

LCI in the aviation industry. The goal is to 

empower the applicability and feasibility of 

LCA/LCI information in practice by addressing 

the specific questions to be answered within 

industry – simplified and focused in application, 

but without restriction in quality of data and 

results. As mentioned in the chapter before, the 

environmental evaluation is based on various 

data coming from various sectors and 

calculation procedures for the results (e.g. 

various LCIA methods), therefore the use of an 

appropriate database and tool to conduct a LCA 

is indispensable. There exist various databases 

and tools to conduct an LCA (e.g. GaBi, 

Simapro, etc.).  

To meet the variety in application of LCA-

/LCI-based information, an integrated tool was 

used – the so-called GaBi 4 software and 

databases [3]. The software system GaBi 4 was 

developed in close cooperation with experts 

from industry and also uses datasets provided by 

the European Commission on their platform 

(further information can be found on: [4]) 

1.3 The EU-Project NICETRIP 

The NICETRIP project specifically addresses 

the acquisition of new knowledge and 

technology validation concerning the tilt-rotor 

and is fully relevant to the strategic objective 

1.3.2.1: “Integration of technologies towards the 

future tilt-rotor aircraft”, of the work programs 

of call 3 “Thematic Priority Aeronautics and 

Space”. The main project objectives are: 

 To validate the European civil tilt-rotor 

concept based on the ERICA architecture, 

 To validate critical technologies and 

systems through the development, 

integration and testing of components of a 

tilt-rotor aircraft on full-scale dedicated 

rigs, 

 To acquire new knowledge on tilt-rotor 

through the development and testing of 

several wind tunnel models, including a 

large-scale full-span powered model, 

 To investigate and evaluate the 

introduction of tilt-rotors in the European 

Air Traffic Management System, 

 To assess the sustainability of the tilt-rotor 

product with respect to environmental 

issues and to define the path towards a 

future tilt-rotor flying demonstrator. 

 

Especially the assessment of the 

sustainability of the tilt-rotor system focusing 

on the environmental performance is 

considering future perspectives and develops 

recommendations, strategies and plans for 

future work on the way to a flying prototype. 

Achieving these objectives is the projects 

driving goal. 

The aims of the overall sustainability task are 

to provide a holistic picture and a reasonable 

environmental evaluation of the rotorcraft 

system that includes total life cycle 

considerations. The tilt-rotor concept and the 

production phase of the rotorcraft system will be 

analyzed and environmental key parameters 

identified. A sustainability assessment will be 

done, based on the environmental key 
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parameters, e.g. emissions or energy 

consumption, to identify the environmental 

processes of relevance (“hot spots”) over the life 

cycle of the considered rotorcraft system. 

2 Systematic Analysis of the air transport 

system, identification of optimization 

potentials 

As explained in chapter 1, the life cycle 

contains the 3 phases production, use and end-

of-life of the air transport system, in this case 

the tilt-rotor system given by the EU project 

NICETRIP. This paper focuses on the 

production phase and excludes therefore the use 

and end-of-life phase, as it first will serve as an 

overview on the general methodology to 

quantify environmental impacts in the aviation 

sector (see Fig. 3). Further papers are planned to 

get a holistic LCA picture for the tilt-rotor 

system by including all life cycle phases. 

2.1 Definition of the air transport system 

Within this section, the production of the tilt-

rotor system, including the raw material process 

chain, is given by highlighting the data 

collection and modeling steps resulting in the 

overall impacts related to the production of the 

tilt-rotor system. It also deals with assumptions 

made, as for some components only limited 

information was available. 

To assess the environmental impacts of the 

production of the NICETRIP aircraft, all 

information on production processes was 

modelled. In a first step, data on materials, 

processes and technologies was gathered from 

companies participating in the EU-funded 

project. The information from those 

questionnaires was used to create a model in the 

GaBi LCA software. Based on this model, the 

environmental impacts of the production of the 

NICETRIP tilt-rotor were evaluated. 

The preliminary design of the vertical take-

off and landing aircraft is similar to Fig. 2. 

 

Fig. 2 Preliminary design of the tilt-rotor aircraft [5] 

 

The specifications and aircraft characteristic 

used for the design are summarized in Table 1. 

The design empty gross weight is given by 7070 

kg [5]. The design values of the tilt-rotor aircraft 

are separated into the STOL (Short Take-off or 

Landing Aircraft) and VTOL performance 

values (Vertical Take-off or Landing Aircraft) 

(see Table 1). 

Table 1: Main design characteristics of the tilt-rotor 

aircraft [5] 

Range 1200 km 

Cruise altitude 7500 m 

Empty gross weight 7070 kg 

Gross weight-VTOL 10870 kg 

Alternate gross weight STOL 11570 kg 

Payload-VTOL 19 passengers with luggage 

Payload-STOL 22 passengers with luggage 

Cruise speed-VTOL mission 300 knots (around 556km/h) 

Cruise speed-STOL mission 330 knots (around 610km/h) 

Operative range-VTOL 650 Nautical Miles (NM) 

Operative range-STOL 820 Nautical Miles (NM) 
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Due to the complexity of the tilt-rotor system 

the production was characterized into 3 main 

modules:  

 Airframe, 

 Powerplant and  

 Auxiliary System. 

 

The single components are modeled as 

detailed as possible, taking into account the 

manufacturing processes used to produce the 

respective part of the tilt-rotor aircraft. 

The functional unit used for the study was 

the production of the tilt-rotor aircraft with the 

empty gross weight of 7337kg, which differs 

from the given weight of 7070kg in Table 2, as 

during the NICETRIP project, various parts 

were updated and recalculated. 

2.2 Life Cycle Inventory of the tilt rotor 

system 

The relative weight breakdown of the 

individual modules and sub-modules based on 

the whole tilt-rotor aircraft is shown in Table 2. 

The airframe accounts for a share of 37% to 

the total weight of a tilt-rotor aircraft as well as 

the powerplant of 40% and the auxiliary 

systems of 24%. 

It can be seen that the major sub-modules of 

the module 1 “Airframe”, considering the 

weight of the sub-modules, are the fuselage and 

the wing structure. The main sub-modules 

within the module 2 “Powerplant” module are 

the drive system and the engines, followed by 

the rotor hubs. Roughly spoken an almost equal 

distribution is given for the sub-modules of the 

module 3 “Auxiliary Systems”. 

The data on weight, materials and processes 

for 1497 kg of the tilt-rotor aircraft, which 

means for 20% of the tilt-rotor aircraft, was 

given by the companies. The data on weight and 

materials for 2930 kg (40%) was also collected 

by the companies. For the remaining 40%, 

which is 2910 kg, only the data on weight was 

given. Finishing of the aircraft was not 

regarded, as no information on the composition 

was available. 

 

Table 2: Data collection of the tilt-rotor aircraft 

Module Sub-module 
Weight 

[kg] 
Data availability 

1. 

Airframe 

1.1 Fuselage 1150 
Data on weight and 

materials 

1.2 Wing 717 
Data on weight, 

materials & processes 

1.3 Tail plane surfaces 200 
Data on weight and 

materials 

1.4 Nacelles 320 
Data on weight and 

materials 

1.5 Landing gear 300 Data on weight 

2. 

Power-

plant 

2.1 Rotor hubs 780 
Data on weight, 

materials & processes 

2.2 Rotor blades 360 
Data on weight and 

materials 

2.3 Rotating controls 200 
Data on weight and 

materials 

2.4 Drive system 700 
Data on weight and 

materials 

2.5 Engines 700 Data on weight 

2.6 Fuel system 120 Data on weight 

2.7 APU 60 Data on weight 

3. 

Auxiliary 

Systems 

3.1 Flight control system 200 Data on weight 

3.2 Hydraulic system 300 Data on weight 

3.3 Electrical system 400 Data on weight 

3.4 Avionics 200 Data on weight 

3.5 Furnishing & equipment. 450 Data on weight 

3.6 Seats 180 Data on weight 

Sum - 7337 - 

 
 

2.3 Life Cycle modeling of the tilt rotor 

system 

Fig. 4 gives an overview of the modeled tilt-

rotor system. It contains three plans of the 

production of module 1 “Airframe”, module 2 

“Powerplant” and module 3 “Auxiliary 

System”. The individual modules are here 

connected with the final product “Tilt-Rotor 

System”. Such a connection is called “flow” and 

can be a material flow as well as an energy 

flow. These flows combine the individual 

processes, which can be constituted of many 

processing steps. The main material and energy 

flows related to the production phase of the tilt-

rotor aircraft as well as the assumptions, which 

are made for the modeling in GaBi 4, are 

determined and listed in the following sub 

chapters. 
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1_NICETRIP TILT-ROTOR PRODUCTION p
GaBi 4 process plan: Mass [kg]

The names of the basic processes are shown.

Airframe

Power Plant

Auxiliary System

XTilt-Rotor SystempAirframe

pPowerplant

Auxiliary System

 

Fig. 4 Modeling of the production phase of a tilt-rotor 

aircraft in GaBi 4 

2.4 Life Cycle Impact Assessment (LCIA) 

of the tilt rotor system 

The following impact categories were 

analyzed:  

 Primary Energy Consumption (PE), 

 Global Warming Potential (GWP),  

 Acidification Potential (AP),  

 Eutrophication Potential (EP),  

 Photochemical Ozone Creation Potential 

(POCP). 

The relative share of the three modules of the 

production (namely airframe, powerplant and 

auxiliary system) to the impact categories as 

well as the PE demand caused by the production 

of the whole tilt-rotor aircraft are illustrated in 

Fig. 5. 

The overall PE demand of the tilt-rotor 

aircraft production is 3,27E+6 MJ. The main 

part is related to the production of the airframe 

(55%), which is mainly made of CFRP and 

aluminum. The production of the powerplant 

accounts for a significant share of 28% to the 

PE demand. The production of the auxiliary 

system contributes with a share of 17%. 

The GWP from the production of the tilt-

rotor aircraft is 1,97E+05 kg CO2-Equivalent. It 

follows mainly the PE consumption since this 

impact category is mainly determined by the 

CO2 emissions due to fossil fuel combustion. 

Therefore the biggest part of the CO2 emissions 

is caused by the production of the airframe 

(55%), which is mainly made of aluminum and 

CFRP. The contributions of the remaining parts 

to the GWP are 29% from the powerplant and 

16% from the auxiliary system. 

The production of the tilt-rotor aircraft 

contributes 609 kg SO2-Equivalent to AP. The 

AP is primarily caused by sulphur dioxide 

emissions; the rest of the acidification potential 

is almost completely coming from nitrogen 

oxide emissions. About 47% of the AP is caused 

by producing the powerplant. 
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The main share of the AP within the 

powerplant is coming from the drive system and 

engine, which is mainly made of titanium, 

aluminum, but also tantalum. 39% of emissions 

are caused by manufacturing the airframe and 

most of them are related to the production of the 

fuselage and the wing. The remaining about 

16% of AP is related to the production of the 

auxiliary system. 

The EP from the production of the tilt-rotor 

aircraft sums up to 110 kg PO4
3-

 -Equivalents. 

Most of the EP originates from the emission of 

nitrogen oxides. Thus 69% are related to the 

fabrication of the powerplant and more than half 

of the EP from the powerplant is due to the 

production of the drive system, which is mainly 

made of stainless steel. The production of the 

airframe accounts for a share of 22% to the EP. 

Producing the auxiliary system contributes with 

a share of 9% to the AP.  

The POCP from the production of the tilt-

rotor aircraft accounts for 43,7 kg C2H2-

Equivalent in total. It is primarily caused by 

manufacturing the airframe (49%) and almost 

half of the emissions are related to the 

production of the fuselage. The production of 

the powerplant accounts for a share of 38%, 

14% are caused by producing the auxiliary 

system. 

 

The results will show, how a detailed 

analysis of a system, in this case the tilt-rotor 

system, analyzed from an environmental point 

of view, could quantify the hot-spots of a 

system and recommendations could be given for 

optimization potentials. Further, more in depth 

results could be extracted, but this would 

overdraw the paper. 

3 Conclusion 

The paper dealt with the production and 

modeling of the NICETRIP tilt-rotor aircraft. 

The modeling of the tilt-rotor system was 

carried out by using the software GaBi 4. The 

data for the modeling was collected from the 

participating companies of the NICETRIP 

project. For some components (around 20% of 

the total weight), the data on weight, materials 

and processing technologies were available. For 

other components (around 40%), data on weight 

and materials were available. For the remaining 

components (about 40%), only limited data was 

available. Therefore, the assumption on 

materials or processes for these components was 

carried out based on a literature research. 

Due to the flexible and modular setup of the 

tilt-rotor system in GaBi, it first offers the 

opportunity to analyze the specific components 

and modules of a tilt-rotor aircraft. Secondly, 

several parameters and modules within the tilt-

rotor aircraft can be exchanged, for example by 

replacing individual components with different 

materials on weight or processing technologies 

to calculate scenarios or design alternatives. 

The tilt-rotor aircraft in this study was mainly 

made of aluminum (about 30%), CFRP (about 

21%), stainless steel (about 17%), titanium 

(about 8%) and other materials (about 24%, 

Copper, Rubber etc.). Standard processing 

technologies for the materials were used, for 

example casting, die-casting, machining and 

prepreg-autoclave molding. Since the data on 

the specific processing technologies of the 

materials in the aviation sector were not 

available, profound estimations were used and 

to some extent, standard processes from other 

industry sectors in the GaBi database were used.  

 

LCA captures environmental impacts across 

the entire life cycle, and thus is the ideal 

approach to have a quantified and sound basis to 

calculate environmental costs and implement 

effective solutions on a future path to a 

sustainable and green aviation transport system. 
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Abstract  
Piezoelectric elements are energy transducers. 
For their capability to convert mechanical 
energy into electrical energy, they can be 
attached on a vibrating structure and used both 
for active and passive vibration control. Instead 
of damping the vibration down by closing the 
electrodes of the piezoelectric element on a 
resistive load, a circuit capable to accumulate 
the electrical energy produced can be created. 

The activities illustrated in the present paper 
have a double nature, theoretical and 
experimental, showing the results obtained with 
an energy harvesting system which captures 
energy from the vibrations of a cantilever beam 
with PZT patches attached in appropriate 
positions. From the theoretical point of view, 
mathematical models have been developed to 
study the energy harvesting system for both the 
piezoelectric element and the hosting structures. 

From the experimental point of view, an 
extensive campaign has been conducted in 
order to validate the theoretical models 
developed in the frame of the work. 

 

1 Introduction  
Energy harvesting is the process of acquiring 

ambient energy from the operational 
environment and to convert it into electrical 
energy; this energy can be used to charge 
storage devices by means of a proper electrical 
circuit.[1] 

The energy accumulated could then be used 
to provide energy to electrical equipments 
connected with the storage device or for other 
purposes. A typical destination for such an 
energy is to power low and ultra-low power 
electronics such as MEMS devices. There are 
many advantages in the employment of this 
technology: first of all the possibility to recover 
energy preexisting in the surrounding of the 
system and to solve the problem of continuously 
powering electronics in situations where battery 
substitution is not feasible or, at least, extremely 
complicated. Furthermore, an energy harvesting 
system could eventually be an endless source of 
power.  

The conversion of ambient energy can be 
realized using different kind of transducers, 
depending on the type of energy sources; within 
the range of possible opportunities, energy 
harvesting from structural vibrations can be 

Experiences of energy harvesting using piezoelectric 
components 
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successfully accomplished through piezoelectric 
elements, that can be clearly identified as the 
major method of power harvesting in such a 
situation.  

Many researchers concentrated on 
piezoelectric power harvesting technology. 
Umeda et al.[2] showed and quantified the 
capacity of power generation from the impact of 
a steel ball on a piezoelectric element. Elvin et 
al. [3] verified the ability of accumulating the 
electrical power produced by the energy 
harvesting system in order to power a telemetry 
circuit. Ottman et al. [4] created an adaptive 
piezoelectric energy harvesting circuit capable 
of extracting the maximum amount of power 
from the piezoelectric component to charge a 
battery. Because of the large amount of power 
required to the adaptive circuit respect to that 
generated by the piezoelectric component, this 
type of energy harvesting circuit can be 
successfully used for values of open circuit 
voltage grater than 25V; for values of open 
circuit voltage lower than 25V, a direct charge 
circuit has to be implemented. Sodano et al. [5] 
made several energy harvesting experiments 
using a piezoelectric plate excited by a 
mechanical exciter at resonant and random 
frequencies; using a direct charge energy 
harvesting system, they reached electrical 
powers of order of magnitude of milliwatts, and 
charged low capacity batteries in some hours, 
depending on the capacity of the battery and on 
the exciting frequency. Lesieutre et al. [6] 
demonstrated that a piezoelectric energy 
harvesting system has the advantage to naturally 
produce damping. Finally, recent studies have 
also been conducted [7],[8],[9],[10] to improve 
piezoelectric energy harvesting systems. 

On the base of the previous literature, the aim 
of the present study is to provide some 
analytical models and several experiences of 
power generation from the vibrations of an 
aluminum cantilever beam with attached 
piezoelectric patches. The generated energy is 
accumulated on a rechargeable battery and the 
flow of power from the PZT component to the 
storage device is regulated by the characteristics 
of the energy harvesting circuit. After having 
shown the evidence of the physical phenomenon 

of PZT power harvesting and the effectiveness 
of the mathematical models presented, some 
parametrical analyses are provided in order to 
choose the optimal characteristics of each 
energy harvesting component. All the design 
choices and the correspondences between the 
theoretical analysis and the experimental results 
are reported. 

2 Experimental Setup  
The experimental setup is made up of three 

different configurations of cantilever beam, 
(being L, b and t the length, width and thickness 
respectively) with two piezoelectric Quickpack© 
(QP10N) (Fig.1) patches attached symmetrically 
on both sides of the beam, close to the clamped 
edge, as shown in Fig.2. An A/C voltage is 
generated when the piezoelectric vibrates 
perpendicular to its middle plane. One of the 
piezoelectric patch is utilized as a sensor to 
monitor the structural response of the cantilever 
beam, while the other one is connected to the 
energy harvesting circuit. The piezoelectric 
QP10N characteristics, as well as geometric and 
mechanical properties of the three beam 
configurations, are shown in the table 1 and 
figures 1 and 2. 

 

 
Fig. 1 – Piezo QP10N 

 
Fig. 2 – Structural configuration, with piezo patches 

bonded close to clamped edge 

Each cantilever beam is excited at its tip by a 
mechanical exciter, Vibration Exciter – Type 
4809, driven at the desired amplitude and 
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frequency by the signal generated by the 
workstation, Scada LMS III, and produced by a 
FFT Analyzer; To drive the exciter, the voltage 
of the signal produced by the FFT Analyzer 
needs to be properly amplified. To this end, a 
power amplifier is used. The experimental setup 
is shown in figure 3. The signal produced to 
drive the exciter is sent as feedback to the 
analyzer in order to perform the Fourier analysis 
together with the signal coming from the 
piezoelectric acting as sensor. 

 
 PZT QP10N BEAM1 BEAM2 BEAM 3 

L [mm] 50,8 303 160 100 

b [mm] 25,4 25,4 25,4 25,4 

t [mm] 0,381 2 2 1.1 

ρ [kg/m
3
] 5670 2637 2637 1644 

E11 [GPa] 18,95 59,7 59,7 250 

C [μF] 0,06    

e31 [C/m
2
] 12,73    

Table 1 – Beam and Piezo geometric characteristics  

 
Fig. 3 – Experimental Setup 

3 The model of the piezoelectric energy 
harvesting system 

Ideally, a piezoelectric energy harvesting 
system can be divided into three subsystems:  

 The piezoelectric generator 
 The energy harvesting circuit 
 The storage device. 

 
Fig. 4 - Electric schematization of the energy 

harvesting processing 

In this section mathematical models are 
developed in order to provide an analytical 
description of each subsystem. 

3.1 The piezoelectric generator 
The characteristic of a piezoelectric element 

is to generate an electric current if a mechanical 
stress is applied on it. Let ε1 be the strain in the 
x1 direction produced by the action of a bender 
force applied in the x3 direction; if no electric 
voltage is applied on PZT electrodes, the 
electric displacement D acting in the x3 direction 
can be written as: 

1313 eD   
being e31 the piezoelectric electromechanical 

coupling coefficient. 

 
Fig. 5 - Illustration of the structural setup, and 

piezoelectric direction of polarization 

 
Denoting with A the piezoelectric area, the 

charge produced by the piezoelectric element is: 
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where w is the displacement in the x3 direction, 
b is the width and tb is the thickness of the 
beam. 

In the illustrated configuration (piezo patches 
attached to the top surface of a beam) the 
generation of an electric charge Q is due to the 
fact that the bending of the beam generates a 
field of strain (and stress) in the piezo patches 
that induce, due to direct piezoelectric effect, a 
charge generation that can be collected on the 
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electrodes, placed at the top and bottom of the 
piezo patches. 

Since the piezoelectric patch is attached to a 
cantilever beam, let us consider all the system 
(beam and piezo) as a vibrating cantilever beam 
where vibrations are produced by a sinusoidal 
force applied at the tip of beam. The equation of 
the cantilever beam is: 

    0,,
4

4

2

2










x
txwIE

t
txwA bb  

with the following boundary condition: 
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ρ being the mass per unit volume and A the area 
of the section of the beam. 

The thickness of the piezoelectric element is 
one order of magnitude smaller than that of the 
beam so, in the expression of Q, the thickness tb 
has been considered as negligible. The 
distribution of the ε along the piezo has been 
assumed as uniform. 

The dynamics of the beam can be then 
expressed with a modal approach. The modal 
shapes can then be obtained as usual in terms of 
displacements and from them the curvature 
shape modes are easily obtained. The curvature 
modes are direct expression of the strain (and 
stress) at the top of the beam, where the 
piezoelectric harvester is placed. 

Once the dynamics of the beam is solved in 
terms of modal responses and the displacements 
response w(x,t) is reconstructed, the 
displacement w can be introduced in the 
expression of Q. The dynamics of a beam with 
attached piezo is described in ref. [11] where 
piezos are considered as actuators. 

3.2 The piezoelectric energy harvesting 
circuit 

Recent studies demonstrated the possibility 
of implementing an adaptive energy harvesting 
circuit: it has been demonstrated [4] that it is 
extremely advantageous to have a complex 

circuit capable of measuring the instantaneous 
value of the current produced by the 
piezoelectric element, and to drive the choice of 
using either the direct charge circuit or the 
adaptive one. In particular, an increment in the 
current produced of order of 4 times has been 
observed. Unfortunately, the electric 
components needed to perform this kind of 
adaptive circuit require a level of open circuit 
voltage (i.e. the voltage measured between the 
electrodes of the piezoelectric generator without 
any kind of additional electric components) of 
25V, which is extremely high if compared with 
the ones that a piezoelectric element, integrated 
in structures acting in typical working 
environment, can generate. This value, 
furthermore, reveals to be at least one order of 
magnitude higher than those found both in 
literature, and in the present work, whose values 
are extremely similar  

Since the piezoelectric open circuit voltage 
value is lower than 25V, according with the 
results obtained by Lesieutre et al. [4], a direct 
charge piezoelectric energy harvesting circuit 
has been implemented.  

This circuit is made up of an AC-DC voltage 
rectifier, a capacitor and a storage device. 

 

 
Fig. 6 Electric schematization of the energy harvesting 

circuit 

Firstly, a way to create an electrical model of 
the piezoelectric generator has to be found. 
Lesieutre et al. [4] showed that a piezoelectric 
generator can be seen as an ac current generator 
in parallel with a capacitor. The piezoelectric 
element has thus an internal capacitive 
impedance. In the figure 7 a model of the 
electric circuit made up of the piezoelectric 
component and the resistive load is illustrated. 
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Fig. 7 - Circuital model of piezoelectric element 

Considering the impedances of both the 
piezoelectric element and the load, the 
relationship between the impedances that 
provides the maximum power flow can be easily 
obtained from the model illustrated in fig. 8: 

 
Fig. 8 - Circuital representation of piezoelectric 

element 

The output voltage can be expressed as: 

pI
ZZ
ZZV 




21
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0  

In the expression the subscript 1 is used for 
the piezoelectric while the subscript 2 is used 
for the load. The piezoelectric impedance can be 
expressed as follows: 

pp
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So, the amplitude of the voltage is then: 

 20
1 RC

RIV
p

p


  

The maximum flow of power is reached 
when the two impedances are matched, thus 
corresponding to consider an output voltage of 
one half of the value of the piezoelectric voltage 
Z1 = Z2. 

As it has been explained, the battery has to 
be charged with a DC current so an AC-DC 
rectifier has to be used for the purpose.  A 
mathematical representation of the circuit is 
illustrated in fig. 9: 

 
Fig. 9 - Circuital representation of energy harvesting 

circuit 

Let us indicate with u the time necessary to 
the piezoelectric voltage to reach from zero the 
value Vrect . The value of the output current is 
then: 
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If the capacity of the rectificator is 
significantly larger than the piezoelectric 
capacity, we can assume that the output current 
is equal to the current generated by the 
piezoelectric element, in fact we have: 

   titiCC pprect  0  

4 Experimental validation of the model 
In the previous paragraphs, we introduced 

several simple mathematical models to be used 
to predict the results expected from 
experiments. These models are derived 
analyzing the behavior of the piezoelectric, the 
equation of dynamic of a cantilever beam, and 
equation of electric circuit. To verify the 
reliability of the provided models, some basic 
experiments have been performed.  

In the first experiment, the electrical model 
of the piezoelectric element, shown in figure 7, 
was considered.  

The experimental setup used the cantilever 
beam described as the third configuration in 
table 1. The geometrical and electrical 
characteristics are shown in the figure 10. The 
beam is loaded at its extremity by a sinusoidal 
force with a frequency of 50 Hz, using the 
experimental setup shown in the previous pages. 
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Fig. 10 – Third experimental structural configuration 

The electrodes of the piezoelectric 
component have been closed on a resistance of 
varying magnitude and the value of the output 
voltage has been measured. In Fig. 11, the 
theoretical and experimental values of the 
output voltage for different magnitudes of the 
resistance, have been reported. The 
experimental values are represented by the dots 
while the theoretical values are represented by 
the continuous line. 

A good correspondence between the 
experimental and theoretical values of the 
output voltage is observed. 

In the second experiment the optimal 
condition of the load impedance has been 
verified. As it has been discussed before, this 
condition is reached when the impedance of the 
load matches the impedance of the piezoelectric. 
Using the same experimental setup of the 
previous experiment, the experimental value of 
the output power has been measured varying the 

magnitude of the resistance, from 5 KΩ to 
33MΩ, as shown in the Fig. 12. 

We can notice in the figure that as the power 
has a peak value of about 2MΩ for a 
piezoelectric current of 216μA, which 
corresponds to 2.45 µW of power. Another 
important aspect to notice is that, for high 
values of the magnitude of the resistance, the 
output power tends asymptotically to a fixed 
value, in accordance with theoretical results. 

In the third experiment the dependence 
between the piezoelectric current and the 
frequency of the sinusoidal force has been 
shown.  

The third configuration of the cantilever 
beam has been excited with sinusoidal forces for 
value of the frequency. The intensity of the 
current generated by the piezoelectric element 
has been measured with a digital multimeter. As 
it can be seen from Fig. 13, the intensity of the 
current increases of an order of magnitude in 
proximity of the resonant frequency equal to 50 
Hz for the beam under concern. 

5 Optimal placement of the piezoelectric 
harvester 

In order to maximize the power output from 
structural vibrations of mechanical devices by 
means of piezoelectric patches attached to the 
structures, one has to establish the optimal 
placement of piezo device.  
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Fig. 11 – Comparison of relationship between V0 and R and the experimental data 
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Fig. 12 - Experimental value of power produced by piezoelectric as a function of the load resistance, represented by 

the circuit in fig. 7 
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Fig. 13 - Experimental value of current produced by piezoelectric as a function of the exciting frequency 
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In most cases the structural vibrations are 
generated by mechanical components subjected 
to random loading force that mostly excite the 
first mode of vibration. The shape of the first 
vibration mode, especially the strain mode of 
the system, needs to be considered. It can be 
shown that in the case of a cantilever beam the 
maximum value of the power output can be 
reached with the piezoelectric element attached 
near the clamped edge of the beam and with the 
same piezoelectric covering the most of part of 
the beam. This happens because in this way the 
piezoelectric element undergoes the maximum 
deformation of the cantilever (expressed as the 
modal curvature of the first mode of a cantilever  

 
Fig. 14 - Cantilever beam — optimal PZT patch to 

excite mode 1. 
in fig.14) and so is able to absorb the greatest 
value of the elastic deformation energy stored in 
the beam [11]. 

Some parametrical analyses for the three 
configurations of the cantilever beams have 
been conducted with piezos covering only part 
of the available surface. The cantilever beams 
have been excited at the trailing edge with a 
sinusoidal force at the first resonant frequency 
and the magnitude of the intensity of the current 
generated by the piezoelectric component has 
been measured. In table 2 the results obtained 
are shown. The ratio between the piezoelectric 
area and beam area has been indicated with 
Ap/Ab.  

From the obtained results it can be stated that 
the maximum value of the current occurs for the 
piezoelectric element being attached next to the 

clamped edge and increasing the Ap/Ab ratio, 
the magnitude of the intensity of the current 
generated by the piezoelectric element also 
increases, as expected. 

 Ap/Ab f1(Hz) Ip(μA)
Configuration 1 0,17 13 75 
Configuration 2 0,32 37 270 
Configuration 3 0,51 50 515 
Table 2 – Ratio of piezoelectric patches coverage 

 
The fifth experiment has been conducted to 

confirm that, as previously stated, the maximum 
value of the output power occurs when the 
rectifier voltage is equal to: 

p

p
rect C

I
V

2
  

The experiment has been conducted varying 
the magnitude of the load resistance, 
considering the configuration of the cantilever 
beam excited at the free edge with a sinusoidal 
force with a frequency of 50 Hz. The Fig. 15 
shows the experimental values of the output 
power obtained varying the magnitude of the 
resistance. 

According to the theoretical value, the 
maximum of the power output is obtained for a 
load resistance of about 11MΩ. 

Finally, an energy harvesting system with a 
NiMH battery of a capacity of 120mAh and a 
voltage of 1,2V has been created. The 
experimental setup adopted was the same of the 
previous experiments: the third configuration of 
the cantilever beam excited with a sinusoidal 
force close to the first natural frequency. The 
output voltage has been measured at regular 
time intervals, and the figure 16 shows the 
voltage measured during the charging of the 
battery  

The charging process lasted about 15 hours, 
even if the voltage across the voltage across the 
electrodes reached the operational value of 1.2 
Volts after only approximately one hour. 
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Fig. 15 - Experimental value of power dissipated in a resistive load, in the circuit of fig.9, as a function of the load 

resistance 

 
 

 
Fig. 16 – NiMH battery charging curve 
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6 Conclusion 
In this work, a NiMH battery has been 

charged by means of piezoelectric element 
bonded on a vibrating structures. Piezoelectric 
materials are capable to convert the hosting 
structures mechanical vibration into electrical 
energy, conveyed into the storage device 
through an electric circuit. This allow to gather 
electrical energy from a vibrating environment 
in an almost endless way (at least until the 
vibration is present), using this energy for 
powering several devices with a duty cycle 
compatible with the energy collected. 

A criteria for the optimal placement of 
patched piezoelectric element used as energy 
harvester has been also illustrated 

Future developments of the presented 
activities will see investigation on the use of 
different kinds of storage devices, such as 
rechargeable battery of different technology, 
e.g. Li-ion, or other devices, such as Electric 
Double Layer Capacitor (EDLC), commonly 
known as supercapacitor. 
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Abstract  

The transformation of the energy supply from 

fossil to renewable energy is the single most im-

portant challenge for the aviation industry’s 

long-term future.  

The substitution of fossil kerosene by suitable, 

sustainable and scalable alternative energy car-

riers is a key requirement for which strategies 

in three categories, i.e. the drop-in fuel, non-

drop-in fuel and fully electric energy path, are 

presented. For long-term renewable energy 

perspectives, drop-in fuels from solar thermal 

reactors, the use of renewable hydrogen for ei-

ther synthetic paraffinic kerosene or fuel cells, 

and the material advancements in electric ener-

gy storage promise substantial innovation po-

tential. Based on fundamental principles for fu-

ture energy technology assessment it is shown 

that the fully electric aircraft may be closer to 

realization that generally assumed. 

1 Introduction 

The future of aviation will be shaped by a 

growing mobility demand, limited fossil energy 

resources and by the need for climate protec-

tion. Today, individual transportation in general 

and aviation in particular are sectors that are 

most dependent on fossil fuels which are ideal 

energy carriers due to their high energy density 

and convenient handling and storage properties. 

The most significant challenge for the future of 

aviation is therefore the substitution of fossil fu-

els or the aircraft power system to implement 

entirely renewable carbon-neutral energy carri-

ers and power systems in aviation. Selected al-

ternative fuels are summarised in Table 1. 

 

Table 1 Main benefits and limitations of alternative 

fuels for aviation. The color code indicates a qualita-

tive aptitude of a fuel option in a 2050 time frame. 
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Drop-in fuels    

  CTL, GTL     

  BTL    

  HEFA    

  STL    

Non-drop-in fuels 
   

  LNG    

  LH2    

  Alcohols    

CTL/GTL/BTL: coal/gas/biomass-to-liquid; HEFA: hy-

droprocessed esthers and fatty acids; STL: sunlight-to-

liquid; LNG: liquid natural gas; LH2: liquid hydrogen; 
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Suitability, sustainability and scalability 

serve as major criteria in order to evaluate dif-

ferent alternative fuels. A low suitability score 

indicates that a re-design of the aircraft fuel sys-

tem and changes in the infrastructure are neces-

sary for implementation. The scalability crite-

rion addresses the technical feedstock potential, 

the processing potential and challenges in high 

volume logistics. 

Examples of three alternative energy strate-

gies are shown in Fig. 1, (1) the drop-in-capable 

solar fuel option, using novel solar chemical re-

actors as discussed below or the well-known 

photosynthesis path, both of which present a re-

newable energy perspective with the advantage 

of no changes to infrastructure or aircraft fuel 

systems, (2) the non-drop-in solar fuel option 

which opens the perspective of highly efficient 

fuel cell power systems and electric propulsion 

in aviation, and (3) the all-electric option using 

solar, wind and other renewable power, the lat-

ter two require a complete re-design of the air-

craft but offer the ultimate flexibility in the 

choice of primary energy. Figure 2 shows the 

energy and exergy densities of various energy 

carriers and the large “gap” between hydrocar-

bon fuels and batteries. For a fair comparison, 

the net exergy, i.e. the net useful work, and the 

physical potential have to be assessed (see also 

Section 4.1). This reduces the gap of 56 to a fac-

tor of approximately 8 and greatly enhances the 

feasibility of fully electric aviation. 

 

In this paper the feasibility of strategies rang-

ing from solar drop-in fuels to step-change de-

sign of the all-electrically powered aircraft are 

discussed. 

 

 

Fig. 2 Specific exergy vs. exergy density (+) as well 

as specific energy and energy density (o) of selected 

energy carriers. 

2  Drop-in Fuels 

The use of drop-in fuels which have equal 

characteristics as conventional kerosene requires 

in general no adaptation of the fuel distribution 

infrastructure, on-board fuel systems or com-

bustion engines. One way to reduce the carbon 

footprint of aviation is to introduce sustainable, 

carbon-neutral drop-in fuels that can be used to 

substitute conventional kerosene in present mo-

tive power systems and could therefore 
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Fig. 1 Three paths for renewable energy perspectives in aviation. PV: photovoltaics; CSP: concentrated solar power. 
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represent an elegant way to fulfill the Interna-

tional Air Transport Associations (IATA) target 

of carbon-neutral growth starting in the year 

2020. Certified drop-in fuels based on different 

resources exist and enter long-term testing 

phases (Lufthansa, KLM). 

Different approaches exist for the produc-

tion of sustainable fuels based on synthetic gas 

(syngas), see Fig. 3, all of which satisfy the re-

quirement of suitability which is an important 

feature for quick implementation of renewable 

aviation fuel options. Gas-to-liquid (GTL) and 

coal-to-liquid (CTL) processes require fossil 

energy carriers that are gasified to produce syn-

gas, a mixture of hydrogen and carbon monox-

ide, which is converted to liquid hydrocarbons 

in the Fischer-Tropsch (FT) process, invented in 

Germany in the 1920s. The use of non-

sustainable coal and natural gas reduces finite 

reserves of energy carriers and adds significant-

ly to CO2 emissions [1]. 

2.1 Biofuels 

The biomass-to-liquid (BTL) and the hy-

droprocessed-ester-and-fatty-acids (HEFA) pro-

cesses convert biomass to liquid fuels by gasifi-

cation/FT and hydrogenation, respectively, and 

provide a potential sustainable path. Their capa-

bility to supply an appreciable amount of liquid 

fuels is a topic of scientific research and re-

mains to be quantified. The growing of biomass 

requires the allocation and tilling of farmland 

and therefore competes in general with the pro-

duction of food plants which has already lead 

once to rising corn prices in Mexico, for exam-

ple, and which might lead to a growing conflict 

of food versus fuel production. An analysis ad-

dressing land availability is published elsewhere 

[2]. 

A possible remedy for the problem of 

common farmland is the use of solar energy 

which is not confined to arable land but is, in 

varying concentrations, incident on every part of 

• Electrolysis • Photosynthesis

•Biomass

gasification/pyrolysis

+ Water gas shift

•Algae

• Photocatalysis

• One-step

•Direct Thermolysis

• Two-step

•Metal-oxide redox

reactions (CoFe, 

CeO2)

• Three-step

•Sulfur-iodine cycle, 

UT-3 cycle

H2O

CO

Syngas (H2/CO)

CO2

H2

Electrochemical Photochemical Thermochemical

Fig. 3 Three paths to solar syngas (hydrogen and carbon monoxide) production, a precursor for solar fuels. 
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the earth. Regions most interesting for the use of 

solar energy, due to their relatively high amount 

of accumulated irradiation, are found mainly in 

deserts near the equator where no replacement 

of food crops or settlements is to be expected. 

2.2 Solar Drop-in Fuels 

2.2.1 Paths to Solar Drop-in Fuels 

Solar fuels are produced from syngas which 

is derived electrochemically, photochemically 

or thermochemically, see Fig. 2, and converted 

via FT-synthesis to liquid hydrocarbons. 

In electrochemistry, hydrogen is produced 

via solar electrolysis, a well-known process, the 

efficiency of which is limited today to roughly 

15%
1
, partly due to the twofold energy conver-

sion. Photochemistry converts photoenergy into 

chemical energy via photosynthesis or photo-

catalysis. Gasification of biomass allows for the 

direct production of syngas, making use of the 

natural photosynthetical process which includes 

CO2 capture from the atmosphere. The conver-

sion efficiency of solar energy to chemical 

energy stored in the liquid fuel is limited to less 

than two percent
2
, mainly due to a rather low 

photosynthetical conversion efficiency. 

Concentrated solar energy incident on a so-

lar reactor can be used to drive thermochemical 

reverse combustion cycle. 

2.2.2 Thermochemical Solar Fuels 

In a two-step solar thermochemical cycle a 

metal oxide is first reduced at an elevated tem-

perature which causes an oxygen deficiency in 

the material. This chemical potential can be 

used in the second step at a lower temperature 

of about 1000 K to split water and carbon dio-

                                                 

 

 

 
1
 Electrolysis efficiency is assumed to be 70%, solar-to-

electrical energy efficiency 20%. The latter value could 

represent the limit for industrial scale multi-cristalline sil-

icon cells where further improvement is not precluded due 

to e.g. the use of mono-cristalline material or tandem 

cells. 
2
 Photosynthetical efficiency (not accounting for plant 

growth) is assumed to be 5% [6], gasification efficiency 

70% and FT-synthesis efficiency 50%. 

xide into syngas. Implementations of this cycle 

comprise the use of the redox-pairs ZnO/Zn, 

Fe3O4/FeO [3,4] or CeO2 (non-stoichiometric 

oxygen deficiency) [5]. The theoretical thermo-

dynamic potential of the latter cycle is 19% 

without considering heat recuperation [5]. Pro-

vided the technical challenges, e.g. scale-up or 

CO2 capture from air can be solved, the ceria 

cycle combines suitability, sustainability and 

scalability with a relatively high efficiency and 

is therefore a very promising way to produce 

liquid fuels from solar energy, carbon dioxide 

and water. The combustion of a solar fuel will 

produce water and CO2, thereby completing the 

material balance. 

The conversion efficiency of the thermo-

chemical path can be subdivided in absorption 

efficiency ηabsoprtion of the solar reactor and con-

version efficiency of heat to work ηheat-to-work. 

 

 
 (1) 

 

ηabsoprtion is the rate of useful heat absorbed 

divided by the incident solar power:  

 

 
 (2) 

 

wherein σ is the Stefan-Boltzmann constant, 

T the nominal reactor temperature, I the solar 

irradiation and C the concentration ratio. The 

maximum amount of work that can be gained 

from a heat engine working between a high (TH) 

and a low (TL) temperature is defined by the 

Carnot efficiency: 

 

 

 
 (3) 

 

In Fig. 4 the solar-to-chemical energy con-

version efficiency is shown for different con-

centration ratios of the optical system and in 

comparison to the ideal Carnot efficiency. For 

increasing concentration ratios the attainable 

system efficiency rises, showing peak values at 

an optimum temperature that shifts towards 

higher values as the concentration ratio increas-

es. This is due to adverse effects of heat radia-
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tion losses off the reactor and increased effi-

ciency of heat conversion. 

The overall level of efficiency that can be 

reached in principle with thermochemical con-

version is relatively high and well above 50% 

for concentration ratios of 1000 or more. 

Recently, a lab-scale experiment has suc-

cessfully proven the concept of solar thermo-

chemical syngas production [5], whereas the 

conversion of syngas to liquid hydrocarbons is a 

well established process. While still in devel-

opment and therefore showing low efficiency 

today, its potential makes this process highly in-

teresting for a mid-term alternative fuel option. 

 

 

Fig. 4 Efficiency of thermochemical energy conver-

sion for different solar concentration ratios [7,8]. 

3 Renewable Non-Drop-in Fuels 

3.1 Alternative Non-Drop-in Fuels 

As opposed to fossil or solar kerosene, non-

drop-in fuels are not compatible with today’s 

transportation fuel systems and therefore cannot 

be used without major adaptations in infrastruc-

ture including fuel production, distribution and 

storage, and motive power system of the air-

craft. Renewably produced hydrogen and car-

bon dioxide captured from air can be metha-

nized to produce methane that can be fed to mo-

tive power systems. Methane can be either 

stored at high pressure in its gaseous state or at 

low temperature in its liquid state. CO2 capture 

from air is being investigated and has been 

shown to work at lab-scale. It is, however, not 

yet ready to be used in an industrial scale. Alco-

hols are produced by fermentation of biomass 

(e.g. sugar cane, corn or cellulosic material) and 

require in large concentrations modifications of 

the engine and storage system, because sealings 

are negatively affected. As mentioned before, 

the growing of energy crops may lead to a con-

flict with food production. Electrical energy 

gained from renewable primary energy sources 

is also considered to be a sustainable non-drop-

in energy carrier which is stored in batteries. 

Benefits arise from the high overall efficiency 

of fully electric systems. However, the accom-

modation of batteries in an aircraft requires 

large redesign efforts. Hydrogen can in principle 

be produced from any renewable primary ener-

gy by electrolytical splitting of water, where so-

lar energy additionally offers the use of photo-

chemical and thermochemical paths. 

3.2 Solar Hydrogen 

A much discussed alternative to fossil kero-

sene is the implementation of hydrogen as a fuel 

for use in motive power systems such as air-

crafts. Hydrogen can either be burned with oxy-

gen from air within an internal combustion en-

gine (ICE, i.e. turbine, engine, etc.) to produce 

shaft power or electrochemically converted to 

electricity within a fuel cell to produce shaft 

power by the use of an electric motor. 

 

Several advantages promote the implementa-

tion of hydrogen as a fuel for aviation: given a 

sustainable production through by the use of re-

newable energy sources, the hydrogen cycle can 

be CO2-free since water is the only emission. 

On the other hand, the combustion of fossil fu-

els releases CO, CO2, SOx, NOx and soot, be-

sides others, some of which have adverse effects 

on human health. As no carbon is used in the 

cycle carbon dioxide capture is not required 

which could be a considerable simplification of 

the overall process. Hydrogen production and its 

utilisation in fuel cells is a quite mature tech-

nology that has been demonstrated in stationary 

and mobile applications from mobile computers 
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to small aeroplanes (e.g. Boeing, DLR, ENFI-

CAS). The foreseeable risk in its implementa-

tion is therefore rather low. 

Although having been demonstrated as a 

working technology, the use of hydrogen as an 

energy carrier in the transportation sector faces 

technological challenges that need to be over-

come for its widespread implementation. Pri-

marily, storage of hydrogen still seems to 

present an issue regarding its use in mobile sys-

tems. In airplanes, a high volumetric energy 

density is needed to reduce the impact of fuel 

volume on the whole system. Hydrogen has its 

highest volumetric energy density in its liquid 

state at 10.1 MJ/l which is about one third of the 

kerosene value of about 33 MJ/l. The reduced 

energy density in connection with the given size 

of fuel storage tanks causes a reduction in mis-

sion length. A major safety issue may be a lea-

kage of the hydrogen tank and hence the forma-

tion of an explosive gas mixture. Hydrogen be-

ing a non-drop-in fuel requires adaptations of 

on-board fuel infrastructure and motive power 

systems of an aircraft which demands financial 

efforts as well as time for its implementation. 

Hydrogen replacing a considerable share of fos-

sil kerosene in aviation will therefore most cer-

tainly be a long-time perspective due to its im-

plied structural changes in the current transpor-

tation system. 

Paths to produce solar hydrogen are shown in 

Fig. 3 and are identical with the paths men-

tioned in Section 2 since hydrogen is a constitu-

ent of syngas. 

4 Electric Motive Power Systems 

The all-electric aircraft is the most radical 

approach in developing a new long-term energy 

perspective for aviation. Battery-based power 

systems provide in-flight zero-emission per-

formance and the ultimate flexibility in the 

choice of primary energy (solar, wind, hydro, 

etc.) and potentially minimises the environ-

mental footprint of aviation. Hybrid power sys-

tems that generate electricity by fuel cell or 

turbo-engine-generator systems may signifi-

cantly reduce harmful in-flight emissions as 

well. 

However, the feasibility of electric flying re-

quires a careful analysis of future electric tech-

nologies because of the obvious energy “gap” as 

shown in Fig. 2. 

4.1 Feasibility of Electric Flying 

The feasibility perspectives and scaling prop-

erties of fully or hybrid electric motive power 

systems are governed by scientific develop-

ments outside the field of aviation and the fol-

lowing three fundamental principles as proposed 

by Bauhaus Luftfahrt [9,10]: 

1. Exergy concept: the usefulness of an ener-

gy carrier for aviation is determined by its 

gravimetric and volumetric exergy density 

and not by its energy content 

2. Specific power and Ragone metrics: the 

usefulness of an energy carrier in combi-

nation with a power converter is deter-

mined by its combined power density and 

exergy density (Ragone metrics) 

3. Hybridisation degree of freedom: two or 

more energy storage and/or conversion 

devices that each are inadequate for elec-

tric flying may constitute an enabling 

power system when combined to a hybrid 

system. 

Exergy is the part of the energy that can be 

entirely transformed into useful work. The net 

exergy of combustion engines is fundamentally 

limited in contrast to fully electric power sys-

tems. As shown in Fig. 2 the exergy gap be-

tween kerosene and batteries is greatly reduces 

compared to the energy gap. The next principle 

indicates that the feasibility of electric flying is 

also determined by the specific power require-

ments for take-off and climb, and not just by the 

exergy density. The hybridisation degree of 

freedom enables feasible solutions for electric 

flying by combining e.g. high power batteries 

and a fuel cell system. 

 

At first, the system boundaries need to be de-

fined for a meaningful comparison of different 

motive power systems, based on thermal and 

non-thermal energy conversion. The green 

boxes shown in Fig. 5 describe a combined en-

rgy storage and conversion system that delivers 

electric energy. The red dashed boxes describe 
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energy conversion subsystems with fuel input 

and electric power output, i.e. energy conver-

sion devices such as fuel cells or turbo-engines. 

These devices are inherently characterised by 

specific power densities, whereas the combined 

systems are characterised by specific power and 

specific exergy densities as required for the fea-

sibility analysis by the second principle. The 

performance scaling of these subsystems is one 

key to proper power system design. 

 

 

Fig. 5 System boundaries for comparison of funda-

mentally different energy storage and power conver-

sion systems. (ICE: internal combustion engine; Gen.: 

el. generator; BoP: balance of plant) 

Figure 5 shows that the ICE and fuel cell sys-

tems allow for an independent scaling of power 

level and energy content. Batteries incorporate 

both characteristics in one device. Hence either 

characteristic defines the necessary battery size. 

The system complexity increases with the num-

ber of components and may have negative im-

pact on maintenance and overhaul. As shown in 

Fig. 5 and discussed in Section 4.3, the useful-

ness of the battery concept strongly depends on 

advances in material science and development. 

 

The feasibility assessment of electric flying 

therefore requires an exergy and power metric 

that puts all energy carriers into a proper per-

spective with respect to conventional aircraft 

fuel, i.e. kerosene. Different motive power sys-

tems can be easily characterised and compared 

within the Ragone diagram, Fig. 6. Power sys-

tems in the quadrants A and B provide insuffi-

cient power for take-off. Only power systems in 

the quadrants D and C2 enable electric flying 

over reasonable ranges. Subquadrant C1 offers 

sufficient power however with insufficient 

range. 

 

 

Fig. 6 Visualisation of the second principle for the 

feasibility assessment of electric flying. A hydrogen 

fuel cell system in the performance quadrants A and B 

provides insufficient power, whereas a future battery 

system provides the required power in quadrant C2 

with a reduced range due to lower exergy density. 

Figure 7 shows a Ragone diagram for several 

battery technologies and representative data 

points for a typical conventional, an improved 

conventional long range business jet. Here the 

energy gap of Fig. 2 translates into a gap in op-

erating range: the reduction in range is in first 

approximation proportional to the reduced ex-

ergy density of the batteries. 

 

Applying the Breguet range equation for the 

battery-powered (Rel), Eq. 4, and the conven-

tional powered aircraft (Rc), Eq. 5, 
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and replacing the fuel mass of the conven-

tional aircraft by batteries in this preliminary as-

sessment, the range of the battery-powered air-

craft settles at below 555 km (300 NM) for an 

exergy density of 200 Wh/kg. This is roughly 

5% of the original range according to a battery 

technology level of 2010. 
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Fig. 7 Ragone diagram of selected battery technolo-

gies, prospects of lithium batteries and performance 

characteristics of a conventional (magenta dot; range 

of 11390 km (6150 NM)) and battery powered (green 

dot; range of less than 555 km (300 NM); technology 

level 2010) long-range business aircraft. 

 

In the equations above, L/D is the lift-over-drag 

ratio, ηP is the propulsor efficiency, ηel is the ef-

ficiency of the electric system comprising the 

battery, the power management and distribution 

system (PMAD) and the electric motor, ηTE is 

the efficiency of the turbo-engine and B

mE,  and 

K

mE,  are the specific energies of the batteries 

and kerosene, respectively. mBattery and mFuel is 

the mass of the batteries and kerosene and 

MTOM is the maximum take-off mass. 

Depicted is also an assumed efficiency gain 

of 20% for the conventional aircraft efficiency 

through improved aerodynamics. Due to the re-

duced demand of fuel for the fixed range of 

11390 km (6150 NM) and the higher overall ef-

ficiency of 20%, the exergy density requirement 

for the motive power system of the conventional 

jet is slightly relaxed. However the most signifi-

cant contribution to closing the range gap is ex-

pected to comes from advances in battery tech-

nology as shown by the light blue area in Fig. 7. 

 

The Breguet range of a conventional and a 

battery-powered ATR72 is plotted versus the 

fuel mass-to-MTOM in Fig. 8. Different spe-

cific energies for the batteries are assumed and 

the corresponding ratio for the conventional 

ATR72 is given as well. As expected, the range 

increases with increasing specific energy of the 

battery. Interestingly to attain a range of 

1000 km
3
 a specific energy of 800 Wh/kg, i.e. 

four times the state-of-the-art commercial bat-

tery capacity, is required. 

 

 

Fig. 8 Breguet range of a conventional turbo-engine 

powered ATR (black) and fully electric battery po-

wered range estimates. 

 

4.2 Motive Power System Architectures 

The integration of fully or hybrid electric 

motive power systems allows for the optimisa-

tion of e.g. aerodynamic and propulsive effi-

ciency, control dynamics, service accessibility 

as well as mass and load distribution. The new 

degrees of freedom arise due to the separation 

of power generation and power consumption 

compared to the traditional arrangement with 

turbo-engines under the wings. From a wide 

combinatorial variety of energy storage and 

power generation subsystems, Figure 9 gives an 

overview of a few selected motive power sys-

tems. 

 

 

                                                 

 

 

 
3
 99% of all ATR72 flights are at great circles distances  

below 1050 km, whereas 90% are below 600 km. Most 

flights are in the great circle distances of 251-300 km 

(16% of all ATR72 flights) Source: Official Airline Guide 

(OAG). 
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4.3 Key Technologies 

The key technologies for electric flying are 

batteries, fuel cells and electric motors. 

 

 

Fig. 9 Schematic depiction of selected hybrid motive 

power systems out of a combinatorial variety of power 

generator subsystems. 

4.3.1 Lithium Batteries 

Lithium batteries offer the highest available 

specific energy among all battery technologies 

known today and are therefore at the focus of 

current research. Crucial battery components 

with significant innovation potential are the 

electrodes, separators and electrolytes. In the 

following we discuss selected positive and 

negative electrode materials, see Tables 2 and 3, 

an elaborated evaluation of electrode materials 

will be published in a separate article as it 

would exceed the scope of this article [11]. Li-

CoO2, LiMn2O4 and LiFePO4 are commonly 

used as positive electrode materials for com-

mercial lithium batteries and in combination 

with the primary negative electrode material, 

LiC6, commercial batteries with a specific ener-

gy of up to 250-280 Wh/kg can be realised to-

day. Li2S and LiTiS2 are proposed as new posi-

tive electrode materials as they offer very high 

capacities (Li2S) [12,13,14] and discharg-

ing/charging rates (LiTiS2) [15]. But these elec-

trode materials especially have to overcome life-

time and mass production issues. 

Due to safety and economical reasons LiC6, 

basic material is graphite, is the primary nega-

tive electrode material for lithium batteries in-

stead of metallic lithium although it exhibits a 

significant reduced capacity. LiC6 offers reason-

able lifetimes and acceptable capacities at low 

costs. Nevertheless, in order to increase a bat-

tery’s capacity LiSi alloys are in the focus of re-

search due to the multi-fold higher capacity 

prospects of this electrode material. Step-change 

advancements in nano-technology yielded in 

ten-fold higher capacities compared to graphite 

(LiC6) and have been already demonstrated at 

lab-scale [16,17]. 

For a quick recharge of the batteries or tem-

porary high power demands LiFePO4 seems to 

be a proper positive electrode material. Charg-

ing rates of up to 400C have been demonstrated 

with this electrode material [18] allowing for a 

complete charge of the electrode in 400
-1

 hour. 

These developments on the electrode materi-

als level significantly reduce the exergy differ-

ence between today’s battery technologies and 

kerosene fuelled propulsion systems, thus bring-

ing electric flying closer to realization than gen-

erally assumed. 

 

Table 2 Positive electrode materials for lithium batte-

ries. Capacities refer to the charged state. 

Material Eq. Voltage 

vs. Li/Li
+
 

Rev. 

Range 

Capacity 

Ah/kg 

LiCoO2 3.9 0.5 147 

LiMn2O4 3.9 1 154 

LiFePO4 3.5 0.95 169 

Li2S 2.2 2 1671 

LiTiS2 1.96 1 239 

 

Table 3 Negative electrode materials for lithium bat-

teries. Capacities refer to the charged state. 

Material Eq. Voltage 

vs. Li/Li
+
 

Rev. 

Range 

Capacity 

Ah/kg 

LiC6 0.1 1 339 

Lisolid 0.1 1 3861 

Li4.4Si 0.3 4.4 2011 
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4.3.2 Electric Motors 

Conventional high torque or high speed elec-

tric motors have typical specific powers around 

3-8 kW/kg today. Hybrid or high-temperature 

superconducting electric motors and generators 

exhibit specific powers around 9 kW/kg and 

show prospects for specific powers of well 

above 15 kW/kg including the cryo-coolers, 

hence outperforming state-of-the-art turbo-

engines [19]. Thus, these devices could theo-

retically replace turbo-engines without mass 

penalties. 

4.3.3 Fuel Cells 

Renewable hydrogen fed to polymer electro-

lyte fuel cells (PEFC) provide a sustainable way 

of supplying electric power and heat for on-

board systems. PEFC exhibit the highest specif-

ic powers among fuel cells at 1.2 kW/kg on 

stack level today. The advantage of fuel cell 

systems over batteries is the independent scala-

bility of the amount of energy stored in form of 

fuel, independent from the level of power gen-

eration in the stack. New catalysts still allow for 

performance enhancements, decreased costs as 

well as for higher impurity tolerances, which for 

example increases durability and stability 

[20,21]. Alternative membrane materials allow 

for altered operating conditions compared to 

state-of-the-art membrane materials [22,23], i.e. 

lower gas humidification needs which in turn 

reduces additional subsystems and power de-

mand. Although solid oxide fuel cells (SOFC) 

may operate on kerosene, their low specific 

power implies significant mass penalty which is 

one of the main drawbacks of this technology. 

5 Conclusion 

The analysis of the energy options shows that 

(1) solar fuels are able to overcome known sus-

tainability and/or scalability limitations of bio-

to-liquid and other drop-in bio-fuels, that (2) the 

(non-drop-in) hydrogen fuel perspective has in-

herent limitations that are either solved by feed-

ing into the solar hydrocarbon fuel process or by 

serving the electric propulsion paradigm shift 

via PEM fuel cells, and that (3) the all-electric 

regional aircraft is well within the physical re-

gime of feasibility and potentially closer to re-

alization than generally assumed, mainly driven 

by a few key advancements in material science 

and nanotechnology. 
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Abstract  

The concept of power harvesting works towards 

the development of self-powered devices not 

requiring replaceable power supplies. The 

increase in power used by the electronics has 

led to a reduction in battery life and has limited 

the functionality of the devices. In an effort to 

extend the life and to reduce the volume of the 

electronics, researchers have begun 

investigating methods to obtain energy from the 

ambient energy surrounding the device. In this 

work the authors focused on the 

characterization of a piezoelectric vibration 

harvesting device to be applied in a train 

derailment detector system, in which the 

harvesting device supplies the wireless 

transmission unit sending warning messages to 

the trains driver. In what follows the attempt to 

harvest energy by means of a specific 

architecture to be placed, according to the 

project specifications, on the train gear, is 

presented. 

1 General Introduction 

The concept of power harvesting works 

towards developing self-powered devices that 

do not require replaceable power supplies. The 

increase in power used by the electronics has 

led to a reduction in battery life and has limited 

the functionality of the devices. In an effort to 

extend the life and to reduce the volume of the 

electronics, researchers have begun 

investigating methods of obtaining energy from 

the ambient energy surrounding the device. 

Piezoelectric vibration harvesting devices attract 

more studies due to its simple design, easy 

fabrication, high efficiency, high 

electromechanical coupling, and no external 

voltage source requirement.  Literature cover 

various topics in power harvesting based on  

piezoelectric materials, including the design of 

efficient harvesting geometries, improving 

efficiency through circuitry, implantable and 

wearable power supplies, etc. Flexible 

piezoelectric materials have received the most 

attention due to their ability to directly convert 

applied strain energy into usable electric energy 

and their easy integration into a system. A 

method to increase the amount of energy 

harvested from a piezoelectric is to utilize the 

most efficient coupling mode in a specific 

architecture configuration. Many conventional 

systems are characterized by a single 

piezoceramic in bending mode. In such mode, a 

force is applied perpendicularly to the poling 

direction, an example of which is a bending 

beam that is poled on its top and bottom 

Design and testing of piezoelectric energy harvesting 
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surfaces. In this work the authors focused on the 

characterization of a power harvesting device, 

using piezoelectric elements to convert 

vibrations into electricity. The device is 

designed to be applied in a train derailment 

detector system and to supply a wireless 

transmission unit, sending warning messages to 

the trains driver. The first part of the work is 

focused on the description of the basic 

analytical model used for the design, with the 

addition of a simplified model useful to 

visualize the correct way to wire piezoelectric 

elements. An experimental validation of the 

harvesting system has then been performed by 

using a slip table simulating the same 

acceleration and vibration amplitude recorded 

during the train service.  In what follows the 

attempt to harvest energy by means of a specific 

architecture to be placed, according to the 

project specifications, on the train gear, is 

presented.  

2 Analytical model   

The analytical model, on which this work is 

is based, is the one developed by (Roundy).  A  

model of the generator is important not only for 

estimating the amount of power provided by a 

given vibration source, but also for making 

explicit relationships that give to the system’s 

designer some hints on how to improve its 

performance. 

Because this analytical description deals with 

just one bimorph (i.e.: two piezoelectric 

elements wired in parallel) the next step in the 

characterization of a complete piezoelectric 

model is to study the best way to wire 

piezoelectric elements. With this goal in mind, a 

simplified circuit model has been developed (by 

considering the piezoelectric element like an 

ideal generator, neglecting the converse 

piezoelectric effect) and the results are shown in 

the following section.  

2.1 Basic analytical model 

The basic configuration is a cantilever beam 

which consists of two piezoelectric elements 

wired in parallel to form a bimorph with a 

central metallic layer. An analytic model can be 

developed based on beam theory and on the 

constitutive equations of piezoelectric materials. 

A convenient method is to model both the 

mechanical and electrical portions of the 

piezoelectric system as circuit elements (Figure 

1). 

 

Figure 1: Circuit model of piezoelectric bimorph with 

resistive load. 

The parameters represented in the previous 

figure summarize the physical characteristics of 

the model. “σin” is an equivalent input stress; in 

other words, it is the stress developed as a result 

of the input vibrations. “m”, shown as an 

inductor, represents the effect of the mass, or 

inertial term. The resistive element represents 

damping, or mechanical loss; the damping 

coefficient, bm, relates stress to tip displacement. 

Finally, the stiffness element is represented as a 

capacitor and labeled with the elastic constant, 

Y.  

Assuming the model developed by (Roundy), 

the following expressions of the voltage and 

power generated can be reported: 

 

 
 

(1

) 

 

(2

) 

 

 

The optimal load resistance can then be 

found by differentiating the power equation 

with respect to R, setting the result equal to 

zero, and solving for R. The resulting optimal 

load resistance is shown below. 

 

 
 

(3) 
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2.2 Simplified model useful to wire 

piezoelectric elements 

There are different formulations of the 

constitutive equations of a piezoelectric 

element. By using these formulations it is 

possible to derive two different ways to 

schematize, in terms of circuit, a piezoelectric 

element in a very simplified way:  

1) A series of  a voltage generator and a 

capacitor with a capacity equal to the 

piezoelectric element; 

2) A parallel of a current generator and a 

capacitor with a capacity equal to the 

piezoelectric element; 

 

Figure 2: Circuit diagrams of a piezoelectric element. 

 

These two circuits are equivalent, as it could 

be seen applying  Thevenin-Norton theorem. In 

order to simplify the work it is possible to wire 

to one of these circuits just a resistive load and 

to study the behavior of a piezoelectric element 

under a mechanical vibration at a single 

frequency, with angular pulsation equal to . 

The voltage on the resistive load can be 

found applying the voltage divider rule: 

 

 

 
 

(4) 

In a first case it has been studied a series 

connection of n=2 piezoelectric elements. By 

sing (eq. 4) it is possible to write the voltage on 

the resistive load as follows: 

 

 
(5) 

where  and  are the voltages generated 

by each piezoelectric.  Since : 

 

 

 
 

(6) 

Generalizing this equation for  piezoelectric 

elements it is finally possible to write:  

 

 

 
 

(7) 

where . 

 

It is now important to calculate the ratio 

between the voltage that could be generated on 

the resistive load using a series of  

piezoelectric elements and the voltage that 

could be generated using just one: 

 

 

(8) 

 

In a second case it has been studied a parallel 

connection of n=2 piezoelectric elements. Using 

the current divider rule and applying Norton 

theorem (  and  ), the 

current on the resistive load can be written as: 

 

 

(9) 

 

Therefore the voltage on the resistive load 

can be evaluated as follows. 

 

 

(10)

 

where:   and . 

 

Generalizing (eq. 10) for n  piezoelectric 

elements it is finally possible to write: 
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(11)

 

As in the previous case, it has been 

calculated the ratio between the voltage that 

could be generated on the resistive load using a 

parallel of  piezoelectric elements and the 

voltage that could be generated using just one: 

 

 
 

(12)

In Fig. 3 and Errore. L'origine riferimento 

non è stata trovata. it has been represented 

how the coefficients  and  vary with the 

number of piezoelectric elements n. The 

following values have been used:  

,  ,  

. 
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Figure 3: Coefficient Ks (series) 
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Figure 4: Coefficient Kp (parallel) 

From these two graphs an important 

conclusion has been derived: 

It’s not convenient to wire piezoelectric 

elements in series because the voltage generated 

is about the same as the one  generated with a 

single piezoelectric.  

Moreover, if an expression for the optimal 

resistance has been already calculated in the 

previous analytical formulation (Roundy), it is 

possible to derive a simpler equation of the 

optimal resistance with this model too. The 

analytical term for the power transferred to the 

load in a parallel configuration of n 

piezoelectric elements  is given by: 

 

 
 

(13)

The optimal resistance can then be found by 

differentiating this equation with respect to R, 

setting the result equal to zero, and solving for 

R. 

 
(14)

 

Therefore, the optimal resistive load 

decreases with the number of piezoelectric 

elements placed in parallel. Fig. 5 and Fig. 6 

show the graphs voltage-resistance and power-

resistance obtained changing the number of 

piezoelectric elements in a cantilever beam 

configuration. The curves are plotted for  a 

sinusoidal acceleration of amplitude 1.1760 

m⁄s^2  and frequency corresponding to the first 

mode of each beam (about 48 Hz). 
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Figure 5: Voltage-Resistance vs number of 

piezoelectric elements. 
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Figure 6: Power-Resistance curves obtained changing 

the number of piezoelectric elements. 

3 Experimental results 

An important part of this research activity is 

focused on the optimization of all those 

parameters that can improve the efficiency of 

the piezoelectric power harvesting device. With 

this goal in mind a series of tests, using a single 

bimorph, has been carried out. 

3.1 Acquisitions on the Freight Train 

The measurements made on the freight train 

during the route from Brindisi to Bari have been 

performed by using a LMS data recorder, 

integrated with accelerometers placed in two 

distinct points of the structure. The monitoring 

lasted about 5h30' and during this interval of 

observation the train has stopped, before 

reaching the destination, 6 times. Five events 

have been obtained as reported in Table 1. 

 

Tabella 1: Temporal events during the route. 

Event 
Start 

time 

End 

time 
Description (where available) 

1 16:00 16:04 
Transfer from the  railway station to the station of 

Brindisi 

2 16:42 16:57 
Departure from the station of Brindisi and intermediate 

stop after 15 minutes 

3 17:31 18:39 Not available 

4 18:54 19:20 Not available 

5 19:30 20:40 Arrival at the station of Bari 

 

 Three channels were monitored, in particular: 

 

Channel 1: measuring point on the floor 

(Point_1) in the feed direction (X)  

Channel 2: measuring point on the trolley 

(Point_2) in the lateral direction (Y)  

Channel 3: measuring point on the trolley 

(Point_2) in the vertical direction (Z)  

The accelerations are expressed in g, which 

means in fractions of gravitational acceleration. 

Because of the high amplitudes, just the vertical 

accelerations of the Point 2 (Figure 7), acquired 

in the events 3,4 and 5 of Errore. L'origine 

riferimento non è stata trovata., were  

considered 
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D1: Mermec__ (7)  C1:  [g]  Punto_1  +X  11/06/2010, 15:14:16

D1: Mermec__ (7)  C2:  [g]  Punto_2  +Y  11/06/2010, 15:14:16

D1: Mermec__ (7)  C3:  [g]  Punto_2  +Z  11/06/2010, 15:14:16

 

Figure 7: Acceleration acquired on Channel 3. 

Figure 8 shows the spectrogram of the 

acquired accelerations; it is possible to note that, 

during the entire run of the train, harmonics in 

the range 40-50 Hz, 70-80 Hz and 95-105 Hz 

are always present; in particular the highest 

levels of acceleration are included in the first 

interval indicated. 

 

 

Figure 8: Spectrogram in g of the acquired 

accelerations. 
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The experimental validation of the harvesting 

system has been performed by using a shaker 

simulating the same acceleration and vibration 

amplitude recorded during train service. It has 

been possible to implement a program in 

LabVIEW and using a random signal generator 

(DAQPad-6052E, National Instruments). Two 

time segments have been chosen from the 

acquisition data and used as input signals for the 

tests; in this work these signals will be referred 

as “FIRST SIGNAL” and “SECOND 

SIGNAL”. 

3.2 Experimental Validation of the 

Parallel/Series Configuration 

 An experimental validation has been carried 

out by giving in input the first signal. Even if 

the acceleration given in input is a random 

signal and not a sinusoidal one, the best way to 

wire piezoelectric elements is always in parallel. 

The RMS (Root Mean Square) value of the 

power generated in both cases, at the same 

operating conditions (Resistive load=820[Ohm], 

thickness of the metallic layer=0.6[mm], natural 

frequency=43.75 [Hz], FIRST SIGNAL) has 

been calculated and resulted equal to: 

  - Series  

 - Parallel 

Other tests have been performed with a 

higher number of piezoelectric elements (Figure 

4.12)  and all the results lead to the same 

conclusion. 

 

0 20 40 60 80

Time [s]

      -5

       0

       5

Time    Traces: 3/3  Compressed

D24: Quattro parallelo senza raddr settimi r=5600  C2: voltaggio [V]    

D28: Due bimorph in serie (sing coppia in parall ) r=5600  C2: voltaggio [V]    

D29: Quattro serie r=5600  C2: voltaggio [V]    

 

Figure 9: Voltage generated wiring in series and in 

parallel a higher number of piezoelectric elements 

under the same test conditions ( resistive load R=5600 

Ohm). 

 

Reminding that two piezoelectric elements 

wired in parallel form a “bimorph”, in Fig. 9 the 

blue curve is obtained wiring two bimorph in 

parallel and, as it is clearly shown, it’s the 

highest voltage generated. The orange and the 

green curves are obtained by wiring respectively 

two bimorph in series and four piezoelectric 

elements in series. 

3.3 Optimal configuration with a single 

bimorph 

By varying the end mass value, it is clearly 

possible to change the natural frequency of the 

beam. Tests performed with different values of 

the end mass show that the highest power is 

generated when the frequency of the driving 

vibrations is equivalent to the natural frequency 

of the generator device. In the first column of 

Table 2 the RMS values of the power generated 

in the various mass  configurations have been 

reported. The highest voltage and power are 

generated with the mass configuration “m2”. A 

structural model of the device has been then 

developed in Patran. A numerical modal 

analysis has been performed in order to evaluate 

the natural frequency of the device in 

correspondence of the “m2” mass configuration, 

consisting in an end mass of 8.4 [g]. The value 

of the estimated natural resulted equal to about 

43.75 Hz. This result confirms what stated 

before since the spectrogram of the acquired 

accelerations (Figure 4.2) shows that the highest 

level of acceleration is in the interval 40-50 Hz. 

Table 2: RMS of the power, using the FIRST 

SIGNAL. 

  Mass ID 
   P [mW] 

      R = 820 Ohm 

   P [mW] 

   R = 34800 Ohm 

m0 8.86 × 10
−2 

m1 7.73 × 10
−2 

m2 1.89 × 10
−1 3.27 

m3 6.36 × 10
−2 

m4 4.58 × 10
−2 

m5 4.91 × 10
−2 

m6 2.50 × 10
−2 

 m7 1.93 × 10
−2 

 
 

 

Furthermore, it has been found that the 

optimal resistive load (the resistive load that 

maximizes the harvested energy) for a single 
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bimorph is R=34800 [Ohm], as plotted in Figure 

4.11. 

 

Figure 10: Power (RMS)  by a single bimorph wiring 

different resistive loads. 

Several tests have been performed in order to 

find the most powerful configuration between 

three different thickness of the metallic layer: 

0.6 [mm], 0.8 [mm] and 1.2 [mm]; all the beams 

have the same natural frequency (43.75 Hz)  and 

work at the same operating conditions (FIRST 

SIGNAL as driving vibrations and R=820 

Ohm). The results show that the metallic layer 

with a thickness of 0.6 [mm] has to be used to 

improve the harvested energy. 

 

 

Figure 11:  Power generated (rms) with three different 

thickness of the metallic layer 

With reference to the extra length, that 

represents how the metallic layer is longer than 

the piezoelectric, the analytical model 

developed by (Roundy) shows that the optimal 

electrode length is generally equal to, or very 

close to, the beam length up to the point where 

the mass is attached. On the contrary, from the 

tests performed on the prototype, it has been 

obtained that the extra length is not a crucial 

parameter (if it’s not too long) because the 

power generated with an extra length of 35 

[mm] is about the same as that generated with 

no extra length. Summarizing the results 

obtained until now, it is possible to identify the 

optimal configuration with a single bimorph: 

 

Table 3: Optimal configuration with a single bimorph. 

Optimal Thickness Natural Frequency Optimal Resistive Load 

0.6 [mm] 43.75 [Hz] 34800 [Ohm] 

 
This configuration has been tested by using 

the SECOND SIGNAL as driving vibrations. 

The RMS value of the power calculated in this 

acquisition is: RMS1B=8.7 [mW]. 

3.4 The Converse Piezoelectric Effect 

The simple analytical model, presented in 

previous sections, schematizes the piezoelectric 

element as an ideal generator. However, the 

presence of the converse piezoelectric effect has 

to be considered in the design of a real device.  

If multiple piezoelectric materials are 

attached to the same circuit in an attempt to 

produce more electric energy, the energy loss 

will be very high. The reason for this is that the 

energy generated by one piezoelectric 

transducer causes the converse piezoelectric 

effect to occur at the other transducers, resulting 

in consumption of a part or all of the generated 

energy. Also, further losses occur due to the 

destructive electric signal interference produced 

from each piezoelectric device. 

According to the previous considerations, a 

piezoelectric energy harvesting system should 

include individual diode bridge circuits that may 

be attached to the outgoing wires from each 

piezoelectric generator. The outgoing wires 

from each diode bridge may be connected to a 

single energy harvesting circuit with minimal or 

no energy loss. This allows for the use of an 

unlimited number of piezoelectric generators at 

the same time on the same, or single, energy 

harvesting circuit. 

Considering the optimal configuration with a 

single bimorph, a diode bridge has been 

connected to each piezoelectric element and a 

test, using the SECOND SIGNAL as driving 

vibrations, has been performed. 

The RMS value of the power calculated in 

this acquisition is: RMS1B,(bridge)=6 [mW], with a 

loss of approximately 30% compared to the 

power generated without a diode bridge. It has 
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been found that the loss due to the use of a 

diode bridge is higher than the one due to the 

converse piezoelectric effect, so it has been 

decided not to use such devices. 

3.5 Experimental Results with More 

Bimorph Wired in Parallel 

The optimal configuration with a single 

bimorph gives, as seen before,  a RMS value of 

the power generated equal to 8.7 [mW]. In order 

to improve this value, several tests have been 

performed by wiring in parallel two, four and 

five bimorph. The optimal configurations and 

the RMS values of the generated power are 

shown below. 

Table 4: Operating conditions for each test. 

ID 

Test 

Driving 

Vibrations 

N. of 

Bimorph 

Optimal 

Sheet 

Thickness  

Optimal 

Resistive 

Load  

Natural 

Frequency 

001 SECOND SIGNAL 2 0.6 mm 5600 Ohm 43.75 Hz 

002 SECOND SIGNAL 4 0.6 mm 4500 Ohm 43.75 Hz 

003 SECOND SIGNAL 5 0.6 mm 2000 Ohm 43.75 Hz 

 
Knowing that the optimal resistive load with 

one bimorph is 34800 [Ohm] and looking at the 

values reported in the fifth column of Table 4.5, 

it is possible to confirm that the optimal 

resistive load decreases with the number of 

piezoelectric elements placed in parallel. In 

Table 5 the RMS values obtained working with 

one, two, four and five bimorph, operating at the 

optimal configuration, have been listed. 

Table 5:RMS values of the voltage and the power. 

N°  

Bimorph 

Power RMS 

 [mW] 

Voltage RMS  

[V] 

1 8.70 11.2 

2 12.6 6.02 

4 20.0 6.91 

5 26.6 5.16 

 
As expected, the energy generated does not 

increase linearly with the number of bimorph 

used. This happens because of the converse 

piezoelectric effect and because of the 

destructive electric signal interference produced 

by each piezoelectric. The last phenomenon can 

be reduced by adopting a “comb configuration” 

that decreases the mechanical phase shift. 

3.6 Linear Relationship between Voltage 

and Acceleration 

A final result that has been highlighted 

during the tests, is the linearity of the voltage 

developed across a single bimorph with the 

acceleration provided in input to the shaker. 

The measured voltages ( giving as driving 

vibrations the FIRST SIGNAL, whose 

amplitude is scaled by different factors, and 

working with: thickness of the sheet ts=0.6 

[mm], resistive load R=820 [Ohm], natural 

frequency fn=43.75 [Hz]) are reported (as RMS 

value) in Table 6 these values are plotted with 

the scale factor of the accelerations. 

Table 6: Voltage generated across a single bimorph 

with different amplitudes 

Voltage RMS 

Original 

Amplitude 

Voltage RMS 

1/2 

Amplitude 

Voltage RMS 

1/5 

Amplitude 

Voltage RMS 

1/6 

Amplitude 

0.2551 [V] 0.1313 [V] 0.0503 [V] 0.0409 [V] 

 
 

This linearity is not maintained if more 

bimorph are wired in parallel. The tests have 

been performed using the following values: 

thickness of the sheet ts=0.6 [mm], resistive load 

R=4500 [Ohm], natural frequency fn=43.75 [Hz] 

and the SECOND SIGNAL, whose amplitude is 

scaled by different factors, as driving vibrations. 

Even if  it’s hard to see, this new curve is not 

linear anymore but, increasing the scale factor 

of the signal, the voltage increases more than 

linearly. In order to focalize it better, the RMS 

values of the voltage generated with each scale 

factor are reported in Table 7. 

Table 7: Voltage generated across four bimorph with 

different amplitudes of the driving vibrations 

(SECOND SIGNAL). 

Voltage RMS 

Original 

Amplitude 

Voltage RMS 

1/2 

Amplitude 

Voltage RMS 

1/3 

Amplitude 

Voltage RMS 

1/4 

Amplitude 

Voltage RMS 

1/7 

Amplitude 

6.91 [V] 3.13 [V] 2.07 [V] 1.51 [V] 0.814 [V] 

 
 

4 Description of the Designed Device 

Although piezoceramic (PZT) is widely used, 

its extremely brittle nature causes limitations in 

the strain that can be safely absorbed without 

damages , especially susceptible to fatigue crack 

growth when subjected to high frequency cyclic 

loading. In order to eliminate the disadvantages 

of piezoceramic materials and improve upon 
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their efficiency, in this application a more 

flexible, piezoelectric material which exhibits 

considerable flexibility in the range 10Hz - 

1MHz without electrode damage has been used. 

Furthermore the piezoelectric element chosen 

has a high coupling coefficient (k) and a high 

capacitive load (C). The piezoelectric element 

used for the device is P-876.A11 DuraAct. 

Typically, piezoelectric material is used in 

the 33 mode, meaning that both the voltage and 

stress act in the 3 direction (Figure 4.11). 

However, the material can also be operated in 

the 31 mode, meaning that the voltage acts in 

the 3 direction (i.e. the material is poled in the 3 

direction), and the mechanical stress / strain acts 

in the 1 direction. Although the 

electrical/mechanical coupling for 31 mode is 

lower than for 33 mode, it has been chosen to 

operate in a 31 mode because there is a key 

advantage: the system is much more compliant, 

therefore larger strains can be produced with 

smaller input forces and the resonant frequency 

is much lower. 

 

Table 8: Illustration of 33 mode and 31 mode 

operation of piezoelectric material. 

 
A cantilever beam configuration with a mass 

placed on the free end has been chosen for two 

reasons. First, the cantilever mounting results in 

the lowest stiffness for a given size; second, the 

cantilever configuration results in the highest 

average strain for a given force input. Because 

the converted power is closely related to the 

average strain in the bender, a cantilever 

mounting is preferred. 

The designed structure is a series of 

cantilevered beams clamped at their center and 

here excited along the transversal direction by 

the vertical acceleration of the train. Each beam 

consists of two piezoelectric with a metallic 

layer sandwiched between them. The layer is 

made of spring steal because of its high yield 

strength which gives an excellent fatigue 

behavior. A “comb configuration” has been 

adopted in order to reduce the mechanical phase 

shift between the beams and because of its 

compact shape that optimizes the space 

requirement. A conceptual design of the device 

and the prototype used for the tests is shown in 

Fig. 12 

 

 

Figure 12: Conceptual design of the devise and the 

prototype 

5 Conclusion 

A rational approach based on analytical and 

numerical model was followed in order to 

design, to manufacture and to test the energy 

harvesting system. 

In order to study the energy harvesting 

system based on more interconnected 

piezoelectric element, a simplified numerical 

model was  developed in Pspice(r) language and 

validated; it was verified that the parallel 

connection of piezoelectric elements is more 

efficient than series connection.  

In order to design and to test the device in 

operative conditions, experimental measurement 

were performed on freight train. This 

measurement showed that during the entire run 

of the train, harmonics in the range 40-50 Hz, 

70-80 Hz and 95-105 Hz are always present, but 

the highest levels of acceleration are within the 
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first indicated range. It was then designed and 

manufactured a prototype system with 5 

bimorph. In operative condition the realized 

system produced about 27 mW in rms. 
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Abstract  

A detachable preburner technical model is 

being developed by KARI. This paper describes 

the general design, the results of the finite 

element analyses (FEA) and the experiment 

results related to structural issues during the 

development. Before the fabrication, two burst 

experiments with the specimens simulating the 

brazing joints were performed and compared 

with the FEA results, which increases the 

reliability of the analyses and the design. Also, 

2D FEA of the combustion chamber cooling 

channel were performed for the 1st (before the 

Lox hole) combustion region and 2nd (after the 

Lox hole) one, where the hottest spot locates 

behind the region between the adjacent Lox 

holes. And various structural modifications 

were analyzed by 3D FEA and the screen 

structure was selected to reduce the stress over 

highly stressed regions. During the development, 

some proof and leakage tests were performed 

for the head, the chamber with and without 

flange and the preburner assembly, of which 

burst test was performed. Several firing tests of 

the assembly were performed to show no 

structural failure. 

1 Introduction  

Staged combustion liquid rocket engines can 

minimize the cycle loss and maximize the 

efficiency. Thus they are broadly used for high 

performance space launch vehicles. A Preburner 

is one of the most important components of the 

staged combustion engine, required high 

technologies regarding oxygen rich combustion 

under the high temperature and pressure [1,2]. A 

detachable preburner technical model is being 

developed by KARI. The ‘detachable’ means 

that its head can be detached from the chamber 

and switched with another head, which have 

different injector groups. That makes fire tests 

for various groups inexpensive.  

This paper describes the general design, the 

results of the finite element analyses (FEA) by 

ABAQUS v6.9 [3] and the experiment results 

related to structural issues during the 

development. The operating pressure and 

temperature of the model considered is over 200 

bar and 2000 K, respectively. And the chamber 

of the preburner have the regenerative cooling 

channel by Lox and the lox holes at its middle 

to emit the Lox and lower the exit or turbine 

inlet temperature by about 700 K. 
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2 Materials and Fabrication 

Figure 1 depicts the geometry and two 

materials used for the preburner model, which 

consists of austenite SS (stainless steel) 316L 

and chrome-copper alloy [4]. The former 

material which has relatively high strength is 

used for reinforcing the model and the latter 

with high conductivity used for fast cooling the 

surfaces contacting the hot gas by using liquid 

oxygen.  

 

 

Fig. 1 Configuration of the preburner (white : SS 316L, 

green : copper alloy) 

 

 The joints of the 316L injectors and the 

316L head and the joints of the injectors and the 

copper alloy faceplate were joined by the 

conventional vacuum brazing. On the other 

hand, the copper alloy cooling channel and the 

316L outer wall of the combustion chamber 

were brazed by vacuum compression one.  

The material 316L has somewhat low yield 

strength for the reinforcing and will be changed 

to new one that has higher mechanical 

properties to reduce the weight. For the new 

stainless steel, yield strength and toughness at 

room and cryogenic temperature after brazing 

thermal treatment, joint strength with the copper 

alloy used and easy procurement may be 

considered. The selected one, a well known SS, 

will be used for a single body perburner, which 

is not detachable, to reduce the weight of the 

reinforcing parts by about half.  

3 Brazing Joint Strength Tests 

Before the fabrication, the burst experiments 

with two specimens simulating the brazing 

joints were performed and compared with the 

FEA results, which increases the reliability of 

the analyses and the design and checks brazing 

filler settings on the joints and brazing 

capability of a factory.  

The first specimen depicted in Fig. 2 

simulated the brazing joints of the oxygen 

injectors and the head and one of the injector 

and the faceplate. In preliminary FEA results, 

the highly stressed regions were found to be at 

the latter joints, so the specimen was designed 

to be under similar stress state as the joints. In 

the specimen, the four dummy injectors and 

strain gauges (#1~#4) directed to radial 

direction are attached to the top cover. The burst 

test was stopped at about 150 bar where the 

sudden pressure decrease occurs without 

external leakage. 

 

     
(a) Full view                     (b) Close view 

 

 
(c) Burst test 

Fig. 2 Configuration of the head specimen (1/8 model, 

white circle : strain gauge, red line : brazing, blue 

line : thread) 

 

      
(a) After the test     (b) Analysis results (100 bar) 

Fig. 3 Head specimen test results (dense color means 

high Von-Mises Stress) 

 

Fig. 3 shows the specimen after the test and 

wire cutting and Von-Mises stress distribution 

of the static elastic-plastic FEA result (100 bar), 

where dense color means high stress. All the 

analyses in this study were performed using the 
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material stress-strain curve up to the ultimate 

tensile strength. During the experiment, it was 

observed that the fractures were occurred not at 

the brazed joining but in the middle of the face, 

where the materials are the copper alloy. In 

addition, the analysis showed that the predicted 

fracture locations were well matched with the 

experimental results. 

Table 1 shows the strains measured and 

analyzed for the head specimen. The measured 

strains from #1 to #4 gauge are represented by 

percentage differences from the FEA results and 

have discrepancy each other due to various non 

axi-symmetries of manufacturing and brazing 

due to trivial lack of the filler, where the part 

design was changed for the fabricated preburner. 

The differences are small below the 100 bar and 

increases abruptly above 100 bar, which may 

represent the crack initiation and/or propagation. 

The corresponding joints of the fabricated 

preburner at an operating condition are under 

stress state less than the state of the specimen at 

100 bar. 

  
Table 1 Comparisons of head specimen strains 

between the experiments and analyses 

 

Strain 

Test (difference, %) 
Pressure 

(bar) 
#1 #2 #3 #4 

Analysis 

(µ) 

20 -11 4 12 4 132 

50 -20 -4 10 4 421 

70 -13 4 22 15 628 

80 -1 17 42 31 737 

100 45 70 113 92 972 

130 197 325 529 476 1490 

150 157 - 598 454 2200 

 

The second specimen as in Fig. 4 simulated 

the brazing joints of the inner and the outer wall 

for the combustion chamber cooling channel. 

The width and the height normalized by the rib 

thickness and the number of the channel are 1, 

3.125, 11, respectively. The specimen has round 

notch for highly stressed region at the center 

brazing joints and nine strain gauges are used. 

Then burst test are performed up to 750 bar, 

where the copper alloy inner wall fractures at 

the center as in Fig 5(a) and the external leakage 

occurs.  

 

 

Fig. 4 Configuration of the chamber specimen (1/4 

model, white circle : strain gauge) 

 

 

(a) Full view after test 

         

(b) Section view after test 

 
(c) FEA results (Von-Mises Stress) 

Fig. 5 Test and analysis results of cooling channel 

specimen (dense color means high Von-Mises Stress) 

 

 

Fig. 6 Comparisons of strains measured and analyzed 

(gauge #4) 

 

At the test, it was observed that the fractures 

were occurred not at the brazed joining but in 

1273



Structural Development of a Detachable Preburner Technical Model 

 

CEAS 2011 The International Conference of the European Aerospace Societies 

 

the middle of the copper alloy cooling wall as 

the head specimen, which was showed in Fig. 

5(b). Also, the predicted fracture locations were 

well matched with the test as in Fig 5(c). The 

measured strain at the gauge #4 is compared 

with FEA results in Fig 6. The results were 

presented up to 500 bar only, where no crack 

propagation was thought to be developed. The 

agreement between the results is well each other. 

4 Cooling Channel FE Analyses 

 Two-dimensional plane strain structural 

analyses of the combustion chamber cooling 

channel including thermal and pressure loading 

were performed for the 1st (before the Lox 

holes) and 2nd (after the Lox holes) combustion 

regions. At the Lox holes, a large amount of 

liquid oxygen is emitted to the chamber. 

The analysis procedure consists of two steps. 

The first is the steady state CFD (computational 

fluid dynamics) analysis using the commercial 

program, Fluent [5], to obtain temperature 

distributions of the channel section. The 

calculated maximum temperature for the 1st and 

the 2nd regions is near room temperature and 

over 500 K, respectively. 

The second is the static FE structural analysis 

using Abaqus to obtain von-Mises equivalent or 

effective strain, ε, distributions. The pressure 

loadings due to the Lox in the channel and the 

hot gas in the chamber are considered to the 

analyses, which are elastic-plastic ones without 

creep and strain rate effects because the 

mechanical properties related to them are hard 

to obtain and to be considered in the analyses, 

also its effects on the ε may be small [6].  

During development, the one of important 

structural targets for the cooling channel is not 

to fail by low cycle fatigue of several ground 

firing tests. One of ways to access the fatigue 

life is using a certain strain quantity like the ε, 

of which concept is the root of the square sum 

of three difference terms for the three principal 

strain components [6]. The ε is normalized by 

the structural target hereafter. The target is set 

for the copper alloy part to have over 250 cycles 

of low cycle fatigue life using the fatigue test 

datum [7]. 

For the first region, the half channel model 

was used and the temperatures of four points 

were obtained from the first step and the 

distributions between the points were assumed 

to decrease linearly to radial direction as in Fig. 

7. The pressure difference of the cooling 

channel from the combustion chamber is 20 bar.  

 

 

Fig. 7 Temperature distribution of the half channel 

model for 1st combustion region (dense color means 

high temperature, datum from CFD analysis in the 

red circles). 

 

                     
(a) case 1             (b) case 2            (c) case 3  

Fig. 8 Effective strains of the copper alloy part for 1st 

combustion region from FEA (dense color means high 

value). 

 

For the special case #1 under pressure 

loading only, the section is under tensile stress 

in circumferential direction except the rib and 

compressed radically. The effective strain 

distribution is depicted in Fig. 8(a) and the 

maximum is 0.15.  

For the special case #2 under thermal loading 

only in Fig. 8(b), the channel is compressed for 

both directions and maximum is 0.28 satisfying 

the target. The main mechanism is that the outer 

jacket tends to contract while inner jacket tends 

to expand, then the constrained force on the 

inner and the ε occurs.  

For the case #3 under thermal and pressure 

loading in Fig. 8(c), the channel is under the 

similar stress state as the previous. The effect of 

pressure loading on the ε is relatively small 

compared to the thermal loading. For the three 

loading cases above, plastic deformation occurs 
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and the joints are compressed radically. 

The CFD analysis as in Fig. 9(a) show that 

the hot spot, which have highest temperature 

points in the whole combustion region, locates 

behind the region between the adjacent Lox 

holes in the second combustion region. One 

section including the spot was selected for the 

FE analyses. The five-channel model 

considering Lox hole symmetry was used in the 

second step because the circumferential 

temperature variation was significant. Fig. 

9(b,c) shows the temperature distribution from 

the CFD analysis and effective strain one from 

the FE analysis for the selected section. The ε is 

relatively high at the channel wall where high 

temperature regions locate. The max. ε of the 

section is 1.0 near the target. 

 

 

(a) 3D temperature from the CFD Analyses 

 

  
(b) 2D temperature for FEA    (c) ε from FEA 

Fig. 9 Analysis results of hot spot region (red color 

means high value in the rainbow contour) 

5 Effects of the Head Screen 

Since the axial separating load due to the 

chamber pressure is sustained by the flange 

bolts and the junctions of the faceplate and the 

injectors in a certain head section (refer to Fig. 

1), moreover the bolt is more far from the head 

center than the junctions, thus high stress on the 

junctions is induced. Various structural 

modifications to reduce the stress were analyzed 

by 3D FEA and the screen structure in Fig. 10 

was selected and optimized for its thickness and 

size and number of its holes. Additionally, some 

CFD analyses show it enhances the flow 

uniformity to the injectors. 

 

           
                    (a) with screen         (b) w/o screen 

Fig. 10 Screen structure effect at the head from 3D 

FEA (Von-Mises stress, dense color means high Von-

Mises Stress). 

6 Proof and Leakage Tests 

During the development, some proof and 

leakage tests were performed for the head, the 

chamber with and without the flange and the 

preburner assembly as shown in Fig. 11, where 

the white lines are for strain gauges. At the 

water proof test of the chamber without the 

flange, the pressure exists in the cooling channel 

only and at the test with the flanges, the 

pressure in the channel and chamber. 

 

      
(a) head                (b) chamber w/o flange 

           
(c) chamber w/o flange    (d) preburner assembly 

Fig. 11 Proof tests by water 

 

At all the proof test except the final 

preburner assembly test, the test pressures were 

set not to yield except local areas to minimized 

damages. The test pressure of the assembly was 

set to 1.2 x off-design condition x operating 

pressure. 
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The measured strains during the proof tests 

were compared with the results computed, 

where the measures strains at chamber outer 

surface for preburner assembly are smaller than 

the predicted, then the assembly is determined 

to pass the proof test.  

The leakage is assured by the bubble test and 

the pressure transducers. The burst test at a 

pressure over two times operating condition 

shows no external leakage and no internal 

structural failure. 

7 Firing Tests 

The several firing tests of the final assembly 

as in Fig. 12 were performed up to 57 % of the 

operating chamber pressure and any structural 

failure or large deformation was not detected.  

 

 

Fig. 12 Firing test of the preburner. 

8 Conclusion and Future Works 

The structural analyses and tests during the 

development of the detachable preburner 

technical model were presented. The structural 

design including the brazing joints and the Lox 

cooling channel is thought to be reliable for 

continuing firing tests in the future through the 

proof, burst and firing tests and FEA analyses.  

In detail, the specimen burst tests for the 

brazing joints show that the fractures occur not 

at the joints but at the copper alloy. The screen 

structure of the head enhances the local area 

strength effectively. The cooling channel 

analyses gave some minimum fatigue life of the 

model. The model was validated at the proof 

and burst pressure for the room temperature. In 

several firing tests up to 57 % of the operating 

pressure, any structural failure was not detected. 

The firing tests of the operating condition 

will be performed only soon, then after fixing of 

the injector design, the affixed head version of 

the preburner model will be fabricated with the 

aforementioned new material. 
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Abstract  

On-orbit vibro-acoustics has found exciting 

applications in modern manned space systems 

because of audible noise/human vibration 

requirements aimed at human comfort and 

demanded to have suitable conditions for scientific 

investigations. 

Due to the severity of these requirements, which 

implies a system vibro-acoustic control over a wide 

range of frequencies, the classical design has 

demanded strong updating in terms of physical 

representation of the mechanical system and in 

terms of analysis approach. 

Particularly, central aspects are: (1) the on-board 

disturbance sources experimental characterization, 

(2) the simulation of the internal acoustic cavity 

behaviour coupled with the structural behaviour and 

(3) the use of both deterministic and statistical 

numerical approaches as complementary tools to 

assess the requirement covering the whole frequency 

range of interest. 

The integrated test/analysis control approach 

developed, during these years, by 

ThalesAleniaSpace-Italy covers both the evaluations 

of the structural and vibro-acoustic transmission 

paths and the characterization of the disturbers in 

terms of force at the equipment interfaces and Sound 

Pressure Level in the surrounding volume. 

1 Introduction 

A dedicated methodology on how to derive 

experimentally the induced disturber’s interface 

forcing functions was also developed in the frame of 

this method. 

In this paper, results of MPLM, NODE 2, ATV 

and COLUMBUS modules design and verification 

activities versus the International Space Station 

(ISS) audible noise requirements are presented. 

The principal characteristic of this control 

approach is the capability to report the most 

important outcomes during the whole process cycle 

and the evolution of the project relating to the 

audible noise requirement. It starts from a 

preliminary audible noise environment assessment 

(based mainly on Space-lab experience), 

identification, design and implementation of passive 

recovery actions as mufflers, acoustic box and soft-

mounted devices for compliance achievement. 

Subsequently, the scope is passing through an 

even more detailed audible noise environment 

assessments (using the FEM and SEA dynamic 

response analysis and the disturber’s interface 

forcing functions and SPL derived from unit tests). 

Lastly a complete audible noise system test is 

performed allowing both the characterization of the 

structural and vibro-acoustic system transmissibility, 

by the use of artificial exciters, and the evaluation of 

the audible noise environments by the module 

disturbance sources activation. 

The development of this design methodology 

began during the late 80's, while its first 
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industrial application was the MPLM (Multi 

Purpose Logistics Module) project. The design 

success achieved showed that this control approach 

had a great potential. Then the methodology was 

further refined in the frame of NASA/ASI NODE2 

and also for the European project COLUMBUS and 

it has been also applied for the NODE3, CUPOLA 

and PMM module. 

The NODE2 / NODE 3 and COLUMBUS on-

ground qualification by test and analysis against 

audible noise requirement demonstrated the 

correctness of ThalesAleniaSpace-Italy developed 

design, analyses and verification method. 

In addition to the on-ground audible noise 

requirements verification, another key effort, 

explained in this paper, is focused to the 

COLUMBUS payload complement on-orbit audible 

noise compliance verification necessary to 

demonstrate the compliance of the payload 

complement with the respective requirements and to 

define operational guidelines and constraints when 

element level conflicts are identified. 

2 European manned space facilities 

evolution 

Spacelab (figure 1) was designed to guarantee an 

adequate On-Orbit Vibro-acoustic environment in 

order to allow Scientific experiments at 10
-3

g and an 

internal acoustic environment < NC50 for an 

acceptable working and speech communication 

conditions. During the whole Design cycle several 

recovery actions were implemented to control 

airborne and structure borne noise. The main 

designed and implemented noise reduction devices 

were focused on duct mufflers, acoustic boxes and 

Anti Vibration Mounts. The performances got 

during the flights were within: 

• 4·10
-5

 g to 3.6·10
-3

 g induced by life support 

system and auxiliary equipment 

• Around NC60 (Mission configuration 

dependent) 

Based on this experience it was decided to define 

dedicated Noise and Micro-g control plans at the 

beginning phase of the Design. These Control plans 

defined the Design and the Verification tasks, 

control model, sub-requirement, and responsibilities 

on System, sub-system and equipment level. It also 

organized all the necessary activities from system 

level down to equipment level to not exceed the 

specified limits. Moreover the control plan defined 

all the activities (Analysis and Test) for the 

implementation and verification of the On-Orbit 

Vibro-acoustic requirements.  

 

 

Fig. 1 Spacelab and Shuttle-Past Micro-g space facility 

Based on this lessons learned dedicated control 

plans for the Audible noise, Human Vibration and 

the Micro-g environment control was implemented 

at the beginning of the project on all manned 

spacecraft designed by ThalesAleniaSpace-Italy and 

concurred by EADS, ASI and ESA. The manned 

modules designed by this design strategy are: 

MPLM, Columbus, Cupola, Node#2 and 3 and 

partially ATV. 

Figure 2 shows the ISS configuration. 

 

 

Fig. 2 ISS–International Space Station. 

3 European on-orbit vibro-acoustic 

environment control approach 

ThalesAleniaSpace-Italy has defined with EADS 

and ESA a design verification strategy to assess by 

analysis the vibro-acoustic environments (i.e. 

audible noise aspect as crew comfort) induced by the 

on-board disturbance sources (mechanism, valve, 

fan, water pump, ducting, etc.). The innovative 
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budget allocation concept has been introduced and 

applied to the design cycles. Based on 

manufacturer's data and spacecraft structural and 

vibro-acoustic transmissibility, tailored contribution 

factors have been allocated, starting from the global 

audible noise environment, down to each identified 

disturbance source (as shown in fig.3). 
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Fig. 3 Typical On-Orbit Vibro-Acoustic Control 

Approach - Design, Specification and Verification 

Responsibilities 

Following each analysis/test cycle, the budget is 

updated to reflect the current disturbance source 

contribution. This budget apportionment allows 

effective and real-time design verification at each 

stage of the project and helps to assess margins and 

critical areas as well as suitable recovery strategies, 

if needed. 

3.1 Design strategy to Audible noise 

environment control 

For the Audible Noise environment control, the 

system sound pressure level requirement cannot be 

used as a function of disturber emitted acoustics 

requirement. It defines a sound pressure with regard 

to the acoustical properties of the receiving volume 

(the module cabin) which is not available for 

verification noise measurements at lower level. 

Instead, sound power levels and budgets shall be 

considered as sub-requirements. The adopted noise 

control approach (Figure 4) shall maintain a sound 

power balance between all acoustical power sources 

after transmission into the module cabin and the 

acoustical power absorbed by the cabin interior such 

that the resulting sound pressure level criterion is not 

exceeded. Sound power is that quantity radiated by 

the source which is not dependent on environmental 

factors. 
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Fig. 4 Typical Sound Power Noise Control Model 

4 First industrial application: MPLM 

The MPLM project is the first pressurized 

module that applies the design approach discussed in 

this paper for the vibro-acoustic control. 

Dedicated control plan (for the audible noise 

environment control) was implemented as a 

guideline for the project development during its 

design cycle, controlling all levels, from the 

equipment up to the system, considering the 

contributions of all the disturbance sources in order 

to converge to the system compliance. Initially an 

assessment was done to derive a preliminary 

estimate of the potential induced internal acoustics. 

Also, to define the budget allocation for each 

subsystem and equipment in terms of induced sound 

power considering the TAS-I database in terms of 

forcing functions (I/F structural forces), acoustic 

power and vibro-acoustic transmissibility). Then, the 

assessment was refined on the basis of the 

disturbance measurement and of the system 

mathematical models availability. By this cross-

checking activity, it was possible to recover passive 

control means mainly for ECLS and TCS 

equipment. Even if the ECLS and the TCS are the 

major noise contributors, design effort was spent 

also on the elimination of the stick/slip effect (which 

is due to thermal gradients in the MDPS structural 

joint areas) by implementation of isostatic boundary 

condition. 

The total cabin sound power was derived by 

superimposing the noise induced by the ECLS, TCS, 

AVS and Structure subsystems. 
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This assessed performance was compared to the 

allowable cabin sound power and then converted 

into sound pressure level, considering the acoustic 

properties of the cabin (i.e. averaged room 

absorptivity). 

During the MPLM design cycle, the following 

design improvements have been implemented: 

- Cabin fan acoustic box 

- Cabin fan inlet and outlet mufflers 

- Cabin fan AVM 

- Teflon ring at the TCS ducting I/F’s 

- Soft ring at the ECLS ducting I/F’s 

The MPLM flight system configuration 

employed the above noted design interventions and 

the final assessment has been performed, showing 

that the compliance with respect to the NC50 

requirement is fully met over the whole frequency 

range (see Table 1). 

 

 

Table 1 MPLM predicted performance vs. NC50 

requirement 

The QR audible noise test was conducted at 

TAS-I premises on the flight model, simulating the 

on-orbit open hatch condition by means of a dummy 

hatch expressly designed. The QR test activity 

confirmed the predicted compliance as shown in 

Figure 5. 
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Fig. 5 MPLM predicted and measured performance 

vs. NC50 requirement 

Moreover, it should be noted that the on-ground 

test configuration is conservative, due to the lack of 

payload racks and partition walls. By these 

considerations, it can be assumed that the cabin 

noise could be further reduced. 

This industrial application demonstrates that the 

design strategy based on the integrated test/analysis 

approach fulfils the NASA NC50 requirement for 

the audible noise comfort of the crew. 

5 Consolidation of the industrial 

experience: Node#2 and Columbus 

project 

Node 2 (Fig. 6) and Columbus (Fig. 7) are two 

pressurized modules of the International Space 

Stations. They allow, through ports, the attachment 

of the Space Station elements. As of today, they are 

both docked to the ISS. 

 

 

 

Fig. 6 Node#2 external and internal architecture at 

ThaleAleniaSpace-Italy integration facility 

From structural point of view the two modules 

are very similar. They show an overall length of 

about 7 meter a diameter of 4.6 meter and a mass of 

about 14 tons. Node#2 and Columbus include an 

electrical power distribution system, an active and 

passive thermal control system, an environment 

control system (air revitalization and distribution, 

internal temperature control, pressure control and 

fire detection and suppression) and an audio and 

video distribution system. All these subsystems 

during on-orbit phase generate noise that needs to be 
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contained as much as possible for two main reasons: 

to reduce crew annoyance and more important to 

avoid permanent damage to hearing of astronauts. 

NASA puts particular attention on this subject. For 

this reason the audible noise requirements imposed 

to Space Station Modules are very severe. 

 

 

Fig. 7 Columbus external architecture at EADS 

integration facility 

Performed Node#2 and Columbus qualifications 

by tests and analysis against audible noise 

environmental comfort requirements (i.e. internal 

vibro-acoustics) demonstrated (on industrial high 

complex projects) the correctness of the European 

developed design method. 

The uniqueness of such method comes mainly 

from controlling mechanical induced disturbances, 

generated by individual sources like mechanisms, 

aerodynamic fluxes, fluid dynamics and thermal 

gradients. Such gradients give origin to intermittent 

"clicks" at structural junction level, totally random in 

terms of time history, which could make the crew 

grow nervous and, in the end, become less efficient. 

Disturbers control approach (quite uncommon) is 

based on mechanical and acoustic power generated 

by the disturber itself. Mechanism designers, 

aerodynamic circuits’ designers, fluid dynamics 

designers and of course structural designers, using 

this approach are allowed to verify the correctness of 

their design "stand-alone", without the need of 

having a whole-integrated module available. 

Another key factor is evaluating the structural-

acoustic interaction between the module shell 

dynamic behavior and the internal cabin acoustic 

environment. Thanks to this new methodology 

becomes possible, for each single disturbance 

source, to evaluate the impact generated both at 

cabin acoustic environment level and at scientific 

payload micro-dynamic environment level. 

5.1 NODE 2 audible noise predicted 

performance 

The following figure 8 shows the TAS-I Node#2 

module measured audible noise performances vs. the 

specified NASA requirements. 
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Fig. 8 Node#2 on orbit acoustic environment 

(prevision based on ground test) vs NC50 requirement 

(SPL dB ref. 20 µPa) - dB(A) = 56.1 

NASA, delighted by Node#2 design success, 

awarded the whole ThalesAleniaSpace-Italy team 

with the following rationale: "for the resounding 

success of Node 2 Audible Noise, Human Vibration 

and Microgravity test, the culmination of several 

years of design and integration efforts". 

5.2 COLUMBUS audible noise predicted 

performance 

The following figure 9 and figure 10 shows the 

TAS-I Columbus module measured audible noise 

performances vs. the specified NASA requirements. 
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Fig. 9 Columbus Audible noise Steady State quality vs. 

the NC50 requirement 
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Fig. 10 Columbus Audible Noise Overall performance 

Lastly, the measured T60 = 0.4s at 500 Hz inside 

the cabin vs. the preferred Reverberation Time of 

0.3s (for the cabin volume of 25 m
3
 see fig.11) 

shows that the acoustic quality of the Columbus 

Cabin Room is closer to the Conversational speech 

than the General-Purpose curve. Therefore, the 

material used for the design of the cabin guarantees 

a good intelligibility of the human speech inside 

cabin. 

 

 
Fig. 11 Columbus Reverberation Time quality vs. 

T(60) (s) requirement  

5.3 Design recovery actions on Audible 

Noise Performances 

MPLM, Node#2 and Columbus are (as of today) 

the only manned modules of the International Space 

Station to gain compliance versus NASA NC50 

environmental requirement (see Figure 8 and 9). 

Such performances were achieved by means of 

vibro-acoustic environment control systems, like 

AVMs (Anti Vibration Mounts) to control structural 

disturbances and mufflers / silencers / partition walls 

to control airborne noise (Figure 12 and 13). 

 

 

 
Fig. 12 Typical passive recovery action – Airborne 

control - Muffler solution and Partition walls 

 
Fig. 13 Typical passive recovery action - structure 

borne control – AVM 

Supplementary investigation was also conducted, 

for example, on Columbus WPA2. In fact an extra 

noise anomaly was detected during the Columbus 

QR testing and confirmed by subsequent diagnostic 

test done at assy level. 

Sound intensity testing (figure 14) showed 

clearly that the cause of this acoustic emission was 

due to the hammering effect of the accumulator 

internal expansion vessel at those frequencies. The 

recovery action selected to recover this extra noise 

was to wrap the accumulator by a multilayer cover 

(Nomex case, Poron and Durette multilayer barrier). 
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Fig. 14 Columbus WPA Sound Intensity Measurement 

– Equipment Sound disturber evaluation  

5.4 Columbus/Payload integrated system: 

expected on orbit audible noise 

performance 

The Columbus laboratory is nowadays the ESA's 

biggest single contribution to the International Space 

Station.  

The Columbus cylindrical module is equipped 

with flexible research facilities that offer extensive 

science capabilities, as, for example: 

• BIOLAB. It supports experiments on micro-

organisms, cells and tissue cultures, and even 

small plants and small insects. 

• The European Physiology Modules Facility 

(EPM). It is used to investigate the effects of 

long-duration spaceflight on the human body. 

Experiments also contribute to an increased 

understanding of age-related bone loss, 

balance disorders and other ailments back on 

Earth.  

• The Fluid Science Laboratory (FSL). It 

accommodates experiments in the strange 

behaviour of weightless liquids. 

• The European Drawer Rack (EDR). It is a 

modular and flexible experiment carrier 

system for a large variety of scientific 

disciplines, providing basic accommodation 

and resources for experiment modules 

housed within standardised drawers and 

lockers.  

• The European Transport Carrier (ETC). It 

accommodates items for transport and 

stowage. In orbit ETC serves as a workbench 

and stowage facility. 

• The Microgravity Science Glovebox (MSG). 

The device allows astronauts on board the 

ISS to perform a wide range of experiments 

in a fully sealed and controlled environment, 

completely isolated from the rest of the 

Station. It shares nevertheless the 

weightlessness of orbit. 

These payloads can be activated or deactivated 

and sometimes provided of particular experiments to 

exploit the Columbus capabilities as an orbital 

Laboratory to its maximum. 

The Columbus audible noise on orbit 

environment must be evaluated w.r.t. its active 

payloads (how many of them are active, according to 

detailed timelines). Payloads can operate both as 

“steady state” disturbers and as “intermittent” 

disturbers: each operating mode is regulated by 

dedicated requirements. 

A designated period of on-orbit ISS configuration 

after each flight which adds capability to the ISS is 

defined as “Stage”, while the time period (typically 

2 or 4 months of ISS operations) from the undocking 

of a Soyuz spacecraft to the undocking of the next 

Soyuz is defined as “Increment”. 

A certain combination of active payloads is 

identified in each “stage/increment” that must be 

separately analyzed for requirement compliance. 

Up to now 13 stages and 5 increments different 

configurations have been analyzed. Hereafter is 

reported, as an example, the results of the stage 1J 

audible noise analysis. 

Operational constraints and ESA MedOps 

Approval when necessary have been introduced. 

 

Steady State operative modes 
The audible noise assessment was based on the 

combination of the entire operative conditions of 

COLUMBUS integrated with the European Payloads 

EDR, FSL, EPM, BIOLAB, ETC and the NASA 

Payloads MSG, ER-3, HRF-1 and HRF-2. 

The following power scenario constraints have 

been introduced: 

• Power scenario 1: BIOLAB+EPM+ER3+MSG 

• Power scenario 2: ER3+FSL+MSG 

• Power scenario 3 & 5: BIOLAB+EPM+FSL+MSG 

• Power scenario 4: BIOLAB+EPM+HRF2+MSG 

• Power scenario 6: BIOLAB+EPM+HRF1+HRF2 

• Power scenario 7: EPM + ER3 + HRF-1 + HRF-2 

Each aforementioned power scenario operates 

with each Columbus steady state continuous 

operative mode for a total of 1477 operative cases. 

The Columbus stage 1J audible noise assessment 

shows that Columbus integrated with European 

payloads fulfils the NC50 Audible noise 

requirement; except for few slight exceedances 

(<1.66dB) at 250Hz and 1KHz octave bands. The 

audible noise disturbers that mainly contribute to 

these slight exceedances have been detected. 
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Anyway the SPL of 58.1dbA (which is the NC50 

overall SPL) is not exceeded, then the payload racks 

can be operative without any voice contamination, 

annoyance and hearing conservation reasonable 

impact. So no operational constraints or guidelines 

have been identified. 

All scenarios analyzed for steady state operations 

indicate no need to switch off payloads to comply 

with the applicable audible noise requirements. 

 

Intermittent operative modes 
For each Columbus stage/increment 

configurations, the constraints for intermittent 

operations scenarios are mainly driven by the 

maximum allowed operations of WOOVs and 

WFSVs. However taking into account the number of 

valves present in Columbus and the limit (set at 30 

minutes cumulative at 69 dBA), it comes to a 

maximum of 18 activations per valve per day, which 

is operationally not realistic and consequently it is 

not considered as a constraint. 

When Payload racks intermittent operative modes 

are not compliant with the intermittent noise level 

requirements, agreement on how to proceed is 

concurred with ESA MedOps. 

5.5 Columbus On-Orbit Audible Noise test 

For each ISS stage/increment configurations 

NASA provides the ISS Sound Level Meter Survey 

and usually the audible noise inside the Columbus 

module is around the NC-45 requirement. However 

in the Increment 26 measurement Columbus was so 

quiet as to be almost unbelievable NC-41.1 

On-Orbit measurements were taken in the 

Columbus module at seven locations on the module 

centerline shown in Figure 15 and the noise levels 

are shown in Table 2 and Figure 16. 

 

 

Fig. 15 Measurement (on orbit) locations on Columbus 

centerline 

 

Table 2 Columbus on orbit measured noise levels (29 

December 2010) 

 

 
 

Fig. 16 Columbus on orbit measured noise levels (29 

December 2010) 

6 ATV On-Ground Diagnostic Test 

In the frame of ATV project (Figure 17), the 

aforementioned design control approach was not 

fully applied due to the mission of the spacecraft 

considered as a “cargo” for the ISS refurbishment.  

 

 

Fig. 17 ATV and Node#2 on orbit, docked to the 

International Space Station (artist concept) 
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During the qualification process a not acceptable 

internal acoustics was detected. Since no local 

design recovery action was possible to implement on 

disturber design, a diagnostic strategy was set-up to 

see the major contributor to the cabin noise. This 

diagnostics was based on an audible noise test using 

a set of microphones positioned from the main 

disturbers and in the centre of cabin as shown in 

figure 17. 

The outcomes of the testing indicate that there 

are three most important sound source disturbers: 

• Intake system: Cabin Return Grid 

• Cabin Fan: Cabin Fan Assy 

• Exhaust system: Diffusers and End 

Restrictors 

 

 

Fig. 17 ATV Diagnostic Microphones locations 

A dedicated assessment has been done to derive 

the expected SPL for each of the three identified 

disturber families and to see their impact on the 

overall SPL. 

By this way it was possible to evaluate the effect 

of recovery actions on the overall ATV SPL 

simulating the new SPL expected by Reference 

Microphones reducing in a certain percentage one or 

more sound sources. 

 

After this iterative design verification process the 

following passive recovery actions have been 

implemented on ATV Jules Vernes for internal 

acoustics control (Current baseline configuration): 

� CRG acoustic box: double wall concept, to 

control the noise directly injected into the 

cabin by the Intake system 

� Conveyer: implementation of a conveyer on 

CRG acoustic box to guide the inlet noise to 

a phono-absorbent panel implemented in 

front of the conveyer  

� Multilayer partition wall: a phono-

absorbent panel is implemented on the shell 

in front of the conveyer to reduce the 

reflected acoustic field by the shell.  

� CFA Inlet and Outlet mufflers 
� CFA wrapping: for CFA airborne noise 

reduction. 

� CFA soft-mounted interface: selected 

rings and bushing concept design for 4 CFA 

feet. 

In the frame of the On-Ground diagnostic test 

one accelerometer was also placed on the panel 

close to the fan interface to evaluate if the panel 

structural vibrations can influence the measured 

internal SPL. A hammer test on the CFA interface 

panel was performed to evaluate if the avionic panel 

has a resonance in the octave band of 500Hz that 

could be excited by the CFA forcing function 

inducing a synergetic effect on emitted noise. The 

response of this accelerometer is shown in figure 18. 

By this check a clear resonance frequency around 

550 Hz was found. 
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Fig. 18 hammer test���� acceleration (auto-spectrum) 

acquired on avionic panel. 

In order to evaluate if the avionic panel is really 

excited at this resonance (producing noise as a 

loudspeaker), the fan was structurally decoupled 

from the avionic panel (Figure 19). In this figure is 

clearly evident that the vibrations of Cabin Fan 

panel influences the SPL measured by Internal 

Microphones. Consequently a better effective anti-

vibration mount at CFA-to-panel mechanical 

interface is needed. 

 

 

Fig. 19 CFA “on”���� acceleration (auto-spectrum) 

acquired on avionic panel 
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The following acoustic passive means have been 

implemented on ATV Jules Vernes and tested: 

� CRG acoustic box 

� Conveyer 

� Multilayer partition wall 

� CFA acoustic box 

� CFA wrapping 

� CFA Inlet & Outlet mufflers 

� CFA soft-mounted by Armaflex washer by 

reducing on orbit by 1/3 of the nominal screw 

torque 

 

Even if the expected ATV internal SPL is non 

compliant vs. NC50 in some octave bands (up to 

+9dB at 2000Hz), the expected overall value 

(63.05dBA) is lower than the ESA SpaceLab one 

(67.51dBA) as shown in table 3 and in figures 20, 21 

and 22. 

Based on this consideration and by the fact that 

ATV is a cargo with a specified maximum 

continuously acoustic exposure of 8 hours the non 

compliance vs. NC50 can be accepted without any 

voice communication degradation and hearing 

damage risk. 

 

 

Table 3 Diagnostic tests performed vs. implemented 

recovery actions 
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Fig. 20 Effect of the different recovery actions vs NC50 

and vs Spacelab performance 
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Fig. 21 Comparison between dBA due to the Effect of 

the different recovery actions vs NC50 dBA and 

Spacelab ones 

 

 

Fig. 22 Achieved noise reduction by implementing the 

selected acoustic recovery actions. vs NC50 dBA and 

Spacelab noise criteria curve. 

7 Conclusion 

These successful industrial experiences shows the 

suitability of the TAS-I Design Verification process 

based on the Budget allocation via Mechanical 

Power and integrated Analysis/Test approach 

developed to verify and control both the Micro-g 

and the Audible Noise/Human Vibration 

Environments requirements.  

All the manned modules as MPLM, Columbus 

and Node 2 & 3, designed by this control strategy 

are fully compliant to both the Comfort requirement 

and to the Micro-g ones. 

It can therefore be stated that there is a sound 

chance to fulfil NC50 requirement also on other 

future modules / projects as (for instance) the Moon 

and Mars Sites. 

An additional advantage of this integrated Design 

Strategy is that by limiting the mechanical power 

also the structure-borne and the airborne noise 

contributions are mutually controlled with obvious 

benefits on the on-Orbit Vibro-acoustic Environment 
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(i.e. Audible Noise, Human vibration & Micro-g 

requirements). 

This design methodology, besides the technical 

effectiveness, has an additional benefit, the financial 

cost reduction if compared to "classic" design 

approaches (based on sound pressure level). 

Experience shows that without any Design Control 

process from equipment up to system level there is 

the potential for strong impact on schedule and cost 

to retrieve the eventual non-compliance. 
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Abstract  

Inflatable structures are specific applications of 

membrane or any ultra-low-mass hybrid 

structures with an extensive use of membranes. 

They have many applications such as solar 

arrays, communication systems, human 

habitats, planetary surface exploration, radar 

and reflect arrays. The Inflatable Airlock (IAL), 

here given, has been developed in the 

framework of the Piemonte regional project 

STEPS (Sistemi e Tecnologie per l'EsPlorazione 

Spaziale), and its main application is the extra 

vehicular activity. Its inflatable structure 

characteristics could also permit the multi-

purpose applications since it can be lower in 

mass and packaged in smaller volumes. The 

main IAL functional elements are the 

deployment mechanism and the inflatable wall. 

The final configuration uses telescopic beams 

and floor panels which are the simpler elements 

from a kinematic point of view. A Finite Element 

analysis has been performed after a preliminary 

sizing and the CAD modeling. 

 

 

1 Introduction 

Inflatable manned modules offer the 

possibility to deploy on-orbit large structures 

and they have high habitable volumes in spite of 

a reduced volume at launch due to their high 

packaging capability. The inflatable wall of 

these modules is a multifunctional system 

composed of several layers, each layer has to 

accomplish a specific function and to satisfy a 

set of different requirements [1], [2]. 

The idea of inflatable structures has been 

considered for many years because their 

applications could be numerous. Inflatable 

structures range from hot air balloons and 

airships to structural air beams and space suits 

with interesting design challenges. However, 

when these design challenges are met, 

inflatables often perform a function that would 

be difficult, if not impossible, to achieve with 

stiff metallic or composite structures. Whether 

the end is to have a module with a working 

volume larger than the volume in the launch 

vehicle or a space suit that must be flexible 

when it is under pressure, inflatable fabrics 

provide a design which creates structures that 

satisfy these needs. One of the latest design 

challenges comes from the need to work, live, 

and travel in space for long periods. The large 
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volume needed to live in space is not only used 

to store the equipment and to sustain life, but 

also to provide important psychological benefits 

for the crew [3].  

    A structure capable of sustaining life in the 

harsh space environment is a big design 

challenge, when full integrated structures need 

to be larger than the volumetric payload 

capacity of conventional launch vehicles, fabric 

inflatable modules become an attractive 

alternative to metallic structures. There are 

many design challenges involved in the 

developing of large fabric structures for space 

applications. The first one is to create the 

structure itself, which must be able to withstand 

the extremely high loads caused by both the size 

and internal pressure. The second challenge is 

the protection of the structure from the harsh 

space environment (see for example micro 

meteorites, extreme thermal changes, radiations 

and the atomic oxygen). In real operative 

missions, the first step is the substitution of a 

rigid classic module with an inflatable one, but 

the design of this structure could be appropriate 

only for specific uses. This is the easier way to 

test the inflatable technology for manned 

modules in space field keeping the maximum 

safety. Surface exploration missions in Lunar 

environment needs a joint airlock to enabling 

Extra Vehicular Activity (EVA) missions, in 

this case the main problem is the lunar dust. An 

airlock is a device which permits the passage of 

people and objects between a pressure vessel 

and its surroundings minimizing the change of 

pressure in the vessel and the loss of air from it. 

The lock consists of a small chamber with two 

airtight doors which cannot simultaneously be 

opened. The idea is an Inflatable Airlock which 

will be deployed only by gas inflation [1]-[3]. 

   The Inflatable Airlock (IAL) developed in the 

framework of the Piemonte regional project 

STEPS (Sistemi e Tecnologie per l'EsPlorazione 

Spaziale) has the extra vehicular activity as 

main application. However, it could be extended 

to many other applications with slight 

adjustments in order to obtain a  multi-purpose 

structure. 

    A preliminary design of the IAL has been 

given in order to have a reference configuration 

which could be improved. The IAL is attached 

to a manned module and it must allow the crew 

egress to the external, moreover it is subjected 

to pressurization and de-pressurization cycles. 

The airlock has an inflatable segment which 

permits the crew egress from the Rover and it 

must a priori be pressurized. The IAL, here 

proposed, has a diameter of 1900 mm and a 

length of 2400 mm. The deployment of the IAL 

must be completely passive. The main 

requirements for the whole structure can be 

classified as: functional and system 

requirements for the IAL wall, environmental 

requirements, physical requirements, 

operational requirements, structural wall 

material configuration requirements, structural 

restraint requirements, bladder requirements, 

internal barrier requirements. These 

requirements will be discussed in details at the 

conference and not in this paper for the sake of 

brevity. 

   The present work is structured in five main 

parts. The main possible configurations are 

discussed in Section 2, the best one is a 

combination of the second and third 

configuration and its deployment mechanism 

will be analyzed in Section 3 via a preliminary 

design. The inflatable structural restraint and 

global analyses  are performed in Sections 4 and 

5, respectively. Finally, Section 6 gives the 

main conclusions.  

2 Evaluated Configurations 

     The first step of this work is the definition of 

a preliminary configuration for the inflatable 

airlock. A reference design is highlighted in 

order to develop the whole project. The main 

task of the IAL is to allow the link between a 

rigid habitation module (for example the Rover 

in this case) and the external environment. 

Connections to the exit and re-entry must be 

guaranteed by the module. The structure must 

be able to support loads generated by crew 

passage as well as by several pressurization and 

de-pressurization cycles. The main purpose is to 

allow crew operations in an optimal way. 
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   The general configuration of an IAL can 

mainly be divided in the following two 

functional elements: 

• inflatable wall; 

• deployment mechanism. 

     The inflatable wall is a multilayered structure 

made of several layers, each one has a specific 

function. The deployment mechanism is thought 

as a passive element, it follows the inflatable 

structure without motors, springs or others third 

part assistances. The deployment movement is 

actuated only by the inflation and, therefore, by 

the differential pressure between the internal 

volume and the external environment. This 

structure must accomplish two main tasks: the 

first one is to bind up the inflatable wall in a 

right deployment sequence, the second task is to 

block off it in two particular positions (retracted 

and completely deployed). The mechanism must 

provide the appropriate structural integrity for 

the whole IAL and it allows the operative load 

mission support.  An example for a general 

configuration of the IAL is given in Fig. 1. 

 

 

Fig. 1 IAL general configuration 

    Three main configurations have preliminary 

been analyzed, they are described in details in 

the following subsections. The best one appears 

a combination between the second and the third 

configuration. 

2.1 Configuration 1: deployment 

mechanism with compass opening arms 

   This deployment mechanism is made of 

several parts, each one with different features. 

As first approximation the structure can be 

divided into: 

Fixed frame, this element is an integral part of 

the Rover. Therefore, it is fixed while inflatable 

shell can be deployed and retracted. The main 

functions are: 

• to provide a connection between the 

Rover and the IAL; 

• to provide interfaces for the hatch 

between the Rover and the IAL. 

Mobile frame, this element is similar to the 

fixed frame, but it moves (along the longitudinal 

axe of the IAL) from an initial position 

(retracted configuration) to a final position 

(deployed configuration). The main functions 

are: 

• to provide interfaces for the hatch 

between the IAL and the external 

environment; 

• to provide interfaces for the supporting 

framework (in the deployed 

configuration the structure is like a 

cantilever beam, therefore the IAL must 

be anchored to the Rover in order to 

avoid an excessive free hand and 

deflection); 

Arms, in the deployment mechanism there are 

four arms. They are positioned in the IAL cross 

section and they coincide with the four vertices 

of a square inscribed in the circle drawn by the 

frame (fixed or mobile). Each element is made 

of two segments with a compass opening. In the 

retracted configuration the first segment is 

opposite to the second one, during the 

deployment the angle between the two segments 

increases from zero up to one hundred eighty 

degrees in the final position (completely 

deployed IAL). 

The main functions are: 

• to allow the mobile frame translation; 

• to limit the movement of the mechanism 

between the two outermost positions. 

Crosspiece, this element is positioned in the 

lower part of the airlock. It is a beam with two 

slots which allows the integral movement of the 

crosspiece together the two lower arms. The 

crosspiece must accomplish the following main 

tasks: 
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• to provide the necessary structural 

integrity of the IAL; 

• to provide the interfaces for the panel 

floor. 

    The mechanism configuration must have two 

main characteristics: the small overall 

dimension in the retracted configuration, and the 

small frictional resistance force during the 

deployment. From this point of view the 

configuration with compass opening arms is an 

excellent solution. This mechanism provides 

both the characteristics and its arms provide a 

reduced deployment dimension and limited 

friction areas. These are good characteristics for 

a passive mechanism. Thanks to this opening 

mechanism the overall dimension is smaller 

than other configurations. For example, a 

telescopic arm configuration provides a bigger 

overall dimension and a bigger resistance, 

during the movement, than this selected 

configuration. Moreover, this configuration can 

use the volume between the two frames to 

allocate the deployment mechanism. 

    This first configuration (see Fig. 2) is a good 

solution to have a retracted configuration with 

very small overall dimension and, at the same 

time, a low frictional resistance force against the 

deployment. However, at this point of the work, 

the attention is focused on the reliability of the 

mechanism. For this reason a simpler 

configuration must be defined in this work. 

From the structural reliability point of view the 

weak point of this configuration is the use of the 

compass opening arms. Each element works in a 

good way to achieve the previously discussed 

ends, but they do not ensure the best 

performance in the phase of deployment of the 

structure. At this stage, although the structure is 

subjected to its only weight, the particular 

configuration of the arms is difficult to be 

modeled and exhaustively analyzed. For this 

reason, a simpler and more reliable 

configuration is studied in this work. 

   The chosen configurations are two but they 

have very similar mechanisms: 

• Deployment Mechanism with Telescopic 

Beams (acronym used is DMTB); 

• Deployment Mechanism with Telescopic 

Floor (acronym used is DMTF). 

 

 

Fig. 2 Configuration 1 of the IAL 

2.2 Configuration 2: deployment 

mechanism with telescopic beams 

(DMTB) 

     The deployment mechanism of this 

configuration (see Fig. 3) is a passive element as 

in the previous case. The deployment movement 

is actuated only by the inflation and therefore, 

by the differential pressure between the internal 

volume and the external environment. The 

DMTB is constituted by several parts, each one 

has different features. As first approximation the 

DMTB can be divided into: 

Fixed frame, this element is very similar to the 

previous configuration. The main difference is 

the connection part. However, the main 

functions are the same: 

• to provide connection between the Rover 

and the IAL; 

• to provide interfaces for the hatch 

between the Rover and the IAL. 

Mobile frame, the mobile frame is quite similar 

to the fixed one, and it moves (along the 

longitudinal axe of the IAL) from the initial 

position (retracted configuration) to the final 

position (deployed configuration). The main 

functions are: 

• to provide interfaces for the hatch 

between the IAL and the external 

environment; 

• to provide interfaces for the supporting 

framework (in the deployed 

configuration the structure is like a 
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cantilever beam, therefore the IAL must 

be anchored to the Rover in order to 

avoid an excessive free end deflection); 

• to provide interfaces for secondary 

elements, such as the contact surface 

ladder. 

Telescopic beam, in the deployment 

mechanism there are four telescopic beams. 

This is the core of the mechanism which 

characterizes this configuration. Each element is 

made of three cylinders, which slide into each 

other. The main functions of the telescopic 

beam are: 

• to permit the mobile frame translation; 

• to limit the movement of the mechanism 

between the two outermost positions. 

 

 
Fig. 3 Configuration 2 of the IAL 

2.3 Configuration 3: deployment 

mechanism with telescopic floor 

(DMTF) 

     The telescopic floor employed in this 

configuration is a passive element too. The two 

lower telescopic beams are replaced by only one 

telescopic element which is a panel floor. This 

is the main difference between this 

configuration (see Fig. 4) and the second one 

with four telescopic beams. The mechanism is 

the same if we consider all the other features. 

The DMTF does not need any other element 

(for example the panels of the compass opening 

arms in the configuration described in the 

Section 2.1) to provide the passage of crew up 

to the external hatch. The described deployment 

mechanism, except for the telescopic floor, is 

constituted by the same parts of the previous 

configuration, and they also have the same 

functions. The working sequence is very 

similar. 

 

Fig. 4 Configuration 3 of the IAL 

Summarizing these aspects: 

Fixed frame, this element is very similar to the 

fixed frame of the previous configuration. The 

main difference is the lower connection zone. 

The main functions are exactly the same: 

• to provide connection between the Rover 

and the IAL; 

• to provide interfaces for the hatch 

between the Rover and the IAL. 

Mobile frame, it is very similar to the fixed 

equivalent frame. The main functions are: 

• to provide interfaces for the hatch 

between the IAL and the external 

environment; 

• to provide interfaces for the supporting 

framework (in the deployed 

configuration the structure is like a 

cantilever beam, therefore the IAL must 

be anchored to the Rover in order to 

avoid an excessive free end deflection); 

• to provide interfaces for secondary 

elements, such as the contact surface 

ladder. 

Telescopic beam, in this deployment 

mechanism there are only two telescopic beams 

which are located on the upper section of the 

structure. The main functions of the telescopic 

beams are: 

• to permit the mobile frame translation; 

• to limit the movement of the mechanism 

between the two outermost positions. 
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Telescopic floor, the two lower telescopic 

beams of the second configuration are replaced 

by a telescopic floor element. The telescopic 

floor is made of three box-type elements, with 

rectangular section, which slide into each other. 

The  telescopic floor functions are exactly the 

same of the equivalent beams.  

    The final configuration analyzed in this work 

is a combination of the DMTB and DMTF. 

3 Preliminary Design of the Deployment 

Mechanism  

    The structure analyzed in this section is a 

combination of the DMTB and DMTF 

configurations, it has four telescopic beams and 

the telescopic floor positioned over the two 

lower telescopic beams. A preliminary design of 

the IAL deployment mechanism is given via a 

simple analysis. A FE (Finite Element) model of 

the structure is created after a preliminary 

evaluation of each element.  

   The geometrical data are summarized in Tab. 

1, the loading data in Tabs. 2 and 3, and the 

material data in Tab. 4. 

 

 
Tab.1 Overall dimensions 

 Mass[Kg] 

Crew Member 75 

Space Suit 100 

Tab.2 Crew and space suit masses 

 Gravity acceleration 

[m/s^2] 

On Earth surface 

g0 

9.81 

On Lunar 

surface gMoon 

1.622 

Tab.3 Gravity acceleration on the Earth and Moon 

surface 

 

 

 

Material Al7075 

Aluminum Alloy 

Elastic Modulus 

[MPa] 

71044 

Elastic Modulus 

Compression [MPa] 

73114 

Tensile Yielding 

[MPa] 

317 

Tensile Ultimate 

[MPa] 

393 

Compression 

Yielding [MPa]  

310 

Shear Ultimate 

[MPa] 

255 

Bearing Yielding 

[MPa] 

524 

Bearing Ultimate 

[MPa] 

661 

Density [kg/m^3] 2795 

Poisson Modulus 0.33 

Tab.4 Al7075 Aluminum Alloy properties 

 

     The preliminary design is based on an 

oversimplified structural configuration. From 

this point of view the IAL structure could be 

considered as a beam fixed at one edge. This 

preliminary analysis considers the maximum 

load applied on the beam free edge as shown in 

Fig. 5. This case allows a simple preliminary 

bending design of the structure to be 

accomplished. 

 

                        Fig. 5 Oversimplified IAL structure 
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3.1 Finite element analysis  

       A Nastran FE Model [4]-[6] is here 

discussed for the only deployment mechanism. 

It is based on the configuration given in Fig. 6 

where the telescopic floor is added to the two 

lower telescopic beams. The internal structural 

core design is based on a cage like structure, 

made of four telescopic longerons connected to 

fixed and mobile frames. Each frame is like a 

bulkhead ring which provides interfaces for all 

the inflatable shell functional layers [4]. 

 

 
 

Fig. 6 Chosen deployment mechanism 

 

     The transverse displacement due to the force 

applied on the mobile frame is shown in Fig. 7. 

The maximum displacement is 0.79 mm. In 

order to limit the transverse displacement, the 

structure is stiffened by two cables between 

each upper and lower telescopic beam. The 

maximum value of displacement is 3.44 mm in 

the mobile frame and 2.88 mm in the fixed 

frame. These values are not the real 

displacements because of three reasons. The 

first reason is that the mobile frame constraint 

interests only few nodes. The second one is that 

the pressure is applied only inside the frames, in 

the real case there is also a pressure in the 

exterior face of the frame and for this reason the 

gradient is smaller. The third reason is that the 

employed pressure is four times bigger than the 

operative pressure of the inflatable airlock. 

     The Von Mises stresses caused by forces are 

shown in Fig. 8. The maximum value is located 

in the beams and it is the same of the cable 

stress. This stress is much smaller than the 

tensile yielding value. 

 

 
 

Fig. 7 Deployment mechanism transverse 

displacements 

 

    

 
 

 
 

Fig. 8 Deployment mechanism stresses 

4 Inflatable Structural Restraint 

    The structural restraint configuration (see Fig. 

9) is described in this section. It is made of a 

cylindrical barrel combined with two toroidal 

ending parts. Then, a simplified FE model of the 

inflatable shell [4], using Nastran solver [5], [6], 

is given and the load fluxes are evaluated when 

1 bar internal pressure is applied. This  

evaluation is related to the ribbon number 

required to sustain the applied qualification 

pressure level in the different areas of the 

inflatable shell. The minimum detected 

allowable flux for ribbons is obtained. 
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Fig. 9 Inflatable shell shape 

 

    The Nastran FE Model (see Fig. 10) is based 

on a configuration with a uniform shell 

thickness of 1 mm in order to perform a first 

check of the load fluxes in the restraint layer. 

The target is to validate the results obtained 

with the preliminary simplified analytical 

solutions. A structural restrain model has been 

obtained via MSC.Patran pre/post-processing 

software [5], [6]. 

 

 
 

 
 

Fig. 10 Lateral and isometric views of the mesh. 

 

    The displacement and stress evaluations for 

the shell are given in Figs. 11 and 12, 

respectively. 

 

 
 

Fig. 11 Overall shell displacements 

 

 
 

Fig. 12 Overall shell stresses 

5 Inflatable Airlock Global Analysis 

    The FE models previously created and 

analyzed for both the deployment mechanism 

and the inflatable structural restraint are here 

assembled to create a mathematical model for 

the  entire inflatable airlock. The FE model 

created is analyzed to verify the whole structure 

[4]-[6]. 

    The mathematical model is built through the 

assembly of the two previous FE models 

created. The base model is the deployment 

mechanism, the restraint FE model is built 

around the rigid mechanism.  

   Figure 13 shows the overall structural 

mathematical model, Figure 14 gives the 

applied loads and the constraints applied to the 

structure: 

• 1 Force (yellow markers); 

• 1 Pressure Load (red markers); 

• 28 Nodes with 6 degrees of freedom 

constrained (cyan markers). 

The main mathematical model characteristics 

are: 
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Fig. 13 Inflatable airlock model, isometric and 

frontal view 

 

 

 

 
 

Fig. 14 Inflatable airlock model, applied loads 

and constraints 

 
• Node Number: 1524; 

• Element Number: 2898; 

• Element Type: bar2 (stiffened ribs, 

beams, cages and ribbons), tria3 (frame 

panels, restraint 2D fabric) and quad4 

(restraint 2D basic fabric). 

Materials: Al7075 and PBO-Zylon. 

• Constraints: 28 constrained nodes for 6 

degrees of freedom; 

• Load: force and constant pressure 

applied inside the shell. 

 

   The global inflatable airlock displacements 

and stresses are shown in Figs. 15 and 16, 

respectively. 
 

 

 

 
 

Fig. 15 Global inflatable airlock 

displacements 

 

 
 

Fig. 16 Global inflatable airlock stresses 

 

6 Conclusions 

    The final configuration of the deployment 

mechanism has been obtained after a first 
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preliminary analysis. This preliminary structure 

has been analyzed with the MSC.Nastran FE 

code using qualification pressures and interface 

loads coming from structural restraint analyses. 

Results have shown stress levels which give 

positive margins of safety for all the deployment 

mechanism metallic parts. The proposed 

concepts for the structural core are considered 

as achievable. The analysis performed has 

provided a detailed evaluation of the material 

configurations based on a ribbon grid fixed to a 

below fabric. The results have defined the 

required number of ribbons in the cylindrical 

and toroidal sections of the structural wall, 

based on the applied load fluxes at the 

qualification pressure level. A detailed FE 

model analysis made with MSC.Nastran code 

has shown stress levels which  give positive 

margins of safety for all the structural restraint 

parts. Finally, a complete Inflatable Airlock FE 

model has been analyzed, the single structural 

element behaviors have confirmed the good 

quality of the project. The Inflatable Airlock is 

suitable for space applications and for 

multipurpose ends after opportune 

modifications. 
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Abstract  
 

Pyroshocks are caused by explosions of 
pyrotechnic devices attached to spacecraft 
structures and can lead to failures in electronic 
subsystems. In the so-called far-field, 
acceleration levels up to 1.000g within a 
frequency range of 10kHz are expected. 
According to existing standards pyroshocks 
have to be simulated for qualification of space 
modules which, for the far-field case, can be 
done by in-plane or out-of-plane hammer 
excitation of a plate carrying the module. By 
switching system parameters the acceleration 
signal measured at the specimen can e.g. be 
systematically influenced in order to fulfill strict 
test requirements given in terms of the Shock 
Response Spectrum (SRS). The paper 
investigates analytical mechanical models of an 
existing test setup and allows for numerical 
prediction of expected acceleration signals. The 
fast analytical procedure is verified with 
experiments and further on used for 
optimization with the help of an evolution 
strategy as well as numerical trial and error. 

1 Introduction 
The failures in space structures caused by 

pyrotechnic devices have been listed in [1] 
showing that most accidents in aerospace are 
based on excitation within high frequency 
ranges. In several standards by governmental 
organisations, such as [2], or administrations 
such as [3] and [4] pyroshock tests are defined 
including guidance for performing pyroshock 
tests. Procedure III from  Method 517 in the 
Military Standard [2] of the US Department of 
Defense includes tests that are based on 
transient mechanical excitation other than by 
electro- dynamic shakers. Mechanical impacts 
caused by hammer pendulums are able to excite 
structural frequencies of up to 10kHz at very 
high acceleration levels. For facilitating test 
procedures and synthesizing prescribed spectra 
several setups have been developed in order to 
simulate far-field pyroshocks. Examples are [5], 
[6], [7] and [8] where mechanical excitation by 
in-plane and out-of-plane impacts are achieved. 
In various shock handbooks such as [9], [10], 
[11] and [12] other test facilities for pyroshock 
simulation are presented including far-field and 
mid-field tests. In some cases, Finite Element 
models have been programmed in order to allow 
for prediction of experiments, see e.g. [13], [14] 
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pplicability allowing for accurate 
prediction of pyroshock tests. Also, 

ations are mainly 
an

the transient excitation carries the test specimen. 
The inertia of latter reacts on the plate and 
influences its structural resonances. Latter effect 

  

and [15] while in [16], [17] and [18] pure 
analytical procedures with detailed material and 
wave propagation modeling have been 
developed. However, there is a lack of fast 
analytical procedures with high modeling depth 
and practical a

optimization strategies are rarely discussed in 
this concern.  

The present paper includes the mechanical 
and mathematical modeling of an existing 
pyroshock test device including verification by 
experiments. The calcul

alytical and result in very short processing 
times which allows for fast computational 
pyroshock test simulation. 

From the mechanical point of view, an in-
plane and out-of-plane impact of a sphere on a 
plate is described in the present work with the 
help of HERTZian contact law. The solution of 
the mechanical field equations is obtained with 
the help of the RAYLEIGH-RITZ procedure. 
Additional masses are attached to the carrying 
plate which models the influence of the 
specimen on the wave propagation on the one 
hand and accounts for a possible control of the 
structural resonances on the other hand. For the 
mechanical solution of the problems textbooks 
such as [19], [20] and [21] are mentioned. At 
this point, the authors do not go into a detailed 
literature study about existing theoretical 
approaches of solving impact problems of solids 
with subsequent wave propagation. However, 
one can mention that this field has been 
investigated within the last two centuries for one 
dimensional problems such as the impact of a 
rigid sphere on an elastic rod or beam. Also, the 
out of plane impact on a plate has been studied 
even for the case of additional masses attached 
to it, as can be found in the textbooks. In 
contrast, the analytical solution of two 
dimensional in-plane impact of a sphere hitting 
the edge of an unsupported plate has not been 
found in the literature, to the best of the authors’ 
knowledge. The mentioned problem is the 
origin for the modeling of pyroshock test setups 
from [5] and [6] as shown in Fig.s 1 and 2. In 
both cases, the impact is directed in-plane and 
achieved by the hit of a hammer pendulum 

corresponding to a rigid sphere in the 
mechanical model. The plate guiding and 
reflecting the shock wave which is caused by 

 
 

Fig. 1 Pyroshock test setup from [6]  
 

can be specifically utilized in order to influence 
the expected spectral properties of the measured 
signal. 

 
Fig. 2 Pyroshock test setup from [5]  

 
According to the handbooks [9], [10], [11] 

and [12] the common procedure of evaluating a 
pyroshock in terms of its frequency and 
acceleration content is the Shock Response 
Spectrum (SRS). An acceleration signal base 
point excites an array of N single degree of 
freedom oscillators with different und ped 
natural frequencies if . The maximum 
acceleration 

am

ix tmax ( )  of each oscillator 
resulting from the input acceleration y t( )  is 
defined as one point in the double logarithmic 
SRS graph. Figure 4 shows the mechanical 
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typical far-field SRS including the 
reference SRS and tolerance lines is given in
Fig. 4. 

 

model for calculating SRS. The numerical 
calculation of the SRS data points is done by the 
widely-spread and fast SMALLWOOD 
algorithm from [22]. In order to fulfill a 
pyroshock test, usually reference SRS are given 
which have to be achieved at certain points on 
or near the specimen to be tested. An example 
for a 

 

 
Fig. 3 SRS (blue) with tolerance lines (red)  

 
Examples for further SRS graphs will be shown 
in Sec. 4 and following. The procedure of 
finding the appropriate set of system parameters 
for the pyroshock test in order to meet the 
requirements is one of the main challenges of 
the pyroshock engineers. Hence, experimental 
trial and error is often chosen as a strategy 
which is also combined with long testing 
durations and high material costs. The following 
sections include a theoretical mechanical 
modeling of the mentioned test setups including 
a numerical solution and verification with 
experiments.  

 

 
Fig. 4 scheme of the SRS calculation 

  
In addition, the analytical results are evaluated 
based on the variation of system parameters 
concerning the striking sphere as well as the 
position of the test specimen on the plate and of 

additional masses. The results are visualized and 
further optimization is made with the help of an 
evolution strategy as well as systematic trial 
and error. With the help of the developed 
material, a method of finding appropriate 
system parameters for successful completion of 
pyroshock testing of aerospace modules 
(sometimes also called qualification) is 

sk c

mass m1. The dimensions 
height, width and thickness are given by a, b 
and h respectively. 

 

suggested.  

2 Mechanical modeling 
This section deals with a brief description of 

the mechanical models used for calculating 
acceleration signals at selected points of the 
carrying plate. Two cases are investigated, 
which are, on the one hand, the out-of-plane 
and, on the other, the in-plane impact of a 
sphere on a free plate. In both cases, the plate is 
initially at rest and a rigid sphere is hitting a 
material point. Figures 5 and 6 show the 

et hes of the corresponding models, where for 
brevity, no point masses are included. E, E1 and 
ν , 1ν  denote for the elastic constants YOUNG’s 
modulus and POISSON’s ratio of the plate and 
the sphere respectively whereas 0v  is the impact 
velocity of the rigid sphere having the radius of 
curvature R1 and 

 
Fig. 5 mechanical model for out-of-plane 

 impact 
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Fig. 6 mechanical model for in-plane impact 

 
The resulting contact problem can be 

formulated with the help of the RAYLEIGH-
RITZ procedure (see e.g. [21]) by using the 2nd 
order LAGRANGE equations 

i
i i

d L L Q
dt ρ ρ

 
 

 
 

(1) 

where qi and Qi are the generalized coordinates 
and forces and  is the LAGRANGE functional 
defined in terms of the potential energy U and 
the kinetic energy T by 

L

L T U.   
(2) 

For both investigated cases, the energies of 
the plate  write as  

21T u ρdV     and      U σ ε dV
2
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(3) 

with mass density , CAUCHY stress tensor  
and work conjugate GREEN deformation tensor 

 combined by the Rayleigh product second 
order. The velocity  corresponds to either the 
out-of-plane displacement w or in-plane 
displacement u and v respectively. The energy 
Ts of the striking sphere with initial velocity  
can be written as 

ρ

u

σ

0v

ε

2
s 1

1T u
2

  1m  (4) 

Both, striking sphere and plate are coupled 
by HERTZian contact force F(t) during impact, 
see e.g. [20], which is accounted for in the 
generalized forces Qi and writes 

3
2 if d positivek dF t

if d negative0
( )

    
  

 
(5) 

in terms of the indentation  
between the colliding bodies. k is a 
proportionality factor and gives 

1 0d t u t u x t( ) ( ) ( , ) 

12 2
1

1
1

1 ν4 1 νk R
3 E E


  

   
 

 (6) 

in the specific case. For solving the problem a 
RITZ approach is formulated for the unknown 
displacements  (out of-plane) and 

,  (in-plane) in the sum form 
w x y t( , , )

t)u x y t( , , ) v x y( , ,

N

i i
i 1

N
i

i
ii 1

    w(x,y,t) = W x y  ρ t      

U x yu x y t
 ρ t

V x yv x y t

( , ) ( )

( , )( , , )
( ).

( , )( , , )





  
   

   




 

(7) 

The generalized coordinates of the problem are 
hence the N unknown time functions  and the 
single unknown displacement  of the sphere. 
By substituting Eq. (2) – (7) into (1) and 
assuming HOOKE’s linear elastic law, see e.g. 

iρ

iW x( ,

1u

[19], one obtains an initial value problem for the 
unknowns  and  with homogeneous initial 
conditions except . For  and 

 form functions have to be used 
that fulfill at least the geometrical boundary 
conditions. For the given case of unsupported 
structures with missing geometrical boundary 
values in-plane and out-of-plane eigenforms of 
free quadratic plates are used, see e.g. 

iρ

i x y( ,

1u
1u v 0 y)

iU x y V( , ), )

[23] and 
[24]. This procedure shows good convergency 
of the obtained solutions. Latter is calculated by 
fast numerical integration with MATHE- 
MATICA. 

If one intends to add M point masses km  
onto the plate at positions  and  of the 
plate the term 

kx ky

M
2

km k
k 1

1T m u x y
2

( , , )


   k t  
(8) 

has to be added to the kinetic energy in Eq. (3). 
In section 4 analytical results are compared with 
experiments conducted.  
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3 Experimental setup 
For verifying the analytical results 

experiments have been performed concerning 
impact on plates. Therefore a steel ball mounted 
on cables hits a structural point of the plate and 
excites in-plane or out-of-plane waves 
respectively.  
In the in-plane case, the plate is supported on 
steel cylinders allowing for translation after 
impact (free boundary conditions). In the out-of-
plane case the plate is freely suspended on ropes 
ensuring to the best traction free edges. Fig. 7 
shows a list including the properties of the 
involved  structural elements. 

The sphere’s as well as the plate’s velocity 
are both measured by laser vibrometers at a 
sampling frequency of 102.4kHz. The resulting 
acceleration in order to calculate the SRS (up to 
a bandwidth of 10kHz specific for near-field 
pyroshocks) is obtained by digitally deriving the 
velocity signal with respect to time. For the 
measurements no filters have been used.  

 
Fig. 7 list of material and geometrical properties of 
involved structures 
 

In Fig. 8 and 9 the experimental setups are 
shown in a schematic. 

 

Fig. 8 schematic of in-plane test 
 

 
Fig. 9 schematic of out-of-plane test 
 
 

4 Results  
Based on the analytical and experimental 

investigations a comparison between themis 
presented in the present section. Therefore, 
measured (red dashed line) and calculated (blue 
line) acceleration signals due to impact are 
shown in Fig. 10 and 12. The corresponding 
SRS calculated with the SMALLWOOD 
algorithm are visualized in Fig.s 11 and 13. 

In the out-of-plane case the sphere hit the 
plate at position x = 0.0m and y = -0.4m and at 
impact velocity of 0.292 m/s whereas the 
resulting velocity has been measured at the 
center of the plate. 

 

 
 Fig. 10 comparison of out-of-plane acceleration 
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Fig. 11 comparison of out-of-plane SRS 
 

 
 
Fig. 12 comparison of in-plane acceleration 
 

In the in-plane case the plate was hit by the 
sphere in the center of the left edge as seen in 
Fig. 6. The impact velocity of 0.774 m/s has 
been measured at the back side of the sphere, 
where the plate velocity was measured at the 
opposite side of the impact. The given plots do 
not include measurements with additional 
masses. These have been successfully 
conducted and presented in [25] delivering 
results of similar quality. 
 

 
 

Fig. 13 comparison of in-plane SRS 
 
Based on the presented data one can conclude 
that the analytical models represent the test 
setups well and can be used for further 
analytical investigations. 

CEAS 2011 The International Conference of the European Aerospace Societies 

5 Parameter studies 
In order to make predictions of pyroshock 

tests of the presented test setups possible the 
authors present results of parameter studies 
obtained with the help of the analytical models 
from section 2. Therefore selected system 
parameters such as impact velocity, radius of 
curvature, material and mass of the sphere are 
varied individually while all other parameters 
are kept constant. The default configuration of 
the system parameters will be further on called 
basic configuration (and is different from Fig. 
10 to 13). The same procedure is conducted 
with the specimen’s mounting position as well 
as location and position of additional masses. 
The procedure is similar to a partial derivative 
and reveals qualitative tendencies of SRS 
characteristics due to the change of system 
parameters. For brevity the authors present 
selected results which are shown in Fig. 14 to 
17.  

In the out-of-plane case the basic 
configuration contains the geometrical values of 
Fig. 7 with a sphere’s impact velocity of 0.5m/s, 
the impact location at x = 0.0m, y = -0.4m and 
specimen’s mounting position at x = 0.0m, y = 
0.0m. In the examples shown no additional mass 
is attached. The basic configuration for the in-
plane case is also represented by the values of 
Fig. 7 as well as an impact velocity of 1.0m/s. 
The impact takes place at x = -0.5m and y = 
0.0m whereas the specimens mounting point is 
assumed to be at x = 0.5m and y = 0.0m, the 
same location at which an additional mass is 
attached in the model. In Fig. 14 to 17 the black 
solid lines represent the basic configuration 
which allows for qualitative conclusions 
concerning the influence of the parameter 
assigned in the corresponding caption. 

Fig. 14 shows, for the out-of-plane case, the 
influence of the SRS in terms of increasing 
impact velocity resulting in an upward shift of 

 
1303



Computational simulation of far-field pyroshocks including experiments and optimization 

the curve whereas an increasing impact mass 
leads to increasing SRS values in the lower 
frequency range, see Fig. 15. For the in-plane 
case Fig. 16 visualizes the effect of an 
additional mass attached to the carrying plate. 
The frequency knee shifts to the left with 
increasing mass which is, from the physical 
point of view, plausible. Finally, in Fig. 17 the 
influence on an SRS curve by a change of the 
specimen’s mounting point can be seen. 

 

 
Fig. 14 influence of SRS by variation of impact 
velocity, out-of-plane case 

 
Similar to the presented plots, all mentioned 

variations are predictable within the chosen 
analytical model which finally leads to the 
authors’ idea to implement the model within an 
optimization strategy or, at least, to 
systematically influence the SRS using the 
qualitative results from this section. 

 

 
Fig. 15 influence of SRS by variation of sphere’s mass, 
out-of-plane case 
 

 
Fig. 16 influence of SRS by variation of additional 
mass, in-plane case 
 

 
Fig. 17 influence of SRS by variation of specimens 
mounting point, in-plane case 

6 Optimization 
This section presents results from an 

evolution strategy which allows for finding the 
optimum system configuration leading to SRS 
that meet specific test requirements. Finally, the 
authors show an example of achieving the same 
goal by analytical trial and error. 

 
6.1 Evolution Strategy 
 

The evolution strategy according to 
RECHENBERG [26] is based on the 
formulation of a target function Q(r) which has 
to be optimized in terms of the set of N 
variables r. In the present case the authors 
define 
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i  (9) 

where SRSi(r) denotes for the ith of M data 
points of the SRS corresponding to the set r of 
system parameters. The value SRSref,i is the 
“desired” reference data point required by the 
test specifications. This SRS will be further on 
denoted by Reference SRS. In order to find a 
minimum error, the following algorithm is used 

i i i
A P

i i i
Ai 1 A P

P i
P

r   r z

r if    Q(r ) Q(r )r    
elser



  

    
  

 
(10) 

where, based on a arbitrary starting 
configuration, an descendant configuration  is 
found with the help of the random number  
within a radius  around the parent 
configuration . The descendant configuration 
becomes the parent configuration of the next 
generation i+1 if it leads to a better quality 
Q( ). Based on an arbitrarily chosen starting 
configuration (start SRS) for the in-plane 
pyroshock test the authors successfully 
generated an optimum system configuration that 
meets the requirements of the test specification. 
Here, Fig. 18 shows the reference SRS (red 
solid line), the tolerance lines (red dashed line) 
as well as the start SRS (blue solid line) which 
obviously does not meet the test conditions. The 
quality for the start configuration is Q = 0.406. 
857 mutation steps later using the presented 
strategy the result shown in Fig. 19 has been 
obtained giving Q = 0.053 and leading to 
promising results. Basically, the evolution 
strategy can also be pursued experimentally. 
However, by analytically finding optimum 
configurations material costs are minimized.  

i
Ar

iz


i
Pr

i
Ar

 

 
Fig. 18 Example for evolution strategy: start SRS 
(blue), reference SRS (red solid) and tolerance lines 
(red dashed) 
 

 
Fig. 19 optimum SRS found with evolution strategy 

6.2 Trial and Error 
 
As an alternative utilizing the qualitative results 
from the parameter studies in Sec. 5 the authors 
present the results from analytical trial and error 
procedures representing, in a purely 
computational way, the SRS synthesizing 
technique applied by many pyroshock test 
engineers. In order to allow for a comparison 
with the results from the evolution strategy the 
start SRS is chosen to be identical with Fig. 18 
from the previous subsection. By successively 
changing only one system parameter in small 
increments the authors achieved the SRS from 
Fig. 20 within 30 mutations (compared to 857 in 
Sec. 6.1). The specific modifications included 
[1.] increasing v0, [2.] decreasing R1, [3.] 
increasing m1, [4.] changing the mounting point 
and [5.] decreasing v0. Hence, on can argue 
that, at least for the specific case, the qualitative 
knowledge about how to influence the SRS by 
changing system parameters can be helpful for 
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systematic analytical trial and error. Compared 
to experimental trial and error, the presented 
computational procedures promise a high 
potential in order to increase the efficiency of 
pyroshock tests performed by the initially given 
test setups. 
 

 
Fig. 20 optimum SRS found with analytical trial and 
error 

7 Conclusion 
After giving an overview on existing works 

dealing with pyroshock simulation and pointing 
out the lack of analytical procedures for reliable 
prediction of test results an analytical procedure 
has been presented including a high depth in 
mechanical modeling with the help of the 
HERTZian contact theory and the RAYLEIGH-
RITZ procedure. The comparably simple setups, 
which are the origin for the analytical 
considerations in this work, allow for a fast 
computation and can be implemented into 
common optimization strategies which has been 
exemplary done with an evolution strategy as 
well as with analytical trial and error. The 
analytical results have been compared to those 
obtained from experiments conducted. The 
results are promising and allow for further 
investigation concerning tests with real modules 
as well as including effects of structural 
damping and vibrations caused by the internal 
structural elements of the test specimen. 
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Abstract  
This paper focuses on the autonomous relative 
navigation of LEO satellite formations. 
Specifically, a CDGPS technique is addressed 
using a cascade-combination of dynamic and 
kinematic filters which processes double 
differenced code and carrier measurements on 
two frequencies to get centimeter-level baseline 
estimates. In order to improve navigation filter 
robustness against poor GPS geometry and 
noisy measurements, the CDGPS filter is 
augmented by inter-satellite local ranging 
measurements with decimeter-level range 
accuracy, as the ones provided by ranging 
transponders or GNSS-like systems. 
Performance of the augmented filter is tested by 
numerical simulations of orbital configurations 
characterized by short, varying baselines, 
relevant to next generation Synthetic Aperture 
Radar missions. Numerical results show that the 
augmented filter is able to preserve the 
centimeter-level accuracy of the relative 
navigation also in the cases in which the 
CDGPS-only filter exhibits a degraded 
accuracy due to a poor GDOP or a limited 
number of GPS satellites in view. 

1 Introduction  
Many present and future space missions for 

Earth remote sensing, observation of the 
universe, and Earth gravity field mapping rely 
on multiple platforms flying in formation. In 
some cases, the platforms act coordinately to 
synthesize a unique payload; in other cases, the 
platforms complement to each other so to 
magnify mission scientific goals. Formation 
flying offers many performance and operational 
advantages with respect to traditional space 
systems, but at the same time the maintenance 
of prefixed relative orbital paths among the 
various platforms is crucial to achieve specific 
mission goals. This requires implementing a 
robust communication interlink between the 
various platforms, and performing autonomous 
relative navigation and control. 

Many applications require the determination 
of the satellite separations with centimeter-level 
accuracy to control the satellite relative 
positions, especially when they come closer as a 
result of the relative orbital path, or at the sub-
centimeter level to achieve scientific goals [1]. 
For determining the relative position, advanced 
technologies based on GPS, vision and laser 
systems have been proposed, and a number of 

Fusion of inter-satellite Ranging and Carrier-Phase 
Differential GPS for autonomous relative navigation in LEO
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missions are being performed for in flight 
demonstration of these technologies [2]. 

With reference to LEO formations, Carrier-
phase Differential GPS (CDGPS) is a promising 
technology for relative navigation. Previous 
studies show that processing Single (SD) or 
Double Difference (DD) carrier-phase 
measurements within dynamic filters allows 
determining the satellite relative positions with 
high accuracy. Sub-centimeter level accuracy 
has been demonstrated for satellite formations 
characterized by separations from a few 
kilometers to hundreds of kilometers [3]-[6], 
although for large separations only in post-
processing.  

A major technical problem in implementing 
CDGPS is solving for the unknown integer 
number of cycles (integer ambiguity). 
Moreover, accuracy and robustness of the 
integer solution has to be preserved against the 
varying number of common-in-view satellites, 
and ephemeris and ionospheric differential 
errors, especially when separations are highly 
variable, with the satellites continuously coming 
closer and departing from each other because of 
the relative orbital path. This is the case of 
remote sensing applications in which several 
orbits (parallel, pendulum, helix) are typically 
proposed to reflect next generation 
monostatic/bistatic spaceborne Synthetic 
Aperture Radar (SAR) mission needs in LEO 
[1],[7]. 

In addition, navigation filter performance and 
robustness can be degraded in case of poor GPS 
geometry, and when a reduced number of GPS 
measurements is available or anomalous data 
are gathered. Finally, it is well known that GPS-
only measurements commonly attain poor radial 
accuracy.  

To overcome the limitations of a GPS-only 
navigation system, augmented CDGPS 
technologies can be implemented [8]-[11]. 
Specifically, local inter-satellite ranging signals 
can be exploited to improve accuracy and 
robustness of CDGPS-based relative navigation. 
In particular, in [9] it is demonstrated that for 
baselines of a few kilometers local ranging 
measurements can be properly combined with 
GPS measurements to provide a sufficient 

number of measurements and adequate 
geometry to solve for the relative position and 
velocity states with high accuracy. In [11] the 
augmentation of CDGPS with direct ranging 
measurements is suggested as a way to enable 
more rapid and stable converge of the 
navigation filter solution, especially when the 
separation among the satellites increases as a 
result of the relative orbit.  

The local ranging measurements can be 
provided by an Inter-Satellite RF (Radio 
Frequency) or optical link [8]. In particular, the 
RF inter-link can be used also for large 
separations and satisfies the requirement of data 
distribution among the satellites of the 
formation. Indeed, GPS data have to be 
exchanged between the various satellites to 
form the differential GPS observables needed 
for CDGPS relative navigation. The RF link can 
be implemented by means of ranging 
transponders [8],[11]-[13] or GNSS-like signal 
based systems [8]-[9], as the one experimented 
in the PRISMA mission [10]. 

The availability of local ranging 
measurements not only improves the accuracy 
and robustness of a GPS-only relative 
navigation system, but also improves the 
accuracy in the radial component determination. 
Indeed, as shown in [14], an inter-satellite 
ranging system measuring the along-track 
baseline variations over the time can be in 
principle used to evaluate the differences in 
semi-major axis between the satellites. Any 
difference in semi-major axis is related to the 
radial separation between the satellites [15]. 

In a previous work [16] the authors presented 
a CDGPS-based filtering approach for precise 
relative navigation of LEO formations 
characterized by a computational load 
compatible with real-time on-board operation 
requirements. The approach relies on using an 
Extended Kalman Filter (EKF) combined in 
cascade with a kinematic filter. The dynamic 
filter outputs accurate estimates of the floating 
values of the DD integer ambiguities, whose 
integer values are extracted by the LAMBDA 
method [17]. They are then processed in the 
kinematic filter to obtain precise relative 
position estimates. Centimeter level accuracy 
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has been demonstrated in [16] even though a 
degradation of the accuracy has been observed 
under worst-case conditions (poor GPS 
geometry, reduced number of satellites in 
common view, large separations), especially in 
the radial direction. 

 

 

Fig.1Illustration of relative observation geometry with 
GPS satellites (SV) and ISL. 

 
To overcome these limitations, in the present 

paper, the proposed filtering approach is 
generalized by introducing Inter-Satellite Link 
(ISL) ranging measurements in combination 
with the GPS ones (Fig. 1). The benefits of 
fusing ISL and GPS measurements are assessed 
by comparing the filter performance when 
processing both observables to the standard 
GPS-only filter proposed in [16]. The filter 
performances are ascertained by means of 
numerical simulations of a formation of two 
satellites, a chief and a deputy, flying according 
to different orbital configurations characterized 
by varying inter-satellite distances. Worst case 
conditions in terms of GPS satellite observation 
geometry and ionosphere activity are accounted 
for. 

2 Inter-satellite ranging 
Different technologies can be used for inter-

satellite ranging. Those technologies can be 
classified in RF, optical or laser and laser 
interferometry. In the considered scenario, 
however, optical or laser metrology cannot 
achieve satisfactory performance being typically 

characterized by limited range and/or limited 
field of view. RF metrology based on ISL relies 
on local transmission/reception of ranging 
signals without using the Global Navigation 
Satellite System (GNSS) constellations. In this 
context different technologies can be potentially 
exploited: 

- GNSS-like signals 
- Transponders 
- Ultra-Wide Band (UWB) signals 
- Wireless based 

The technology based on GNSS-like signal is 
undoubtedly the most mature, taking advantages 
of well-assessed experiences on GNSS 
hardware and software operational issues. These 
systems rely, in principle, on one-way ranging 
signals whose structure can be the same as 
conventional GPS C/A transmissions [8]. This 
technology is therefore influenced by classic 
GPS error sources and uncertainties: the ranging 
measurement is actually a pseudo range, 
including also transmitter and receiver clock 
biases and signal propagation delays. Carrier-
phase observables can be also derived and used 
for ranging but only after ambiguity resolution 
and removal. 

A ranging system, based on GNSS-like 
signals, was embarked, tested and validated on 
PRISMA mission [9]. The system, whose 
operational range is a few tens of km, is actually 
characterized by a dual-frequency S-band 
configuration, which allows performing carrier 
ambiguity resolution by wide-lane techniques. 
In addition, each transmitter is also able to 
receive GNSS-like signals generated by the 
other satellites of the formation. In this way 
relative clock drifts between the platforms can 
be monitored. Finally, a multi-antenna 
configuration allows precise line-of-sight (LOS) 
determination by properly processing multiple 
carrier phase observables. The overall system 
mass is about 10 kg with 30 W power 
consumption. The system demonstrated 1 m 
ranging accuracy by code acquisition, and 1 cm 
accuracy by processing carrier phase 
observables after ambiguity resolution. Similar 
approaches can be found also in [19]-[20]. 
Specifically, a GNSS-like signals based system 
was proposed for RF metrology in Ka-band. 
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Again, for such a system clock biases must be 
calculated and carrier-phase measurements have 
to be used for accurate LOS determination by 
multiple antenna systems. 

As far as transponder-based technology is 
concerned, a two satellite scenario can be taken 
as a reference. The inter-satellite distance is 
determined by the two-way path delay of a 
signal transmitted by the first satellite, received 
by the second and then transmitted back by the 
second satellite, usually using a different carrier, 
after a default, short, time span. This two-way 
round-trip ranging technique eliminates the need 
for high accurate clock synchronization. The 
technique however is still influenced by 
propagation delays depending on the selected 
carrier frequency and the considered inter-
satellite distance. The performance achievable 
by available transponders can greatly vary 
depending on the transponder technology and 
adopted transmission protocol. An example of 
such a system is the Tracking and Data Relay 
System (TDRSS) developed by NASAs and 
including a S-band ranging transponder [21]. In 
[8] the same concept is applied to LEO 
formations and a system design is presented 
able to guarantee 30 cm ranging accuracy up to 
1000 km baselines with reduced mass (4 kg) 
and power consumption (about 10 W). If an 
orbital propagator is used also line-of-sight 
(LOS) estimations can be performed. A 
different approach was developed in [11] where 
a transponder is presented based on long code 
sequences (P-code like) modulated on Ku-band 
signals able to achieve 1 cm ranging accuracy, 
thus avoiding ambiguity resolution issues. The 
operational range of such a system is limited to 
a few km. Likewise, a transponder-based system 
for ranging measurement is proposed in [22] 
able to guarantee 5 cm ranging accuracy by 
code only measurements. Specifically, short 
code sequences are used for signal tracking and 
locking whereas long-code sequences guarantee 
high accuracy ranging measurements. For 
completeness it is important to point out that 
even though range measurements derived by 
transponders are not affected by clock biases, 
the synchronization of those data to a common 

mission time reference (e.g. GPS time) could 
also involve managing clock biases. 

UWB ranging techniques involve the 
transmission of short electromagnetic pulses via 
a current radiating antenna. These short pulse 
width signals (less than 1 ns pulse width) have 
very large signal bandwidths (1-2 GHz). In 
contrast to most continuous wave ranging 
techniques, ultra-wideband signals have no 
carrier and are inherently spread spectrum, 
making them more immune to multipath errors 
due to interference from a reflected carrier wave 
signal. In [23], an UWB ranging system is 
developed and tested in anechoic chamber. The 
experimentation showed the possibility to 
guarantee sub-centimeter ranging accuracy also 
eliminating the measurement bias ambiguity 
problem. However, important limitations still 
remain which prevent the implementation of 
such a technology in satellite formation flying 
applications, including the design of UWB 
antennas and spectrum allocation and pollution. 

Among wireless protocols the most 
promising is the 802.16e, able to guarantee long 
range communications (up to 10 km) [8]. 
However this standard is not space qualified yet. 

From the reported analysis some 
considerations can be drawn. To satisfy the 
requirement of autonomous relative navigation 
and control of LEO formations the ISL system 
has to be used for augmenting the CDGPS in 
real-time. Therefore, the selected ISL system 
must be simple, sufficiently accurate and robust. 
This means that only range measurements are 
considered for CDGPS augmentation . This 
actually excludes carrier-based techniques 
which are very accurate but are not simple to 
implement, and in general not robust due to 
ambiguity resolution issues. In this context, both 
one-way (GNSS-like) and two-way 
(transponders) code-based techniques represents 
the best choice to provide the navigation 
algorithm with robust decimeter accuracy 
ranging measurements in a simple way. 
Different technologies, such those using UWB 
signals or wireless-based, are very promising 
but, at the present time, neither mature nor 
robust enough to be considered for the relative 
navigation in satellite formation flying missions. 
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3 Filter Model 
The filter model processing both CDGPS and 

ISL measurements represents an extension of 
the filter presented in [16] and using only GPS 
carrier phase and pseudorange observables. 
Therefore, for the sake of clarity, the main 
characteristics of the CDGPS only filter will be 
briefly recalled in the following sub-section 
before putting into evidence how ISL ranging 
measurements can be integrated in such a 
filtering scheme. 

3.1 CDGPS only 
The filter model is developed with reference 

to the Earth-Centered-Earth-Fixed (ECEF) 
reference frame and a formation of two 
satellites, named chief and deputy. The relative 
navigation problem is well described by the 
following nonlinear discrete stochastic model 
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,

n n n n

n n n n
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where x is the system state vector, y is the 
measurement vector, g is the non-linear state 
propagation function, h is the non-linear 
observation function, w is the process noise 
vector, v is measurement noise vector, and the 
subscript n is used to denote the variable value 
at the time tn. Both noises are assumed to be 
additive, white, Gaussian with zero mean, 
uncorrelated in time, mutually uncorrelated and 
uncorrelated with the state vector at the same 
time sample. The following covariance matrixes 
for the variables defined in (1) are introduced: 
Pxx for x, Pyy for y, Q for v and R for w. The 
measurement model relies on dual-frequency, 
double difference observables. The state and the 
measurement vectors are thus given by 
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and, Nsat is the number of commonly viewed 
GPS satellites, B is the baseline vector, B  is the 
relative velocity, VTEC1 and VTEC2 are the 
vertical total electron content from, respectively, 
the chief and deputy receivers to the upper 
bound of the ionosphere, L1AM and L2AM are the 
DD integer ambiguity vectors on the L1 and L2 
carriers, respectively, L1PR and L2PR are the 
pseudorange measurement vectors, and L1CP 
and L1CP are the carrier phase measurement 
vectors. 

A double difference can be formed by 
subtracting two single difference equations of 
the same type and frequency, taken by the same 
two GPS receivers at the same time from two 
different GPS satellites, one of which, named 
pivot, is taken as a reference. The pivot satellite 
is selected as the one with the highest elevation 
with respect to the chief. 

Fig. 2 shows a conceptual representation of 
the filtering scheme. At the generic time step n 
the filter receives in input the estimates of the 
state vector and covariance matrix, Pxx, at the 
previous step, along with the GPS observables 
from chief and deputy satellites, respectively. A 
coarse evaluation of the chief satellite ECEF 
position and velocity has to be provided as well. 
Measurements from commonly available GPS 
satellites are extracted in order to calculate DD 
observables. Since both the number of 
commonly viewed GPS satellite and the pivot 
satellite (i.e. the reference satellite to calculate 
DD observables) can change between 
subsequent observations a rearranging/re-
initialization step is needed to correctly relate 
the bias term of the state vector to the current 
measurements. 

The rearranged state vector and covariance 
matrix are used as inputs to an Extended 
Kalman Filter (EKF). The purpose of using the 
EKF is to perform a robust floating estimate of 
the DD ambiguities, whose integer values are 
then extracted by the LAMBDA method. This 
allows correcting the individual DD carrier 
phase observations, which can be then used 
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within a kinematic approach based on a 
Weighted Least Square (WLSQ) algorithm to 
produce a highly accurate baseline estimation. 
Residual errors in the carrier phase observables 
depend mainly on DD ionosphere path delays 
estimation errors. A common procedure to 
eliminate this effect is evaluating ionosphere 
free combinations of corrected carrier phase 
observables. 

 

Fig. 1 Block Diagram of the CDGPS-only filtering 
scheme [16]. 

Non-linear Keplerian equations have been 
selected for modeling the satellites’ relative 
motion in ECEF. The selected model has to be 
interpreted as a trade-off between using a 
nonlinear model to improve accuracy and 
having a computational load adequate to real-
time implementation. In this way it is possible 
to get good performance by modeling the small 
differential perturbations (e.g. differential J2 
and drag) as process noise while keeping low 
the computational effort. Indeed, formation 
flying satellites usually lie on orbits whose 
parameters slightly differ and have similar 
ballistic coefficients so to minimize control 
efforts to maintain the formation. VTEC terms 
and carrier phase ambiguities are treated as 

random walk plus random constant processes. It 
is worth noting that, once fixed, the carrier 
phase ambiguities do not change with time, in 
the absence of cycle slips. Thus, the random 
constant model should be considered as exact 
for these bias terms. However, introducing a 
small amount of process noise on carrier phase 
ambiguities allows keeping the filter receptive 
to new measurements, being it able to update 
these bias terms over the time, even if the 
convergence of filter covariance matrix has been 
already achieved. 

3.2 CDGPS plus ISL 
The addition of a ranging measurement to the 

filtering scheme reported above involves the 
modification of the observation model 

 ,n n n ny h x w  
(4) 

because the measurement vector now includes 
the range measurement D 

 1 2 1 2
T

L L L Ly PR PR CP CP D  (5) 

Moreover, the expression of Jacobian matrix of 
this non-linear model that is necessary for EKF 
implementation 

y
H

x




=  
(6) 

must be modified too, together with the 
measurement noise matrix R. 

For the sake of deriving the non-linear 
observation function and the relevant Jacobian 
matrix, an observation model for the ISL 
ranging measurement must be introduced. In 
general, for both transponders and GNSS-like 
systems operating in LEO orbits, the ranging 
measurements can be affected by Time-Of-
Flight (TOF) errors and ionospheric delays. The 
time of flight correction accounts for the motion 
of the platforms during signal travel time. 
Actually, for any given instant of reception of 
the ranging signal, the measured range does not 
represent the true baseline at that time instant, 
but the distance between the transmitting 
platform at the instant of transmission and the 
receiving platform at the instant of reception. 
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The difference between the desired baseline and 
the measured distance depends on the signal 
time of flight and on platforms velocity. To a 
first order it can be estimated as the ratio 
between the baseline and platform velocity; this 
means that if only short separations are 
considered (1-2 km at most) the expected TOF 
error is on sub-centimeter scale. The 
ionospheric delay, IO, depends on the electron 
density e at the considered LEO altitude [24] 

2
0

40.3
B

eIO dB
f

   
(7) 

where f is the carrier frequency in Hz and 
lengths must be expressed in meters. A typical 
electron density value for 450-650 km altitude is 
0.5·1011 particle/m3 thus leading to a 
ionospheric delay of less than 0.1 cm for S-band 
operation at 2 km.  

According to those considerations, for the 
selected orbital scenario (see section 4.1) with 
limited inter-satellite separations the following 
observation model can be assumed for the ISL 
ranging measurements 

DD B    
(8) 

where D represents the measurement noise. 
Therefore the relevant line in the H matrix is 
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In addition, a purely diagonal term accounting 
for the variance of the ranging measurement 
must be added to the R matrix. Finally, it is 
essentially to point out that the additional 
ranging measurement is used both in the EKF 
and in the kinematic filter processing only 
carrier-phase measurements corrected for 
integer ambiguities. 

4 Numerical Results 

4.1 Simulation Environment 
Filter performance has been numerically 

evaluated by using the Satellite Navigation 
Toolbox 3.0 for Matlab® developed by GPSoft, 

Inc. [25]. The toolbox is capable of simulating 
the GPS satellite constellation, the propagation 
environment and the receiver measurements, 
where the nominal GPS satellite constellation 
[25], based on 24 satellites distributed on 6 
orbital planes, has been assumed. 

Since the Satellite Navigation Toolbox was 
developed mainly for Earth-based GPS 
receivers, a major modification to the 
ionosphere delay model has been introduced to 
adequately model first and second order 
ionosphere delay terms for LEO satellites [16]. 
In addition, the Toolbox implicitly assumes a 
constant value for the VTEC. In order to 
overcome this limitation the toolbox has been 
complemented with a IONEX (IONosphere map 
Exchange file format) reader. Indeed, VTEC 
maps are provided by the International GPS 
service as IONEX files [26]. Unfortunately, 
these maps are relevant only to ground-based 
users. Nevertheless, for the sake of using 
IONEX products to estimate the VTEC 
behaviour along the orbit, a coefficient can be 
defined to scale the IONEX VTEC values to a 
LEO receiver as in [27]. 

Filter performance is evaluated by 
comparison with a simulated truth obtained by 
running an orbit propagator including a seven-
order model of the gravity field and the 
aerodynamic drag, and with reference to orbit 
scenarios relevant to important Earth remote 
sensing applications. Specifically, an helix-like 
[28] configuration is considered relevant to 
interferometric and bistatic SAR applications, 
such as the generation of digital elevation model 
(DEM) by SAR interferometry. 

Table I Parameters of the selected helix formation 

 Chief Deputy 

Semi-major axis (km) 6997.94 

Eccentricity 0.00118 0.001308 

Anomaly of perigee (°) 90 

Inclination (°) 97.87 

Ascending node right ascension (°) 0 0.0049 

Initial mean anomaly (°) 0 
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As shown in Tab. I, the considered orbits 
share inclination, semi-major axis and anomaly 
of perigee. Fig. 3 reports the variation of the 
baseline along one orbit for the considered helix 
formation with respect to the chief satellite 
Orbiting Reference Frame (ORF), whose origin 
is in the chief satellite center of mass, the x-axis 
is directed along chief velocity, and the z-axis is 
directed towards the Earth’s center. It is worth 
noting that the axes of the ORF are computed 
considering the velocity of the chief satellite in 
ECEF, for this reason the familiar helix shape 
cannot be recognized from Fig.3. 

 

 
Fig. 3 Variation of the baseline in ORF during a single 

orbit for the selected helix formation 

In all the simulation the Italian 
COSMOSkyMed mission is taken as a reference 
for the master satellite and present generation 
GPS receiver nominal performance is used, 
specifically 0.2 m and 0.25 m pseudorange 
measurement noise on L1 and L2 channels, 
respectively, and 1 cm carrier phase noise both 
on L1 and L2. In addition, 1-Hz GPS data 
frequency update and 10° mask angle are 
considered. Finally, ISL ranging measurement 
are simulated considering 10 cm measurement 
noise. No meaningful propagation effects are 
expected for the ISL system due to the selected 
helix configuration characterized by limited 
inter-satellite separations. The chief satellite is 
supposed to receive deputy GPS observables by 
means of the ISL. The filter is supposed to run 
on the processing unit of the chief satellite. 

All the results are derived with reference to a 
single orbit scenario. The considered GPS 
satellite geometry and ionosphere status are the 
same selected in [16], representing an example 
of a worst case condition characterized by very 
unfavorable GPS geometries, with Geometric 
Dilution of Precision (GDOP) up to 18, and 
anomalous ionosphere conditions, with VTEC 
up to 12 TECU (Total Electron Content Unit, 
corresponding to 1016 electrons per square 
meter) as reported in Fig 4 and Fig 5. More in 
detail, it is important to point out that due to the 
inter-satellite separation (less than 1.5 km at 
most) VTEC values for master and slave 
satellites are very close, the maximum 
difference being less than 0.1 TECU.  

 
Fig. 4 GDOP (top) and number of common GPS 
satellites (bottom) during the selected single orbit 

scenario 
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Fig. 5 Simulated VTEC time profiles for the chief 

satellite 

4.2 Performance Verification 
The performance of the CDGPS augmented 

filter presented in this paper is compared to that 
obtained by the GPS-only filter in [16]. The two 
filters share the same structure but the latter 
does not use ISL ranging measurements. Before 
presenting the results it is essential to point out 
that when GPS satellite geometry is good in 
terms of both GDOP and number of common 
satellites, and when the filters are able to 
correctly estimate integer ambiguities, the 
results must be necessarily very similar, since 
the accuracy of the baseline calculated with the 
kinematic algorithm is essentially determined by 
carrier-phase measurements, that are one order 
of magnitude more accurate than ISL ones. 

Two cases have been then selected as 
representative of the improvement achievable 
by CDGPS augmentation. 

In the first case, both filters are able to 
correctly fix integer ambiguities, however due 
to the fact that there are only 4 common GPS 
satellites (see Fig. 4), the CDGPS-only filter 
cannot fully exploits the kinematic algorithm, 

with an evident growth of the baseline error. 
Specifically, the baseline norm exhibits a 
maximum error larger than 0.85 m (Fig. 6). This 
error is determined by the errors in the radial 
and along-track components of the baseline, 
with the radial error contributing for the most 
part (Fig. 7). As expected, the possibility of 
using an additional ranging measurement can be 
properly exploited by the present filter structure, 
thus reducing notably both the vertical and 
along-track estimation errors and allowing filter 
solution to be less sensitive to GPS satellite 
geometry. Table II summarizes filters’ 
performance. The utilization of ranging 
measurements reduces both the maximum 
baseline norm error and the maximum radial 
component error by a factor of five. In addition, 
the maximum along-track error is reduced by a 
factor close to four and also all the rms errors 
improve. Finally, it is worth noting that when 
only 4 common GPS satellites are available the 
CDGPS-only filter cannot derive an estimate of 
the filter error covariance by the kinematic 
algorithm, whereas the additional ranging 
measurement (Fig. 7) guarantees proper 
covariance estimations. 

 
Fig. 6 Baseline norm error (first case). 
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Fig. 7 ORF baseline components error (first case); +/- 3 s bounds are relevant to CDGPS + ISL. 

 

Table II Performance Statistics ( first case) 

 B  Bx By Bz 

 Max RMS Max RMS Max RMS Max RMS 
CDGPS-only 86 cm 5 cm 30 cm 2 cm -7 cm 2 cm -97 cm 6 cm 
CDGPS + ILS 17 cm 3 cm 8 cm 2 cm 7 cm 1 cm 17 cm 4 cm  

 
 

In the second case, characterized by worse 
measurement noise conditions, the filter with no 
range measurements is not able to correctly fix 
integer ambiguities in presence of a poor GPS 
satellite geometry . Specifically, a wrong integer 
ambiguity value is derived around  
t = 3300 s. In the following time instants, even 
if the GDOP improves the filter is not able to 
recover good ambiguity estimates, and a 
diverging behavior can be thus observed in Fig. 
8-9. In the same condition, in the CDGPS-
augmented filter the ranging measurement 
effectively aids the integer ambiguity estimation 
process, thus preventing the diverging behavior 
observed in the CDGPS-only filter. 
Performance statistics for this second case are 
not reported since those of the CDGPS-
augmented filter are very similar to the previous 
case, while the performance statistics of 
CDGPS-only filter are strongly influenced by 
wrong integer ambiguities and filter divergence. 

 
 

 
  

 
Fig. 8 Baseline norm error (second case). 
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Fig. 9 ORF baseline component errors (second case); +/- 3 s bounds are relevant to CDGPS + ISL. 

 

 
Fig. 10 True DD ionospheric delays (top) versus estimated DD ionospheric delay by CDGPS + ISL (middle) and 

CDGPS only (bottom). 

 
 
Finally, Fig.10 shows the DD ionospheric 

delays as estimated by the considered filters. 
When wrong ambiguities are computed the 
CDGPS-only filter overestimates the 

ionospheric delays, thus preventing the filter to 
correctly estimates the following ambiguities. 
The availability of ranging measurements, 
instead, allows the filter to adequately compute 
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DD ionospheric delays, even though their order 
of magnitude is close the carrier-phase noise. 

5 Conclusion 
In this paper an augmented CDGPS 

technique has been proposed for the 
autonomous relative navigation of LEO satellite 
formations. Indeed, the augmented filter shall 
exhibit improved robustness to poor GPS 
geometries and noisy measurements with 
respect to the CDGPS-only filter. Specifically, 
the proposed filter integrates double difference 
code and carrier phase GPS measurements on 
two frequencies with local ranging 
measurements provided by an inter-satellite 
radio link with decimeter-level accuracy. 
Augmented filter performance have been 
verified by numerical simulations of LEO 
satellite formations relevant to next generation 
SAR missions characterized by short (a few 
kilometers) and variable satellite separations. 
Results demonstrate that the augmented filter 
preserves the CDGPS-only filter capability of 
correctly computing the double-difference 
integer ambiguities in presence of poor GDOP. 
In addition, also when ambiguities are correctly 
computed, the availability of ranging 
measurements improve the accuracy in the 
estimate of the baseline radial component.  
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Abstract  

Formation flying missions require high 
performance orbital control strategies, which 
are based on the accurate analysis of the   
spacecraft relative dynamics and on efficient 
control techniques. 

Model Predictive Control (MPC) is a modern 
optimal control strategy that is very attractive 
for formation flying and rendezvous missions, 
mainly because of its ability to cope with 
constraints on control actions and dynamic 
state of the system. Every real space mission 
indeed imposes constraints, as for example the 
maximum control force a thruster system can 
apply, or the relative positions and/or velocities 
that satellites flying in formation should have to 
guarantee formation safety. MPC can take into 
account both control and state constraints 
directly in the optimal control action 
computation, resulting in a more efficient 
control system than other control strategies. 

In this paper we present a study on the MPC 
application to a formation acquisition maneuver 
for two space vehicles, taking into account two 

scenarios: a Leader-Follower formation and a 
Projected Circular Orbit formation. The 
performances of an MPC controller are 
compared with those of a LQR controller in 
carrying out the same maneuver, evaluating 
also the effects of the gravitational harmonics 

2J , 3J  and drag perturbations on the proposed 

maneuvers. 

1 Introduction 

Spacecraft Formation Flying has attracted 
much attention in recent years and several space 
agencies have proposed various missions for 
Earth and astronomical observations using this 
technique. 

The design of an efficient and reliable 
Guidance Navigation and Control (GNC) 
system, together with a proper selection of 
actuators and sensors, is important and can 
deeply affect the feasibility of a space mission. 
Linear systems theory is a very effective and 
commonly used tool in designing GNC systems 
for formation flying systems, as for instance 
Linear Quadratic Regulator (LQR) or Linear 
Kalman Filter. Model Predictive Control is an 
interesting tool for formation flying and 
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rendezvous GNC applications, mainly because 
of its re-planning nature and constraint-handling 
ability. All these tools are based on linearized 
models of the relative formation dynamics and 
reliable linear model are therefore necessary for 
the implementation of these GNC approaches. 

On the other hand, testing the robustness of 
GNC strategies and actuators/sensors systems is 
another significant aspect, which in turns needs 
both a reliable software simulator with an 
accurate and fast  dynamic propagator, and a 
formation flying hardware simulator. 

The final aim of this work is to analyze and 
compare the performances of two types of 
controller, LQR-based and MPC-based, while 
carrying out a formation acquisition maneuver 
for a Leader-Follower and a Projected Circular 
Orbit spacecraft formations in a perturbed 
environment. 

The paper is organized as follows. Section 2 
describes the main features of the software 
simulator used to test the formation flying 
control strategies under investigation. Section 3 
presents a review of LQR and MPC is with a 
brief discussion of the tuning of those 
parameters that affect the performances of both 
controllers. In the next two sections we analyze 
and compare the behavior of a LQR-based 
controller and a MPC-based controller while 
performing a formation acquisition maneuver 
for a Leader-Follower formation in Section 4, 
and a Projected Circular Orbit formation in 
Section 5, showing the effects of actuator 
saturation and of perturbations. In both the 
scenarios, only one spacecraft, the Deputy, 
performs an autonomous control by means of 
continuous thrusters, while the other spacecraft, 
the Chief, represents the free-flying reference 
spacecraft. 

2 Satellite Formation Flying Simulator 

We developed a software simulator for 
Spacecraft Formation Flying (SFF) applications 
that enables the user to design and validate 
GNC strategies with various actuator and/or 
sensor architectures. The simulator presents a 
modular structure so that the user can first 
design a particular element of the simulator, and 
then evaluate its efficiency and robustness 

taking into account the environment in which 
the satellite formation operate and the behavior 
of the sensor and/or actuator systems. 

The simulator was developed in Matlab® 
using Object Oriented Programming (OOP) and 
is organized in the following eight main 
modules (see Fig. 1): a) a nonlinear DYNAMICS 
PROPAGATOR of the system dynamics; b) a 
SENSORS module that simulates the sensors 
system while producing measurements from the 
system dynamic state, taking into account noise, 
resolution and bias; c) a NAVIGATION module 
that performs an (optimal) estimation (via  
Kalman filtering) of the current state of the 
system using outputs from the SENSORS 
module; d) a GUIDANCE module that computes 
the desired trajectory that each satellite of the 
formation has to follow e) a CONTROL module 
that computes the (optimal) control action that 
should be performed by the actuators in order to 
track the desired trajectory; e) an ACTUATOR 
module that models the behavior of the 
actuators while carrying out the control actions 
provided by the CONTROL module; f) an 
ENVIRONMENT module that computes the 
perturbative effects on the system dynamics; g) 
a MODE MANAGER module that manages the 
transition between different formation flying 
modes. 

 

 
Fig. 1 Main modules of the SFF software simulator 

 
The nonlinear DYNAMICS PROPAGATOR  

is capable of propagating the absolute orbital 
dynamics of each satellite in formation 
independently, and the user can choose between 
the classical Cowell’s method or DROMO-FF. 
The latter is a recently proposed[2] propagator 
for formation flying orbital motion, which 
exploits a very efficient regularized method for 
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the perturbed two-body problem, named 
DROMO, developed by Peláez in 2006[1]. The 
relative dynamics of each spacecraft with 
respect to a reference mass is then properly 
computed from the absolute dynamics. 

DROMO consists in a new formulation based 
on the decomposition of the two-body problem 
into the perturbed harmonic oscillation of the 
orbital radius and the dynamics of the osculating 
orbital plane governed by a unit quaternion. The 
method employs regularized elements, whose 
differential equations are derived through the 
variation of parameter technique. The method 
shows to be sensibly more accurate and faster in 
computing time than the classical Cowell’s and 
Encke’s methods and competitive with other 
very efficient regularized schemes (see Ref. 
[1]). 

Two types of control strategies are designed 
and used in the CONTROL module to perform a 
formation flying maneuver: the first one is 
based on Linear Quadratic Regulator (LQR)[3], 
the second one is based on Model Predictive 
Control (MPC)[4]. In the following Section 3 we 
briefly introduce both control types, restricted to 
the form of the problem solved here, discussing 
the tuning of those parameters that mainly affect 
the closed-loop performances. 

3 Optimal Control Strategies 

The use of optimal linear control and 
estimation theories in the design of the GNC 
system is a common strategy in formation flying 
missions. 

In the synthesis of both MPC and LQR 
controller we adopt the Hill-Clohessey-
Wiltshire (HCW) relative motion model, which 
can be written in state-space form as follows[5]: 
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where n is the Chief’s mean motion. The 
relative dynamics is expressed in the Hill’s 
Local Vertical Local Horizontal (LVLH) 
rotating cartesian reference frame, with x axis in 
the radial direction, y axis in the along-track 
direction and z axis in the cross-track direction. 

The dynamic model used in both controllers 
is a discrete time version of the above 
Continuous-time model, resulting in a Discrete-
time Linear Time Invariant (DLTI) model: 
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where dA , dB  and dC  are the discrete-time 
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CC =d  (8) 

with )(tΦ  the HCW state transition matrix, sT  

the sampling period of the control, also called 
control interval, )cos( snTc =  and )sin( snTs = . 

We assume that the control action is piecewise 
constant, i.e. it remains constant over the control 
interval and can change only between two 
consecutive intervals. 

The trajectory tracking problem is seen in the 
light of a regulation problem for the current 
state error vector kkk xxe −= , i.e. the 

instantaneous deviation between the  current 
(estimated) state vector kx  and the current 

reference state vector kx . 

Both controllers use a state feedback control 
law; however, for the problem under 
investigation, that is LIT, while the LQR control 
law can be computed off-line and the control 
acceleration constraints (i.e., saturations) are 
considered a posteriori (in the ACTUATORS 
module), the MPC control law is obtained by 
solving on-line, at each control step, a finite 
horizon open-loop optimal control problem that 
takes into account the control constraints. 

3.1 Linear Quadratic Regulator 

The purpose of the Linear Quadratic 
Regulator (LQR) synthesis is to find a state 
feedback control law in the form 

)( kkk xxKu −−= , where K  is the feedback 

gain matrix, with the goal of minimizing the 
following linear quadratic performance index[6]: 

∑
∞

=

+=
0

][
k

k
T
kk

T
kJ uRueQe  (9) 

where e  is the state error vector, and  66xR∈Q  

and 33xR∈R  are positive-definite matrices 
representing the state error weighting matrix 
and the control weighting matrix, respectively. 
The performance index J  represents the global 
energy of the system and is the sum of two 
terms representing the error system energy and 
the control energy, respectively. 

Since (A,B) is controllable and (A,C) is 
observable, there is one and only one optimal 
controller, whose gain matrix is:  
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where P  is the unique positive definite solution 
to the Discrete time Algebraic Riccati Equation 
(DARE): 
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Matrices Q  and R  are parameters that affect 
the reference trajectory tracking performances 
and fuel consumption: higher values of Q  
elements with respect to R elements mean 
higher weights on state error with respect to 
control action, that leads to a more aggressive 
control, a better performance in tracking the 
desired trajectory but a higher fuel consumption. 

3.2 Model Predictive Control 

Model Predictive Control (MPC)[7][8], also 
referred to as Receding Horizon Control, is a 
modern control technique widely adopted in 
industry as an effective means to deal with 
multivariable constrained control problems. 
MPC is very attractive also for formation flying 
and rendezvous guidance and control 
applications, because of its re-planning nature 
and constraint-handling ability. 

Model Predictive Control is based on the 
idea, illustrated in Fig. 2, of employing an 
explicit model of the system to be controlled 
which is used to predict and optimize its future 
behavior. This prediction capability allows 
solving optimal control problems on-line, where 
the tracking error is minimized over a future 
horizon, called prediction horizon, possibly 
subject to constraints on the manipulated inputs 
and outputs. The result of the optimization is 
applied according to a receding horizon 
philosophy: at time k  only the first input of the 
optimal command sequence is actually applied 
to the plant. The remaining optimal inputs are 
discarded, and a new optimal control problem is 
solved at time 1+k . As new measurements are 
collected from the plant at each time k , the 
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receding horizon mechanism provides the 
controller with the desired feedback 
characteristics. 

The MPC control action at time k is obtained 
by minimizing the following performance index 
with respect to the sequence of the input 
increments )|1(,...,)|( kkmukku +−ΔΔ : 
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1,,

1,,0

)|(

)()|()(

)()|()(

)()|()(

maxmin

maxmin

maxmin

−=
−=
=+Δ

≤+≤
Δ≤+Δ≤Δ

≤+≤

pmh

pi

khk

ikiki

ikiki

ikiki

K

K

0u

yyy

uuu

uuu

 

(13) 

where ' )|( kik + ' denotes the value predicted for 
time ik +  based on the information available at 
time k , p  is the prediction horizon, m  is the 

control horizon and Q , uΔR  and uR  are output 

error, input increment and input weighting 
matrices, respectively. 
 

 
Fig. 2 Idea behind Model Predictive Control  

 
The difference of a MPC with respect to a 

LQR is clear: a MPC solves an optimal control 
problem on-line for the current state of the 

plant, rather than determining off-line a 
feedback policy that provides the optimal 
control for all states.  

When designing a MPC controller one 
should take into account the following: a more 
aggressive controller with higher fuel 
consumption and better tracking performances 
is obtained with smaller prediction horizon p, 
tighter constraints on control variables and 
higher ratio between state error weight and 
control action weight; a larger control horizon m 
leads to an optimization problem with more 
degrees of freedom, thus a “more” optimal 
(better performance) but more complex 
(computationally demanding) control. 

 

4 Leader-Follower formation 

In this section we compare and discuss the 
performances of a MPC controller and a LQR 
controller in carrying out the same formation 
acquisition maneuver for a two spacecraft, 

m500  apart, Leader-Follower formation (see 
Fig. 3a), with active constraints on the 
maximum control acceleration that the 
propulsion system can actuate. 

The initial dynamic state of the Chief is 
given in terms of orbital elements of the 
osculating keplerian orbit: semi-major axis 

kma 6700= , eccentricity 0=e , right ascension 
of the ascending node (RAAN) deg0=Ω , 
inclination deg87.97=i , argument of perigee 

deg0=ω  and true anomaly deg0=ϑ . The 
initial dynamic state of the Deputy is given in 
Table 1 as relative position ir  and velocity iv  

vectors with respect to the Hill’s frame attached 
to the chief spacecraft. The previous relative 
conditions are computed using the Hill-
Clohessey-Wiltshire (HCW) solution with the 
1st-order bounded relative motion condition 

00 2 xny −=& , that is[5]: 
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with amplitudes of the in-plane and out-of-plane 
bounded motion mx 8=ρ  and mz 8=ρ , 

respectively, along-track offset my 500=Δ , and 
in-plane and out-of-plane phase angles 

deg45=xyϕ  and deg90=zϕ , respectively. 

Therefore, we assume that before the formation 
acquisition maneuver the Deputy follows a 1st-
order bounded parking trajectory near the 
reference relative state Tm ]0,0,0,0,500,0[=x . 

 

 
Fig. 3 (a) Leader-Follower formation  (b) Projected 

Circular Orbit formation 

 

Table 1  Initial relative dynamic state of the Deputy 
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The following simulation results refer to a 10 

minutes acquisition maneuver, with a control 

interval sTs 5=  and a maximum control 

acceleration  23
max /105 smu −⋅= , so that: 

zyxjuu j ,,,max =≤  (15) 

The parameters of the LQR and MPC 
controllers are listed in Table 2 and Table 3, 
respectively. The parameters of both controllers 
are tuned in order that the components of the 
position error vector present the same settling 
time min2≈ST , i.e. the two controllers 
presents similar performances in reaching the 
same reference relative state. 

 

Table 2  LQR parameters 

QLQR  ⎥
⎦

⎤
⎢
⎣

⎡
⋅

⋅
−

33
1

33

3333

10

5.1

xx

xx

I0

0I
 

RLQR  33
211101.1 xn I⋅⋅⋅  

 

Table 3  MPC parameters 

QMPC  QLQR  

RMPC  33
291025.1 xn I⋅⋅⋅  

control horizon m 4 

prediction horizon p 20 

 
The position error trajectory in Hill’s LVLH 

reference frame is shown in Fig. 4, while the 
position error components are plotted in Fig. 5. 
In particular, for both controller types under 
investigation, the magnitude of the position 
error vector is less that 0.382 m after 2.00 min 
from the beginning of the maneuver. 

Figure 6 shows the control acceleration 
components actually performed by the 
propulsion system )(U tcomm  (see Fig. 1), in blue 

for the LQR controller and in red for the MPC 
controller. As can be seen from this figure, the 
control acceleration components of both 
controllers sometimes reach the maximum 
values 23 /105 sm−⋅± . However, the MPC 
controller takes the control acceleration 
constraints into account while performing the 
optimal control computation, so that the output 

Chief 

Chief 

Deputy 

Deputy 

a) Leader-Follower formation 

b) Projected Circular Orbit formation 

500 m 

600 m 
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of the MPC CONTROL module )(U tcalc  always 

satisfies the saturation constraint given by Eq. 
(15). On the other hand, the LQR optimal 
control computation is performed without taking 
into account the saturation constraint, and for 
this reason )(U tcalc  from the LQR CONTROL 

module can be greater than the maximum 
control acceleration that can be carried out by 
the propulsion system. 

 

 
Fig. 4 3D position error trajectory 

 

 
Fig. 5 Position error components 

 
The required Δv is taken as index of the 

control system performance, defined as: 

∫=Δ
t

dt
0

)()(v ττu  
(16) 

This index is used to compare the performances 
of the two controllers LQR and MPC. Table 4 

presents LQR and MPC Δv requirement over 10 
minutes of simulation and their percentage 
difference, which is defined as: 

LQR

LQRMPC
v v

v-v
100

Δ
ΔΔ

=ΔD  (17) 

The profiles of the Δv requirement and the 
correspondent percentage differences are 
depicted in Fig. 7 and Fig. 8, respectively. 

 

Table 4   Δv requirements of LQR and MPC 
controllers 

[m/s]vLQRΔ  0.68187 

m/s][vMPCΔ  0.39995 

[%]vΔD  – 41.34 

 

 
Fig. 6 Control acceleration components of LQR and 

MPC controllers 

 

 
Fig. 7 Δv requirements of LQR and MPC 

controllers 

initial  
position error 

target 
position error 

settling time 

Note. Steps are the results of the control frequency 

saturation 
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Fig. 8 Percentage difference on Δv requirement 

 
The previous results are obtained assuming a 

dynamic evolution of the formation with no 
perturbations. In order to evaluate the effect of 
perturbations on the previous formation 
acquisition maneuver, other two simulations 
were carried out taking into account 2J , 3J  and 

drag perturbations. 
 

The perturbative acceleration acting on a 
single spacecraft in the Earth Centered Inertial 
(ECI) reference frame is modeled as: 

Vf ˆ
2

1 2V
M

SCD
drag ρ−=  (18) 

where ρ  is the air density, computed as 
function of the satellite altitude following a 
classical Jacchia’s 1977 model for average solar 
activity ( 311 /109.1 mkg−⋅≈ρ  at the initial 
formation altitude), M  and S  are the mass and 
the cross section, respectively, of the spacecraft, 

DC  is the drag coefficient (equal to 2.2), V  is 
the absolute velocity vector in the ECI frame. 
The values of the perturbative acceleration 
vector due to 2J  and 3J  are computed as 

reported, for example, in Ref. [9]. 
We assumed a value of kg 300  for the mass 

of both spacecraft and a value of 2m 5  and 
2m 10  for the cross sections of the Chief and the 

Deputy, respectively. The other simulation 
parameters used in the perturbed scenarios are 
the same as the one used in the unperturbed 
scenario. 

Table 5 lists the Δv requirements of both 
LQR and MPC controllers for unperturbed and 
perturbed cases. The position error components 

profile and the control acceleration components 
profile are similar to those obtained in the 
unperturbed case. Also in the perturbed 
scenarios the use of an MPC controller can 
reduce significantly the total Δv requirement 
with respect to an LQR controller. However, the 
percentage difference vΔD  between LQR and 

MPC Δv requirements for the case with 2J , 3J  

and drag perturbations is reduced by %49.0  
with respect to the unperturbed case. 
 

Table 5   Δv requirements of LQR and MPC 
controllers for perturbed and unperturbed cases 

perturbations [m/s]vLQRΔ  m/s][vMPCΔ  [%]vΔD  

/ 0.68187 0.39995 – 41.34 

32 JJ +  0.68321 0.40118 – 41.28 

dragJJ ++ 32
 0.69126 0.40886 – 40.85 

5 Projected Circular formation 

In this section we compare the performances 
of the two controllers in carrying out a 
formation acquisition maneuver for a two 
spacecraft Projected Circular Orbit (PCO) 
formation (see Fig. 3b). 

The Chief’s initial orbital elements of the 
osculating keplerian orbit are as follows: 

kma 6700= , 0=e , deg0=Ω , deg87.97=i , 
deg0=ω  and deg0=ϑ . The Deputy presents 

an initial relative dynamic state, listed in Table 
6 and computed using Eq. (14) with 

mx 295=ρ , mz 590=ρ , my 0=Δ , 

deg45== zxy ϕϕ , while the reference relative 

trajectory is given by Eq. (14) with mx 300=ρ , 

mz 600=ρ , my 0=Δ , deg45== zxy ϕϕ , i.e. a 

PCO with a radius of m600  in the along-track – 
cross-track plane. 
As in the Leader-Follower formation, we 
consider a 10 minutes maneuver, with a control 
interval sTs 5=  and a maximum control 

acceleration 23
max /105 smu −⋅= . The parameters 

of the LQR and the MPC controllers, listed in 
Table 7 and Table 8 respectively, are designed 
to obtain the same settling time min2≈ST  for 
the components of the position error vector. 
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Table 6 Initial relative dynamic state of the Deputy 

][mir  ]/[ smiv  

⎥
⎥
⎥

⎦

⎤

⎢
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⎢

⎣

⎡

417.193

417.193

208.597

 110

4.802

4.803

2.401
−⋅

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−  

 

Table 7 LQR parameters 

QLQR  ⎥
⎦

⎤
⎢
⎣

⎡
⋅

⋅
−

33
1

33

3333

10

5.1

xx

xx

I0

0I
 

RLQR  33
211101.1 xn I⋅⋅⋅  

 

Table 8 MPC parameters 

QMPC  QLQR  

RMPC  33
281050.6 xn I⋅⋅⋅  

control horizon m 4 

prediction horizon p 30 

 

Table 9 Δv requirements of LQR and MPC 
controllers 

[m/s]vLQRΔ  0.52151 

m/s][vMPCΔ  0.36522 

[%]vΔD  – 29.97 

 

 
Fig. 9 3D position error trajectory 

The position error trajectory in the Hill’s LVLH 
reference frame is shown in Fig. 9, while the 
position error components are depicted in Fig. 
10. Table 9 shows LQR and MPC Δv 
requirements over 10 minutes of simulation and 
their percentage differences. Figure 11 shows 
the control acceleration components produced 
by the propulsion system, while the profiles of 
the Δv requirement and the corresponding 
percentage differences are depicted in Fig. 12 
and Fig. 13, respectively. 

Also in this scenario, the use of a MPC 
controller can reduce significantly the total Δv 
requirement with respect to an LQR controller. 

 

 
Fig. 10 Position error components 

 

 
Fig. 11 Control acceleration components of LQR and 

MPC controllers 

 
The effect of 2J , 3J  and drag perturbations 

on the PCO formation acquisition maneuver for 
both controllers are reported in Table 10. 
Simulation results also confirm that in the 
perturbed scenarios the MPC controller is more 
efficient (requires less Δv) than the LQR 

saturation

initial  
position error 

target 
position error 

settling time 
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controller, with a small reduction of vΔD  (by 

%16.0 ) between the unperturbed case and the 
one affected by 2J + 3J + drag perturbations. 

 

 
Fig. 12 Δv requirements of LQR and MPC 

controllers 

 

 
Fig. 13 Percentage difference on Δv requirement 

 

Table 10   Δv requirements of LQR and MPC 
controllers for perturbed and unperturbed cases 

perturbations [m/s]vLQRΔ  m/s][vMPCΔ  [%]vΔD  

/ 0.52151 0.36522 – 29.97 

32 JJ +  0.52239 0.36607 – 29.92 

dragJJ ++ 32
 0.52906 0.37130 – 29.81 

6 Conclusion 

This paper analyzes and compares the 
performances of an MPC-based controller and a 
LQR-based one by carrying out a 10 minutes 
formation acquisition maneuver for two 
spacecraft flying in two formation 
configurations: a Leader-Follower and a 
Projected Circular Orbit in a perturbed orbital 
environment. 

Simulation results show that in the presence 
of active constraints on the maximum control 
acceleration, the use of an MPC controller can 
reduce significantly the total Δv requirement 
with respect to an LQR controller. In particular, 
when the parameters of both controllers are 
tuned to have the same settling time for all 
position error components, we obtain a Δv 
reduction of about 40% and 30% for the Leader-
Follower and the Projected Circular Orbit 
scenarios, respectively. This is because the LQR 
feedback strategy is determined off-line 
providing the optimal control for all states 
without considering actuator saturations, while 
MPC solves an optimal control problem on-line 
for the current state of the plant accounting for 
the control action constraints. 
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Abstract  
In this paper we present a study on the 
Collision-Avoidance mode of a formation flying 
satellite pair in which a free-flying chief 
spacecraft follows temporary off-nominal 
conditions and a controlled deputy spacecraft 
performs collision avoidance maneuvers. 

The Collision-Avoidance strategy consists in a 
Separation Guidance and a Nominal Guidance. 
The Separation Guidance is in charge of the 
avoidance of  a predicted  collision soon to 
occur, and it is based on a computationally 
simple, deterministic and closed-form 
algorithm, so that a valid solution is  always 
available without delay. The Nominal Guidance 
uses Genetic Algorithms and it takes charge of 
placing the deputy spacecraft in a bounded safe 
or “parking” trajectory, while minimizing the 
propellant consumption and avoiding the 
evaporation of the formation. 

The performances of a Linear Quadratic 
Regulator and a Model Predictive Control are 
also compared in tracking the reference 
trajectories provided by the Collision-
Avoidance strategy. 

1 Introduction 
Formation flying missions that involve the 

coordinated control of several autonomous 
vehicles have generated increased interest in 
later years. This is due to the many inherent 
advantages that the distributed design adds to a 
mission. 

However, the use of two or more spacecraft 
flying in formation require high levels of on-
orbit autonomy and pose several control 
challenges. In formation flight, space vehicles 
operate in close proximity to accomplish 
common goals, and this poses a great 
importance on Guidance, Navigation and 
Control (GNC) system, whose requirements 
include: use of new sensors and actuators able 
respectively  to measure and maintain relative 
position and/or velocity with high accuracy; 
critical dependence on fuel minimization to 
ensure mission feasibility; the need to prevent 
relative drift between vehicles; use of relative 
orbital dynamics for the control design; and 
reliable collision-avoidance strategies to avoid 
possible collisions between vehicles in 
temporary off-nominal conditions. 
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In this paper, we present a study on the 
Collision-Avoidance mode of a satellite pair 
flying in formation. The prime objective of the 
Collision-Avoidance mode is to ensure the 
immediate and long-term safety of the 
formation, in terms of avoiding collision, 
preventing formation evaporation and, as a 
secondary objective, saving fuel. 

2 Collision-Avoidance Strategies 
 We define as Chief the free-flying spacecraft 

following temporary off-nominal conditions and 
as Deputy the spacecraft performing collision 
avoidance maneuvers. We also define two 
ellipsoidal regions centered at the Chief: the 
Avoidance Region (AR), with semi-axes ARa , 

ARAR ab 2=  and ARAR ac =  (a 1x2x1 ellipsoid) in 
x , y  and z  directions of the Hill’s reference 
frame, respectively, and the Nominal Boundary 
(NB) with semi-axes ARNB aka = , ARNB bkb =  

and ARNB ckc = , where k  is a safety margin. 

The Collision-Avoidance strategy is based on 
a Separation Guidance and on a Nominal 
Guidance[1],[2], summarized in the following (see 
Fig. 1). If a collision is predicted and the 
estimated relative position between the Deputy 
and the Chief is within the Avoidance Region, 
then a separation maneuver is performed 
(Separation Guidance): the distance between the 
two spacecrafts has to increase monotonically 
and the Deputy has to exit the Nominal 
Boundary within a prescribed time. When the 
Deputy reaches a relative position outside the 
Nominal Boundary, an evasive maneuver is 
planned (Nominal Guidance), allowing the 
Deputy to reach a safe or “parking” trajectory: 
the evasive trajectory, from the actual position 
to the safe trajectory, must not intersect the 
Nominal Boundary, and the safe trajectory must 
remain inside a prescribed Safe Region that 
does not intersect the Nominal Boundary and is 
far enough from the Chief. A Nominal 
Guidance maneuver can also be planned for 
cases in which the sensed relative position is 
already outside the Nominal Boundary while the 
Collision-Avoidance mode is activated only 
when a collision is predicted. 

 
Fig. 1  Collision Avoidance strategy and time sequence  

3 Separation Guidance 
The Separation Guidance is more critical for 

the formation safety than the Nominal 
Guidance, and a reliable solution must be 
obtained with minimal computation time. For 
this reason, the Separation Guidance algorithm 
is a computationally simple, deterministic and  
closed-form algorithm, so that a valid solution is  
always available without delay. The algorithm  
must also be robust to practical levels of 
uncertainty in the initial estimated relative 
position and velocity used to plan the maneuver. 
The actual control action computation is indeed 
performed taking into account only the distance 
of the Deputy from the Nominal Boundary and 
the maximum time needed for the Deputy to 
exit the Nominal Boundary, max,exittΔ . max,exittΔ  

is a tunable parameter: smaller exit times lead to 
higher delta-v and therefore higher fuel 
consumption, but a safe condition is reached in 
a shorter time. 

We define Current Ellipsoid (CE) as a 1x2x1 
ellipsoid centered at the Chief, with x semi-axis 

ti 

ti 
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ka  and passing through the current relative 

position of the Deputy, kr (Fig. 2). 

 
Fig. 2 Separation Guidance strategy 

 

A desired current separation velocity *
kv  is 

first computed based only on the current relative 
position vector kr . The magnitude of *

kv  is 

proportional to the difference between the semi-
axes in y direction of the Nominal Boundary, 

NBb , and the Current Ellipsoid, kb , and 

inversely proportional to the current separation 
time ktΔ :  

k

kNB
k t

bb
v

Δ
−

=*  (1) 

where kfk ttt −=Δ , with kt  the current time and 

ft  the time within which the Deputy must be 

outside the Nominal Boundary. *
kv  is aligned 

with the external unit vector orthogonal to the 
plane that is tangent in kr  to the Current 

Ellipsoid. The current delta-v vector kvΔ  is: 

kkk vvv −=Δ *  (2) 

The thruster system may not be able to perform 
the current delta-v vector, and the current 
control acceleration vector ku  is therefore 

computed as: 

),(min
1

max k
s

k T
vuu Δ=  (3) 

where sT  is the control interval of the separation 

control, and maxu  is the maximum acceleration 

that the thruster system can apply in the kvΔ  

direction. 

4 Nominal Guidance 
The Nominal Guidance starts if the sensed 

relative position between the Deputy and the 
Chief is outside the Nominal Boundary and the 
Collision-Avoidance mode is activated. The 
Nominal Guidance algorithm compute two basic 
relative trajectories (see Fig. 1): an Evasive 
Relative Trajectory (ERT) and a Safe Relative 
Trajectory (SRT). A first delta-v 1vΔ  is planned 

at time 1t  so that the Deputy follows the ERT 
outside the Nominal Boundary; then, a second 
delta-v 2vΔ  is planned at time 2t  and the 
Deputy finally achieve the SRT. 

The couple of trajectories SRT-ERT has to 
satisfy the following safe requirements: (a) the 
SRT has to evolve within a Safe Region (section 
4.1); (b) the minimum distance of the SRT 
projected in the cross-track plane has to be 
greater than a safe minimum distance (section 
4.2); and (c) the ERT has to be outside the 
Nominal Boundary (section 4.3). Furthermore, 
the whole maneuver has to be performed within 
a maximum time interval max,etΔ , requirement 

(d), and the total delta-v totvΔ  used to plan the 

Nominal Guidance maneuver has to be 
minimized. 

As discussed in the following sections, each 
of the previous safe requirements is converted in 
a correspondent constraint condition for those 
parameters that define the couple of trajectories 
SRT-ERT. 

4.1 Safe Relative Trajectories definition 
The Safe Region is designed with the double 

intent to assure the formation safety, keeping 
the two spacecrafts sufficiently far apart, and  to 
prevent formation evaporation, keeping the 
spacecraft sufficiently close for the 
communication and relative navigation systems 
to operate. 

Two types of Safe Regions are designed 
taking into account both in-plane and out-of-
plane safe constraints: a Fly-Around type, which 
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defines SRTs that evolve around the Chief, and 
a No-Fly-Around type, that does not fly around 
the Chief and whose geometric center is 
properly placed along track. 

In order to reduce both the computational 
complexity of the Nominal Guidance algorithm 
and the propellant consumption, the previous 
two SRT types are designed using the Hill-
Clohessey-Wiltshire (HCW) solution with the 
1st order bounded relative motion condition 

00 2 xny −=& . The HCW solution in the Hill’s 

Local-Vertical Local-Horizontal (LVLH) 
rotating cartesian reference frame (x radial, y 
along-track and z cross-track), is: 

 

⎪
⎩

⎪
⎨

⎧

+=

Δ++=

+=

)(sin)(

)(cos)(

)(sin)(

zz

xyy

xyx

nttz

yntty

nttx

ϕρ

ϕρ

ϕρ

 

(4) 

with xy ρρ 2= . In the previous equations, xρ  

and zρ  define the dimension of the in-plane and 
out-of-plane bounded motion, yΔ  is the along-

track offset, xyϕ  and zϕ  are the in-plane and 

out-of-plane phase angles, respectively, and n  
is the Chief mean motion. 

The value of the five independent parameters 

yρ , zρ , yΔ , xyϕ  and zϕ  have to be properly 

selected in order for each SRT to evolve inside 
the corresponding Safe Region.  

4.1.1 Fly-Around 
The Fly-Around Safe Region is a 1x2x1 

elliptical section cylinder with a central empty 
region (Fig. 3). 

The in-plane projection of the Safe Region 
and the constraint conditions (c/c) for Fly-
Around SRTs are presented in Fig. 4. A Fly-
Around SRT  evolves within the Fly-Around 
Safe Region if the values of yρ  and yΔ  satisfy 

the following two constraint conditions (c/c 1 
and c/c 2): 

1c/c;*
min

min

*
minmin yy

yy

yy
y

y

≥Δ−⇒
⎪⎩

⎪
⎨
⎧

Δ−=
≥

ρ
ρ

 (5) 

2c/c;*
max

max

*
maxmax yy

yy

yy
y

y

≤Δ+⇒
⎪⎩

⎪
⎨
⎧

Δ+=
≤

ρ
ρ

 (6) 

For what concern the out-of-plane evolution 
of the SRT, a constraint on the maximum 
amplitude in this direction is considered that 
translates into: 

],0[ *
maxzz ∈ρ  (7) 

where *
maxz  is the maximum amplitude of the 

out-of-plane motion. 
The in-plane and out-of-plane phase angles 

xyϕ  and zϕ  can assume a value between 0  and 

π2 . 

 
Fig. 3   3D visualization of the Fly-Around Safe Region 

 
 

Fig. 4 Constraint conditions for the In-plane motion 
of the Fly-Around SRTs 

 

4.1.2 No-Fly-Around 
The No-Fly-Around Safe Region consists of 

two parallelograms with zero offset in radial and 

x z 

y 

radial 

cross-track 

along-track Chief

Chief
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cross-track directions and with equal and 
opposite offset in along-track direction (Fig. 5). 

 

Figure 6 represents the in-plane projection of 
the Safe Region and the constraint conditions 
for No-Fly-Around SRTs. A No-Fly-Around 
SRT evolves within the No-Fly-Around Safe 
Region if the following two constraint 
conditions, c/c 3 and c/c 4, are satisfied by yρ  

and yΔ : 

3c/c;*
min

min

*
minmin yy

yy

yy
y

y

≥−Δ⇒
⎪⎩

⎪
⎨
⎧

−Δ=
≥

ρ
ρ

 (8) 

4c/c;*
max

max

*
maxmax yy

yy

yy
y

y

≤+Δ⇒
⎪⎩

⎪
⎨
⎧

+Δ=
≤

ρ
ρ

 (9) 

The amplitude of the out-of-plane motion can 
get any value  between 0  and the maximum 
value *

maxz . 

 
Fig. 5 3D visualization of the No-Fly-Around Safe 

Region 

 
 

Fig. 6 Constraint conditions for the In-plane motion 
of the No-Fly-Around SRTs 

4.2 Cross-track minimum distance 
In some scenarios it is essential to ensure a 

minimum distance in the cross-track plane to 
guarantee the safety of the formation flying 
satellites, even in the presence of along-track 
drift. Some small amount of along-track drift is 
always present after a maneuver due to 
unavoidable thruster inaccuracies, navigation 
errors and perturbations. 

We define cross-track avoidance region as a 
safe circle in the cross-track plane, centered at 
the Chief and with radius CTr . The minimum 

distance of the SRT projected in the cross-track 
plane is greater than the safe minimum distance 

CTr , requirement (b), if the semi-minor axis b  

of the ellipse obtained by projecting the SRT in 
the cross-track plane is greater than CTr , that is: 

5c/c;
2

2cos2 224422

CT
zxzxzx rb ≥

−+−+
=

αρρρρρρ  (10) 

where zxy ϕϕα −= . 

4.3 Evasive trajectories constraints 
To check if the ERT is outside the Nominal 

Boundary, the ERT is divided into m points 

jERT ,P , with mj ,,1K= . Let jERTd ,  be the 

distance of the point jERT ,P  from the origin of 

the Hill’s frame, and let jNBd ,  be the distance 

from the frame origin of the point jNB,P  

obtained intersecting the ray from the origin to 

jERT ,P  with the Nominal Boundary (see Fig. 7). 

 
Fig. 7 Evasive Relative Trajectory constraints 

ERT 

SRT 

jNB,P  

jERT ,P  
j  

Nominal 
Boundary 

Chief jERT ,d  

jNB,d  

radial 
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The ERT evolve outside the Nominal 
Boundary if the following constraint condition  
c/c 6 is satisfied: 

( ) 6c/c;0min ,,
,,1

≥−
= jNBjERT

mj
dd

K

 (11) 

4.4 Nominal Guidance Algorithm 
The Nominal Guidance algorithm uses 

Genetic Algorithms[5] (GAs) to find a ERT-SRT 
couple that satisfies (a) (b) (c) and (d) 
requirements for both Fly-Around and Not-Fly-
Around SRTs. The optimization variables used 
in GAs are yρ , zρ , yΔ , xyϕ , zϕ  and etΔ , 

whose values are chosen in the following 
ranges:  

 ],[ *
min

*
min yyy −∈ρ ; 

 ],0[ *
maxzz ∈ρ ; 

 ],[ ** yyy ΔΔ−∈Δ  for the Fly-Around 

case; 

 ],[ *
max

*
min yyy∈Δ  or ],[ *

max
*
min yyy −−∈Δ  

for the No-Fly-Around case; 
 ]2,0[ πϕ ∈xy ; 

 ]2,0[ πϕ ∈z ; 

 ],0[ max,ee tt Δ∈Δ . 

where 
2

*
min

*
max* yy

y
−

=Δ . 

Parameters *
miny , *

maxy , *
maxz , which define 

dimensions of the Safe Region in the two cases 
Fly-Around and No-Fly-Around, max,etΔ , Fly-

Around or No-Fly-Around SRT type and the 
constraint on the minimum distance of the SRT 
in the cross-track plane are all elements that 
have to be properly chosen in accordance with a 
specific mission scenario. 

GAs minimize totvΔ  while satisfying the 

constraint conditions 1-2 for the Fly-Around 
case or 3-4 for the No-Fly-Around case, 5 and 6. 
The total delta-v is computed using the HCW 
model and assuming impulsive maneuvers, 
with: 

21 vv Δ+Δ=Δ totv  (12) 

To check if each constrain condition is 
verified, a corresponding penalization term is 
properly added to totvΔ . Each penalization term 

is equal to zero only if the corresponding 
constraint condition is satisfied; on the other 
hand, it exhibits an exponential rise. Each 
constraint condition can indeed be rewritten in 
the form *

ii μμ ≥ , with 6,,1K=i . If the thi  

constraint condition is not verified, then *
ii μμ <  

and the corresponding penalization term is: 

1
*

1

−=
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−

i

i
ik

i ep μ
μ

 

(13) 

where 
( )

i

i
ik

α
γ
−
+

=
1

1ln
. This means that if 

*
iii μαμ = , with [ )1,0∈iα , then iip γ= . ik  is 

introduced to control the rising rate of each 
penalization term in relation to the other ones, 
and it can also be used to weight one constraint 
violation more than the other ones. 

In GAs, both the problem formulation and 
the genetic parameter selection, such as the 
population size or the cross-over function, have 
a big effect on the solution obtained with these 
methods. Smaller size of population looses the 
diversity very soon, while higher population 
size provides a higher diversity and the 
convergence to better solutions happens sooner 
than smaller population sizes. Bigger 
populations needs however more time for the 
algorithm to run, which should be a problem in 
collision-avoidance maneuvers. As a 
consequence, the population size must be a 
trade off solution between better results and 
computational time. 

Once a solution is obtained with GAs, a 
Pattern Search (PS) algorithm is run with GA 
solution as starting point, in order to refine the 
GAs solution. 

5 Control Strategies 
The Separation Guidance and the Nominal 

Guidance strategies has been tested using a 
Matlab software simulator for spacecraft 
formation flying applications with a modular 
structure. The Collision-Avoidance algorithms 
have been used to develop the following 
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modules: the Collision Avoidance Separation 
Guidance (CASG) module, the Collision 
Avoidance Nominal Guidance (CANG) module 
and the section of the Mode Manager module 
that is in charge of the Collision-Avoidance. 

Referring to Fig. 8, if the Collision- 
Avoidance mode is activated, the Mode 
Manager handles activation/deactivation of the 
CASG and CANG modules through MM

CASGS  and 
MM
CASGS  commands. When the CASG module is 

enabled, it computes the control actions that the 
thrusters system has to execute, based on the 
estimation of the actual relative position x̂ . 
When the CANG is enabled, it carries out the 
computation of the reference state trajectory 

),( yx  starting from the current estimated 
relative dynamic state )ˆ,ˆ( yx . The reference 
trajectory is utilized in the control module to 
compute the control acceleration for trajectory 
tracking. 

 
Fig. 8 Guidance and Control scheme for the 

Collision- Avoidance mode 

 

Two types of control strategies are designed 
to perform the tracking of the reference 
trajectories: the first one is based on Linear 
Quadratic Regulator[3],[6] (LQR), the second one 
is based on Model Predictive Control[4],[7] 
(MPC). 

Both controllers use a state feedback in the 
optimal control law computation. However, for 
the problem under investigation, while the LQR 
control law can be computed off-line and 
considering control constraints a posteriori, the 
MPC control law is obtained by solving on-line, 
at each control step, a finite horizon open-loop 

optimal control problem that takes into account 
control and state constraints. 

In the synthesis of both controllers, we used 
the discrete time version of the HCW relative 
dynamic model in state-space form, that is, a 
Discrete-time Linear Time Invariant (DLTI) 
model: 

⎩
⎨
⎧

=
+=+

kk

kkk

xy
uBXAX 1  (14) 

where TTT ],[ vxX =  is the state vector and y  is 
the output vector. Furthermore, the trajectory 
tracking problem is seen in the light of a 
regulation problem for the instantaneous 
deviation between the  current estimated and the 
desired trajectories. 

The purpose of LQR synthesis is to find a 
state feedback control law in the form 

)( kkk XXKu −−= , where K  is a gain matrix 

obtained from the solution of the Discrete-time 
Algebraic Riccati Equation (DARE), in order to 
minimize the following quadratic performance 
index: 

∑
∞

=

+−−=
0

])()([
k

k
T
kkk

T
kkJ uRuryQry  (15) 

where r  is the output reference vector, and  Q  
and R  are positive-definite matrices 
representing the state error weighting matrix 
and the control weighting matrix, respectively. 

Matrices Q  and R  are parameters that affect 
reference trajectory tracking performances and 
fuel consumption: higher values of Q  elements 
with respect to R   elements means higher 
weight on state error with respect to control 
action, and this lead to a more aggressive 
control, a better performance in tracking the 
desired trajectory but a higher fuel consumption. 

The MPC control action at time k is obtained 
by minimizing the following performance index 
with respect to the sequence of the input 
increments )|1(,...,)|( kkmukku +−ΔΔ : 
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subject to the following constraints: 

if Separation Guidance is enabled 

if Nominal Guidance is enabled 
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(17) 

where ' )|( kik + ' denotes the value predicted for 
time ik +  based on the information available at 
time k , p  is the prediction horizon, m  is the 

control horizon and Q , uΔR  and uR  are output 

error, input increment and input weighting 
matrices, respectively. 

When designing a MPC controller one 
should take into account that: a more aggressive 
controller with more fuel consumption and 
better tracking performances is obtained with 
smaller prediction horizon p, tighter constraints 
on control variables and higher ratio between 
state error weight and control action weight; 
larger control horizon m leads to an 
optimization problem with more degrees of 
freedom, thus a “more” optimal (better 
performances) but more complex control. 

6 Simulation Results 
In this section we present results of a 

Collision-Avoidance maneuver in which both a 
Separation Guidance maneuver and a Nominal 
Guidance maneuver are performed. 

The initial dynamic state of the Chief is 
given in terms of orbital elements of the 
osculating keplerian orbit: semi-major axis 

kma 6778= , eccentricity 0=e , right ascension 
of the ascending node deg30=Ω , inclination 

deg45=i , argument of perigee deg20=ω  and 
true anomaly deg60=ϑ . The initial dynamic 
state of the Deputy is given in Table 1 as 
relative position ir  and velocity iv  vectors with 

respect to the Hill's frame. In order to simulate a 
collision, the value of iv  is obtained forcing the 

Deputy to reach the origin of the Hill's frame in 
5 minutes. Separation Guidance parameters are 
listed in Table 2, while Nominal Guidance 
parameters are listed in Table 3. 

min56.69max, =Δ et  is equal to 0.75 times the 

initial orbital period of the Chief.  
 

Table 1 Initial relative dynamic state of the Deputy 

 
 

Table 2 Separation Guidance parameters 

 
 

Table 3 Nominal Guidance parameters 

 
 

Figure 9 shows the profile of the control 
acceleration components during the Separation 
Guidance maneuver. Thrusters are switched on  
for the first 24 seconds of the maneuver to 
ensure that the Deputy is outside the Nominal 
Boundary within 7 minutes. Figure 10 shows 
the Deputy/Chief distance profile: the Deputy is 
outside the Avoidance Region (AR) and the 
Nominal Boundary (NB) after 34 seconds and 
6.37 minutes, respectively.  

 

Fig. 9 Control acceleration components – Separation 
Guidance maneuver 

t0 

smv CASGtot /80.1, =Δ
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Fig. 10 Distance profiles – Separation Guidance 

maneuver  

 

Results of Genetic Algorithm and Pattern 
Search for the Nominal Guidance maneuver are 
presented in Table 4. These results are obtained 
using Matlab Genetic Algorithm and Direct 
Search Toolbox™, with a population size of 
4000 individuals and with a maximum 
computational time for GA and PS algorithms 
of 1.5 minutes. The corresponding position, 
velocity and delta-v vectors are listed in Table 
5. 

Figure 11 and Figure 12 show in-plane and 
out-of-plane projection, respectively, of the Fly-
Around Safe Region and the resulting couple of 
trajectories SRT-ERT. As can be noted from 
these figures, all constraint conditions are 
satisfied. 

 

Table 4 Genetic Algorithms and Pattern Search 
results – Nominal Guidance maneuver 

 
 

Table 5  Position, velocity and delta-v vectors – 
Nominal Guidance maneuver 

 
 

 
Fig. 11 In-plane projection of the Nominal Guidance 

maneuver 

 

Fig. 12 Out-of-plane projection of the Nominal 
Guidance maneuver 

 

A comparison of LQR and MPC control 
acceleration components near times 1t  and 2t  is 
shown in Fig. 13 and Fig. 14, respectively. 
These results are obtained with a control 
horizon 5=m , a prediction horizon 25=p , a 

control interval sTs 5=  for both controllers, 

while the state error and the control weighting 

t0 

Avoidance Region; Nominal Boundary. 
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matrices of both controllers are set to obtain 
similar performances in tracking the same 
reference trajectories. For the Nominal 
Guidance maneuver, the total delta-v obtained 
with LQR and MPC are smvLQR /4757.1=Δ  

and smvMPC /3914.1=Δ , respectively. In this 

scenario, the use of an MPC controller reduces 
the total delta-v by %71.5  with respect to an 
LQR controller. This is due also to the 
anticipative action of the MPC, as can be noted 
in Fig. 14. 

 
Fig. 13 LQR and MPC control acceleration components 

near time t1 (LQR in red and MPC in blue) 

 

Fig. 14 LQR and MPC control acceleration components 
near time t2 (LQR in red and MPC in blue) 

7 Conclusions 
In this paper we present some collision-

avoidance guidance and control strategies for a 
satellite pair flying in formation. The collision-
avoidance strategy consists on a first Separation 
Guidance maneuver performed to avoid a 
predicted oncoming collision and on a second 
Nominal Guidance maneuver that is in charge of 
placing the deputy spacecraft in a bounded 
parking trajectory that must fly within a 
prescribed safe region. 

We investigate two types of safe region: a 
fly-around safe region that evolve around the 
chief spacecraft and a no-fly-around safe region 
whose geometric center is properly placed along 
track. For each of them, we analyze the 
requirements that the Nominal Guidance 
maneuver must satisfy to assure the safety of the 
formation. Furthermore, we describe how 
Genetic Algorithms can be setup and used to 
plan a Nominal Guidance maneuver that 
satisfies the specified safe requirements. In 
order to track the desired reference trajectories 
provided by the Nominal Guidance, we also 
design two types of controllers, a Linear 
Quadratic Regulator and a Model Predictive 
Control.  

Simulation results show both the 
effectiveness of the proposed collision-
avoidance strategies and the different behavior 
of the two controllers in tracking the same 
reference trajectory. In the scenario that we 
present, the MPC controller can reduce the 
propellant consumption by 5.71% with respect 
to the LQR controller. 
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Abstract  

A singularity problem for a single gimbal 

control moment gyros (SGCMGs) system in a 

Box configuration is analyzed. The Box 

configuration is affected by some singular states 

that cannot be escaped by using just a 

singularity robust inverse approach. In order to 

avoid this particular singular conditions two 

alternative steering methods are proposed, 

based on a real-time change of the Jacobian 

matrix forcing the CMGs units to exit the 

singular condition. Numerical simulations are 

presented in order to evaluate the system 

performances for a satellite attitude control 

system during prescribed attitude trajectories 

tracking maneuvers. The new algorithms are 

compared to existing steering laws and used 

with different null-motion methods. 

1 Introduction 

Control Moment Gyros (CMGs) are 

momentum exchange actuators, consisting of a 

flywheel rotating at a constant speed which the 

angular momentum vector is rotated by one 

supporting gimbal (single gimbal CMGs or 

SGCMGs), or two gimbals (double gimbal 

CMGs or DGCMGs). As a result, a torque is 

generated in the direction that is orthogonal to 

both the flywheel angular momentum and the 

gimbals rotation axes (Fig. 1).  

 

 

Fig. 1 Single Gimbal CMG 

 

The main feature of the Control Moment 

Gyros is that they provide a high torque with a 

quick response with respect to the reaction 

wheels. 

In fact, while reaction wheels can produce a 

maximum torque of 2 Nm, SGCMGs can reach 

a 5000 Nm torque capability. 

The problem in using CMGs is represented 

by singularities that arise when a required 

output torque cannot  be exactly provided. The 

control of a SGCMG cluster is based on the 
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inversion of the Jacobian matrix, that is a 

function of each CMG gimbal angle. These 

singular conditions come up when the classical 

pseudo-inverse technique is no longer usable 

because the matrix product between the 

Jacobian and his transpose results no full-rank. 

As a consequence the output torque cannot be 

given along a certain direction, denoted by the 

so called “singular vector”. 

The study of CMGs began in the 60’s for the 

application to the Skylab’s  Apollo telescope 

mount attitude control system [1], including 

software studies for the actuator’s steering 

control law. 

After this studies, a double gimbal CMG 

system was chosen, with an approximation for 

the steering law Jacobian inversion. 

In 1978 two independent studies by 

Margulies and Tokar formulate a geometric 

theory for singularity. Margulies introduced the 

gradient method null-motion for singularity 

avoidance, while Tokar discovered that a system 

with more than six SGCMG units has no 

internal singular states.  

Based on this theory, a six SGCMG attitude 

control system for the MIR space station was 

used. 

Since 1980’s different approaches have been 

studied for the singularity avoidance of 

SGCMG clusters, as the workspace reduction 

[2], consisting in limiting the workspace domain 

of the total angular momentum or the off-line 

planning, consisting in planning the better 

angular momentum path before starting the 

maneuver. 

The most studied approach is the real-time 

control, which consists in introducing a 

mathematical element for avoiding singularity 

in the Jacobian inversion. 

Presently DGCMGs, which have less 

singularity problems, have been used on the 

ISS. Moreover these devices are largely studied 

for the attitude control of satellites thanks to the 

capability of  constructing CMGs of small size 

and weight [3,4]. 

This work focus on the SGCMGs real-time 

control approach for a satellite attitude control 

system of 4 SGCMG units, aiming to analyze 

ggg 

 

the behavior of two proposed steering 

algorithms, compared to already existing laws. 

A particular configuration called Box is 

considered. 

In order to evaluate numerical results a 

satellite attitude control system have been 

simulated, performing prescribed attitude 

trajectories tracking maneuvers. 

The required maneuver performances are 

obtainable only by using CMGs actuators 

because of S/C high rotation rates and 

accelerations. 

2 Mathematical Modeling 

In this section the SGCMGs’ (simply called 

CMGs by now) control theory will be described, 

introducing the singularity problem. 

First of all, we can define the rotational 

motion equations of the S/C assuming it as a 

rigid body. Including momentum exchange 

actuators the equation is simply given by: 

 

  EXTJ J    ω h ω ω h T  (1) 

 

Where J is the S/C inertia matrix, including 

the actuators inertia, h is the CMGs actuators 

total angular momentum expressed in the S/C 

body fixed axes, the vector  , ,x y zω ω ω ω  is 

the S/C angular velocity, and TEXT represents 

the external torques.  

Introducing the actuators control torque τ  

we can write the Eq. (1) as a system of two 

equations: 

 

  EXTJ J    ω ω ω h τ T
 (2) 

       h τ
 (3) 

 

The control torque τ  represents the torque 

given by the CMGs actuators in order to 

perform an assigned attitude maneuver. 

We can define the CMGs total angular 

momentum as the sum of each unit momentum 

ggg  
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vector, and it can be expressed as: 

 

 
1

n

i i

i




h h  (4) 

 

Where hi is the angular vector of the i-th unit, 

function of the gimbal angle, i  is the gimbal 

angle of the i-th unit representing the orientation 

of each unit and n is the actuators’ units 

number. 

To express the time derivative of Eq. (4) in 

order to resolve the Eq. (3) we must consider 

the dependence of the angular momentum 

vector by the gimbal angles, obtaining 

 

1

n
i i

i i

C
t





 
 

 


h
h δ  (5) 

 

Where the C matrix is the system Jacobian, 

defined as: 

  

31 2

1 2 3

, , ,..., n

n

C
   

   
  

    

h hh h
 (7) 

 

And δ  is the gimbal rates vector 

1 2 3, , ,...,
T

n      δ . 

The Jacobian C is a 3 n  dimensional 

matrix, and each column represents the output 

torque versor of the i-th unit, multiplied for the 

angular momentum module of a single unit. 

To invert Eq. (5), since for redundant 

systems with n>3 (or if n<3) C is a rectangular 

matrix, the inversion can be made using the well 

known Moore-Penrose pseudoinverse (PSI), 

obtaining: 

 

1
T TC C CC


     δ h h  (8) 

 

Where C
#
 indicates the Jacobian matrix 

inverse. Equation (8) gives an exact, minimum 

norm, solution of δ . On the other hand, the PSI 

solution exists only if CC
T
 is full rank. In fact, if 

 det 0TCC   the inversion in Eq. (8) is not 

possible and the system is in a singular state. 

For each singularity state a vector u can be 

defined as  the singular vector, along which the 

system cannot provide torque.  

A real-time steering control approach tries to 

solve this problem modifying Eq. (8) in order to 

give always a solution of δ , despite the 

introduction of a little error while the system 

pass through a singular state. 

2.1 The Box Configuration 

The actuators cluster analyzed in this work is 

the so called Box configuration, that can be 

recognized also as a Roof type M(2,2) with 

orthogonal planes or a Pyramid type with a 

skew angle of 90 deg. 

 It consists of 4 SGCMGs divided in two 

pairs of units. Each pair has the same gimbal 

axis direction and the output torque lies on a 

plane (Fig. 2).  

 

 

Fig. 2 Box configuration scheme 

 

For the simulations the first units pair (CMGs 

1&2) has the gimbal axis g1 along the body ẑ  

axis (Yaw axis), the gimbal angles 1  and 2  

are measured starting from the x̂  axis and the 

generated torque lies on the xy plane. 
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The second pair (CMGs 3&4) has the gimbal 

axis g2 along the body x̂  axis (Roll axis), the 

gimbal angles 3  and 4  are measured starting 

from the ˆz  axis and the torque is given on the 

yz plane. The combination of the two pairs 

allow to generate a torque vector in a 3 

dimensional space. 

It can be now defined the total angular 

momentum as: 

 

1 2

1 2 3 4

3 4

cos cos

sin sin sin sin

cos cos

H

 

   

 

 
 

   
 
   

h  (9) 

 

Where H is the constant angular momentum 

value of each unit. The Jacobian will be: 

 

1 2

1 2 3 4

3 4

s s 0 0

c c c c

0 0 s s

C H

 

   

 

  
 


 
  

 (10) 

 

Where s sini i   and c cosi i  . 

The singular states for the Box configuration 

are defined by the following angles conditions: 

 

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2

1 2 1

3 4

3 4 3

,

,

,

,

,

,

k

k

k

k

   

    

    

     

  

    

  

    

  

   

   

    

  

   

  

   

 (11) 

 

Where k=0, 1. 

The comparison with the Pyramid type 

configuration shows that in case of failure of 

one CMG, the Box configuration assure the 

largest singularity free internal workspace, 

allowing a simpler torque generation with 

respect to a conventional Pyramid configuration 

[5].  

Moreover, as visible analyzing Eq. (9), the 

Box configuration angular momentum 

workspace is near-ellipsoidal with a momentum 

capacity of 4H along the pitch axis and a 

capacity of 2H along the roll and yaw axes, in 

order to improve maneuvering performances for 

pitch rotations, while for a Pyramid 

configuration it is possible to obtain a near 

spherical workspace. 

3 Conventional Real-time Steering Laws 

Most of the real-time steering methods are 

based on the solution of a mixed, two-norm and 

least-squares minimization problem: 

 

    min
T

TC P C Q  
δ

δ T δ T δ δ  (12) 

Subject to            C δ T  (13) 

 

Where T is the required torque and P and Q 

are positive definite square matrices. This time 

the inversion of the Jacobian can be found as: 

 

1
T TC WC CWC V


      (14) 

 

Where W=Q
-1

 and V=P
-1

. 

The first Singularity Robust Inverse (SRI) 

steering method, proposed by Nakamura and 

Hanafusa [6], identified W and V as n nW I   

and 3 3V I  , where   is a properly chosen 

positive scalar needed to avoid the singular 

state. As a result, Eq. (14) becomes: 

 

1

3 3

T TC C CC I





     (15) 

 

The scalar   is often selected as: 

 

 0 exp det TCC    
 

 (16) 

Where   and   are positive scalars to be 

properly selected. It can be emphasized that in a 
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singular state  det 0TCC   and   tends to 
0 , 

permitting the existence of Eq. (15). 

Though the SRI method is effective for the 

most of internal singularities, when the required 

torque lies along the singular vector the solution 

δ  is a null vector, and the system cannot escape 

the singular state. 

In order to avoid this problem Wie, Bailey 

and Heiberg [7] modified the SRI introducing a 

time dependent matrix able to pass through such 

a singular state. 

This method, called Perturbed Singularity 

Robust inverse (PSR) by now, is defined by the 

two matrices n nW I   and V E : 

 

1
T TC C CC E


      (17) 

 

Where 

 

3 2

3 1

2 1

1

1

1

E

 

 

 

 
 


 
  

 (18) 

 

and 

 

 0 sini it      (19) 

 

Where t is the time and the amplitude 0 , the 

frequency   and the phases i  need to be 

properly selected. 

All the SR based methods act modifying the 

output torque permitting to quit the singular 

state while introducing an error. 

3.1 Null Motion 

In addition to the solution given by the 

Jacobian inversion another component can be 

added to improve the singularity avoidance for 

redundant systems. This element uses the null 

space of the Jacobian in order to do not produce 

torque, while adding a proper amount of null 

motion Nδ  that can be used to allow the system 

to steer away from passable singularities or to 

maintain the CMGs near a desired position. 

The null motion component is defined as: 

 

N I C C    δ d  (20) 

 

Where d is a vector representing the amount 

of null motion for each unit. In every non 

singular state it is assured that 0NC δ . 

Depending on the selection of d two 

principal null motion types can be defined. 

The gradient method [2] defines d as a 

gradient of a certain function  f δ  permitting 

its maximization. The function  f δ  can be 

selected as a measure of singularity, such as 

   det Tf CCδ .  

Another type of null motion, called preferred 

gimbal angles [8], makes possible to maintain 

the units around a fixed position 0δ , making 

possible the introduction gimbal rotations 

constraints and increasing the reliability of the 

system. 

4 Saturation Singularities Escape 

The PSR is a steering control law effective 

for almost every so called internal singularities, 

but for the saturation singular states can present 

problems. In fact, when the system reach the 

angular momentum saturation, though the 

conventional steering laws produce the CMGs 

rotation, the system remains in a saturation state 

preventing actuators desaturation. 

For the Box configuration this problem 

appears when one or more pairs of CMGs get 

the same orientation resulting aligned. 

In this case 2 or 4 rows of C
#
 are equals and 

the generated rotation rates i  have the same 

values for each pair of units, preventing the 

separation. 

This causes the permanency in a singular 

state, or the increase of chances to ran into 

singularities. 

This problem related to saturation 

singularities was faced by Wie in 2005 [9], 

proposing a modification of the PSR. He 
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proposed to change the W matrix of Eq. (14) in 

a near diagonal matrix obtaining: 

 

1
T TC WC CWC E


      (21) 

 

With  

 

1

2

3

4

w

w
W

w

w

  

  

  

  

 
 
 
 
 
 

 (22) 

 

Where the diagonal elements wi are positive 

scalars and 0  . The E  term is the same as 

the one used for PSR. 

The purpose of the W matrix is to change the 

gimbal rates of the aligned units in order to 

separate them while generating near the same 

PSR torque error. This method has been called 

Off-Diagonal SRI (o-DSR). 

Another solution has been proposed by 

Heiberg in 2011 [10], providing singularity 

avoidance using virtual array rotations. This 

steering logic is based on the evaluation of the 

determinant of CC
T
: If its value is less than a 

certain threshold the Jacobian C is recalculated 

with a virtual gimbal angle displacement, in 

order to bypass the singular state and generate a 

torque affected by an error caused by the virtual 

displacements. The Jacobian evaluation and 

recalculation is done while the determinant 

reaches the threshold value. 

This method allow to pass even the saturation 

singularities and in addiction, with respect to the 

o-DSR, it needs a routine with a decision block 

to calculate the gimbal rates δ .   

5 Proposed Steering Control Algorithms 

The two proposed steering control logics are 

based on the PSR method together with a 

Jacobian change during the alignment of any 

units pair. 

The first method (called PA1 by now) 

includes an evaluation of the angle between 

each pair of units and since the saturation 

singularities are caused by alignment of one or 

two couples of CMGs, a change of Jacobian is 

made in order to separate them. 

If the relative displacement become less than 

a threshold value, the Jacobian is changed 

removing the column associated to the CMG 

that is needed to stop.  

So the non stopped unit become steered like 

the system has only 3 units (or 2) while the 

stopped one is not considered in the PSR control 

law until the relative angle between them 

exceeds the threshold value.  

The logic can be reassumed by the following 

table: 

 

Tab. 1 PA1 logic 

Angles conditions Jacobian 

suppressed 

columns 

1 2 lim
      

3 4 lim
      None 

1 2 lim
      

3 4 lim
      2

nd
 

1 2 lim
      

3 4 lim
      4

th
 

1 2 lim
      

3 4 lim
      2

nd
 and 4

th
 

 

 

Where lim  is the threshold value for the 

units couples relative displacement. 

In Fig. 3 the system behavior is shown: On 

the left the CMGs couple is in an aligned 

condition, producing torque on the xy plane, 

while on the right is shown the response given 

through the new steering logic. 

On the right is also possible to observe that 

the total torque is near the same as the one given 

by the PSR method, thanks to the increased rate 

for the non stopped CMG. 

 

 

 

Fig. 3 PA1 Jacobian change effect 
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The second proposed steering algorithm 

(called PA2 by now) is based on the first one. 

The Jacobian change is made in the same way 

as described before, but a manipulation of the 

gimbal rates is made. In order to increase the 

separation velocity, instead of move one CMG 

stopping the other, a velocity component is 

added to both the units in opposites directions. 

The gimbal rates manipulation can be 

schematized as follows: 

 

Tab. 2 PA2 rates manipulation 

PA1 resultant 

gimbal rates 

New gimbal rates 

1 3 4
,0, ,     δ

 
1 1 3 4

3 1
, , ,

2 2
NEW

      
 
  

δ  

1 2 3
, , ,0     δ

 
1 2 3 3

3 1
, , ,

2 2
NEW

      
 
  

δ  

1 3
,0, ,0    δ

 

1 1 3 3

3 1 3 1
, , ,

2 2 2 2
NEW

         
 
  

δ

 

 

 

For example, being 1 3 4,0, ,     δ  the 

gimbal rate vector obtained by the first method, 

the rate vector for the second method can be 

obtained as 1 1 3 43 2 , 1 2 , ,NEW         δ . 

So the behavior of CMGs 1&2 can be shown 

in Fig. 4. 

 

 

 

Fig. 4 PA2 solution 

 

And the separation velocity will be 

1 2 12    , that is the double of the one 

obtained by the first method. The resultant 

torque is the same as the one given by the first 

proposed logic. 

5.1 Numerical Example 

Consider now a Box configuration in a 

saturation singularity corresponding to a gimbal 

angle vector  70,70,150,150 degδ . 

Choosing the angular momentum of each 

unit as H=1 Nms, the Jacobian defined by Eq. 

(10) becomes: 

 

0.940 0.940 0 0

0.342 0.342 0.866 0.866

0 0 0.500 0.500

C

 

  

 
 
 
  

 

(23) 

To calculate the expressions defined by Eq. 

(16), Eq. (18) and Eq. (19) the following values 

are chosen: 0 0.01  , 10  , 0 0.01  , 

2  ,  0, 2, φ  and t=15 s. The W 

matrix for the o-DSR is selected as 

W=diag(1,2,3,4). 

For this example the desired torque will be 

 1,0,0
T

Nm  T h . 

The PSR steering law defined by Eq. (17) 

provides: 

 

0.511 0.049 0.083

0.511 0.049 0.083

0.151 0.417 0.272

0.151 0.417 0.272

C

 
 

 
 
 

 

 (24) 

 

And the gimbal rate vector Cδ T  

becomes: 

 

 0.51, 0.51, 0.15, 0.15PSR rad sδ  (25) 

 

As can be seen, the CMGs 1&2 gimbal rates 

are equals, as well as the CMGs 3&4 ones, 

preventing the singularity escape. 

The torque CT δ  given by PSR is: 

 

 0.9611, 0.0883, 0.1510PSR Nm T  (26) 
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The o-DSR described by Eq. (21) gives the 

following rate solution and torque: 

 

 0.34, 0.68, 0.13, 0.17o DSR rad s δ  (27) 

 0.9632, 0.0875, 0.1519o DSR Nm  T

 

(28) 

For the method proposed by Heiberg, 

choosing a virtual displacement of 1° for the 2
nd

 

and 3
rd

 CMG units we obtain the Jacobian as: 

 

0.940 0.946 0 0

0.342 0.326 0.866 0.875

0 0 0.500 0.485

C

 

  

 
 
 
  

 

(29) 

And the rate vector and output torque are: 

 

 -3.58, 4.62, -7.73, 7.97HEI rad sδ  (30) 

 0.9731, 0.1445, 0.1211HEI Nm T  (31) 

 

For the first proposed steering algorithm 

(PA1) in the new Jacobian the 2
nd

 and 4
th

 

columns are suppressed in order to stop CMGs 

2&4 and permit the couples separation, 

obtaining: 

 

 

0.940 0

0.342 0.866

0 0.500

C



 

 
 
 
  

 (32) 

 

 

So the rate vector and output torque become: 

 

 1 1.017, 0, 0.299, 0PA rad sδ  (33) 

 1 0.9555, 0.0891, 0.1493PA Nm T  (34) 

 

The second proposed logic (PA2) provides 

ggg 

 the following rate vector and torque: 

 

 2 1.53, -0.51, 0.45, -0.15PA rad sδ  (35) 

 2 0.9555, 0.0891, 0.1493PA Nm T  (36) 

 

The results show that the output torque 

during the singular state presents comparable 

errors. The main difference between the 

different steering laws is represented by the 

gimbal rates. In fact the separation velocity for 

CMGs 1&2 are: 1 2 0.34o DSR rad s       

8.20HEI rad s  , 1 1.017PA rad s   and 

2 2.034PA rad s  . 

Usually a real gimbal motor can provide 

gimbal rates often limited to 1 2 rad s  and 

accelerations limited to few 
2

rad s  and in case 

of gimbal rates saturation, a proportional scaling 

for all the CMGs rates is made, in order to 

maintain the output torque along the desired 

direction even if decreased in value. 

So even if in an ideal system the Heiberg 

steering logic would be preferable with respect 

to the others because of its higher separation 

velocity, probably the high rates shown by Eq. 

(30) would be limited by the motor constraints, 

affecting the output torque more than the others 

methods. 

6 Simulation Results 

In order to evaluate the effectiveness of the 

presented steering logics a large quantity of 

simulations have been carried out simulating a 

typical Earth observation mission in a sun-

synchronous orbit. During simulations ideal 

sensors and ideal gimbal motors have been 

considered, together with a rate saturation to 

lim 1rad s    and an acceleration limit of 
2

lim 1rad s   . The gravity gradient torque 

has been introduced as external torque. 

To calculate the torque needed by CMGs for 

the prescribed attitude trajectories tracking 

maneuvers a PID controller was used, together 

with a feedback-linearization component and a 
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feed-forward control torque based on the 

reference S/C accelerations, developed as: 

 

 P D r I

r

K K K dt

J J

     

    

τ e ω ω e

ω ω ω ω h
 (37) 

 

Where the torque τ  has been defined in Eq. 

(3), KP, KD and KI are diagonal and definite 

positive matrices, ω  is the measured angular 

rate of the S/C, rω  is the reference S/C rate, h is 

the actuators angular momentum vector, e is the 

quaternion error vector and J is the S/C inertial 

matrix, that for the analyzed satellite has been 

taken: 

 

2

7500 375 750

375 11250 150

750 150 9000

J kg m

 
 

 
 
  

 (38) 

 

The following simulation results are referred 

to a 30 deg pitch-axis reorientation maneuver, 

depicted in Fig. 5.  

 

 

Fig. 5 Pitch-axis reorientation maneuver 

For this simulation it will be considered a 

worst case, starting from a singular state that 

cannot be escaped by the SRI or PSR as 

described before. 

The set of the initial gimbal angles is chosen 

as  0 80,80,260,260 degδ  and the angular 

momentum of each CMG is assumed as H=30 

Nms. The values of  , E and W have been 

already defined in the previous paragraph. The 

angle threshold value for PA1 and PA2 has been 

set to lim 0.1deg  . 

In Fig. 6 the attitude errors obtained by each 

steering law are showed, and as can be seen, the 

error values are well comparable. At the 

beginning of the maneuver the escape from the 

initial singularity produces a larger error for the 

PA1, while for the o-DSR it becomes very 

small.  

 

 

o-DSR                                   HEI 

 

PA1                                      PA2 

Fig. 6 Attitude angles errors 

 

   

o-DSR                                        PA2 

Fig. 7 det(CC
T
) time histories 

 

 

Fig. 8 CMG gimbal angles time history for PA2 

 

In Fig. 7 the determinant time histories for 

the o-DSR and PA2 are represented, showing an 

higher average value for PA2, whereas in Fig. 8 
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it is possible to see the gimbal angles time 

history of each units couple for the PA2 (CMGs 

1&2 on the left and 3&4 on the right) 

The results for the PA1 are very similar to 

the PA2 ones and will not be shown. 

To further evaluate the effectiveness of PA1 

and PA2, singularity escape simulations have 

been carried out starting from all type of 

singular states related to the Box configuration. 

 Moreover an instrument scanning maneuver 

has been analyzed, using the two different 

methods for null motion, of which the results 

are not shown here. Though the main features 

revealed by simulations are the meeting of the 

attitude errors with the scanning phase errors 

constraints (errors < 3 mdeg) and the possibility 

to introduce mechanical constraints to the 

gimbals rotation using a preferred gimbal angles 

null motion, simplifying the electrical interfaces 

and increasing the system reliability. 

7 Conclusion 

Two new steering logics has been proposed 

for a SGCMG cluster in a Box configuration 

based on the PSR steering law, together with a 

real-time Jacobian change made in order to 

escape saturation singularities, non escapable by 

the simple PSR. 

PA1 and PA2 separation velocity for the 

aligned units is faster than the o-DSR one, 

whereas the new laws do not need a routine 

block with respect to the Heiberg logic. 

The test with different null motions has 

demonstrated that a gradient method can avoid 

certain type of singularity, while the preferred 

gimbal angles method makes possible the 

introduction of mechanical constraints to the 

gimbal rotations, simplifying the electrical 

interface and increasing reliability. 
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Abstract  

Production of the 3 new generation European 
combat aircraft Eurofighter, Gripen and Rafale 
lasting some more years, the fundamental 
question arises: what kind of combat aircraft1 
(manned or unmanned) will be required to 
guarantee Europe’s future security? Focussing 
on production capability only, the design and 
development capabilities however erode, if 
there are no measures taken. Maintaining 
design and development capability of modern 
combat aircraft requires therefore continuous 
work in this technical and operational area on 
products and operational/technology 
demonstrators. The paper presents an evolution 
of the position paper [1]  issued by the Air and 
Space Academy on June 30 2011 to the 26 EU 
member state ministries of defence, European 
authorities and industry leaders. 

                                                 
 
 
 
1 For “combat aircraft” , read “aerial combat system”, 
onboard or not, which includes both combat aircraft and 
combat UAV and encompasses airframe, engine, 
equipments and weapons systems. 

1 Air warfare scenarios without advanced 
combat aircraft are no longer feasible 

In Europe, Defence budgets are shrinking. 
This fact sends out the wrong signal that 
European States are generally feeling safer and 
more comfortable in a world which is itself 
getting more and more uncertain.  

Any projection as regards the next generation 
of combat air systems is necessarily based on 
anticipated future conflict scenarios. At present, 
asymmetric warfare dealing mainly with 
terrorist organisations and multinational 
interventions in failed states are in the spotlight. 
In many such cases, mission aircraft, light 
aircraft and UAVs are up to the job. However, 
as can be seen in the current crisis in Libya, 
even in asymmetric conflicts, sophisticated air 
combat forces are essential in order to identify 
targets, ensure strike accuracy, be efficient on 
mobile targets and avoid collateral damage. 

In addition, growing economic competition, 
dwindling resources and the consequences of 
climate change might generate multi-polar 
conflicts between nations and continents going 
far beyond current conflict scenarios. This is 
another reason why Europe must take care to 
maintain an advanced combat aircraft industry. 

What Future for the European Combat Aircraft Industry? 

A Death foretold? 
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Finally, diplomatic and economic pressures 
supported by the presence of military forces 
and, at the worst, armed conflicts involving 
mostly sophisticated air power are likely to 
emerge in out-of-area scenarios where resources 
are a key to Europe’s economic and political 
survival.  

2 Today, Europe runs the risk of losing its 
air power independence 

A state nowadays relies for its independence 
on its capacity to project power, which itself 
depends on an advanced air combat force. 

Since WWII, European nations have 
developed and produced several generations of 
highly competitive combat aircraft. Today three 
aircraft – Eurofighter, Gripen and Rafale – are 
currently produced, fulfilling European defence 
needs and securing industrial and strategic 
independence. 

Of course, this industrial heritage should be 
optimised to propose a single successor to these 
three combat aircraft but, so far, no movement 
is yet visible to secure this crucial European 
strategic asset in the future. 

At the same time, in addition to the USA 
which has already developed the F-22 and is 
developing the new JSF/F35 combat aircraft 
with the financial support of some European 
countries, emerging powers worldwide are now 
building up forces equipped with their own 
advanced systems such as high performance 
combat aircraft which are developed, procured 
and soon exported in considerable numbers all 
over the world. 

In the coming decades, the introduction on 
the market of advanced 5th Generation combat 
aircraft such as the T-50 (Russia, India), J-20 
(China), KFX (Korea, Indonesia) combined 
with in-flight refuelling capacity allowing for 
out-of-area interventions, will demonstrate these 
strategic ambitions.  

Europe’s strategic independence is therefore 
at stake, if no action is taken to secure 
independent air power capabilities. 

3 A strong European Industrial Base is 
mandatory to Support Operations and 
Upgrades 

Another factor of growing importance that 
must be taken into account is the efficient use of 
advanced systems in operations. Continuous and 
close industrial support is absolutely essential 
during air operations. Such support services are 
equally needed to maintain air capabilities 
through future upgrades. This twofold support 
comes mostly from the industry having 
produced the systems. 

Growing difficulties investing in upgrades of 
European combat aircraft are a warning that the 
European air operations capacity is going to 
shrink. 

Acquisition or even participation in a foreign 
development and production programme – an 
example is given with the F-35 Joint Strike 
Fighter JSF - will never be sufficient to 
maintain overall European airpower capability 
since key technologies and fundamental air 
power characteristics will remain exclusively 
with the leading partner, in the case of F-35 
with the USA. 

It is now clear that the JSF/F-35 process has 
significantly weakened the independent capacity 
of the European combat aircraft industry as a 
whole. It is urgent for Europe to react. 

4 The Combat Aircraft Industry is a 
driving force for advanced technologies 
and qualified employment 

It is not only European air power capabilities 
that are at stake: the European combat aircraft 
industry has become an important factor in 
employment and technology, enriching the civil 
aircraft sector as well as many other high 
technology industries, research institutions and 
universities. 

And these capabilities are sustained by a 
large spectrum of supplier industries, with 
engine, electronic and weapons systems 
manufacturers in pride of place. All over 
Europe, some 120,000 highly qualified people 
are employed in the combat aircraft industry. 

A complete industrial network is therefore 
under threat of being destroyed. 
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5 Fundamentals to secure the European 
Combat Aircraft Industry 

It is common knowledge that maintaining 
these capabilities requires continuous work on 
concrete programmes involving the research for 
new technologies and related know-how in 
design, development and production.  

It goes without saying that European 
manufacturers cannot maintain such capabilities 
on a purely national basis, given that no single 
government will commission for instance a new 
combat aircraft programme of its industry. The 
related investments are too high and the single 
national market is too small. We obviously must 
think on a European scale. 

It is generally acknowledged, in Europe as 
well as in the USA that such combat aircraft 
capabilities can only be maintained through 
affordable demonstrator projects and new 
programs, initiated roughly every 15 and 30 
years respectively, going well beyond existing 
European TDPs (Technology Demonstrator 
Programs). It must be remembered that 
demonstrator variants of today’s European 
combat aircraft have flown for the first time 
some 25 years ago already. 

If no decision is taken on a European level, 
the industrial capability to design and produce 
combat aircraft will rapidly be lost and could 
only be rebuilt by means of a tremendous effort 
lasting decades. 

6 Actions required in order to secure 
Industrial European Combat Aircraft 
Capability 

The Air and Space Academy strongly 
believes that, in order to avoid the future death 
of the independent European combat aircraft 
industry, the following solutions should be 
urgently implemented:  

Any definition of a future European combat 
aircraft programme must stem from the 
expression of joint operational needs and clearly 
specify the required industrial capabilities; this 
approach must be reinforced by technical and 
operational simulations on a global scale.  

Urgent actions must be taken in Europe in 
order to ensure the survival of the avionics 

(radars, sensors, on-board systems) and 
weapons industries, the latter of which is 
currently losing the battle against its 
competitors. Major weapons programmes will 
secure the technology level but upgrade 
programmes are also essential to secure the 
survival of this industry. 

 Further consolidation of European industry 
is required in order to develop new 
technologies, demonstrators or capabilities. 
With this aim in mind, it is necessary to go 
beyond classical cooperation models, and 
investigate new forms of industrial organisation:  

 
• creation of an industrial integrated 

structure for each programme 
• or the creation of a European integrated 

company for the air combat industry. 
 

Experience shows that any attempt at 
industrial consolidation remains artificial and is 
likely to fail if it is not based on a major 
programme. 

The best way of putting together a successful 
multinational programme is to include a limited 
number of cooperating countries (2 or 3) in its 
launch, all of which should agree on their 
respective roles and be prepared to encourage 
other states to join in by providing attractive 
conditions. 

A European operational demonstrator 
programme with 5th generation technology 
should be launched immediately, taking 
advantage of the various technology 
demonstrators already in development and being 
tested in Europe, thus bridging 15 years gap 
mentioned above.  At the same time, in order to 
validate the new operational capabilities 
envisaged, it would be advisable to develop 
functional demonstrators. 

Lastly, a comprehensive long-term 
investment plan must be set up, sponsored by 
industry and European as well as national 
institutions in order to secure Europe’s future 
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capacity to design, develop, produce and 
operate a new generation of combat aircraft. The 
EDA project “Future Air System for Europe2” 
will present in autumn 2011 a comprehensive 
capability road-map enabling future 
developments.  

7 Conclusion 

To-day Europe can still rely on a strong 
aeronautical industrial base. Tomorrow Europe 
will be able to secure its future strategic air 
power independence only if actions are urgently 
decided and funded. This is the price to pay now 
if Europe is to maintain its place in the newly 
emerging multi-polar world. 
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Fig 1. Industrial Network Combat Air Systems 

Fig 2. Combat Aircraft Generations, Development and Production 
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Abstract

This paper outlines an extended literature review

on the complexity of centralized ground based Air

Traffic Management. The advantages and disad-

vantages of several complexity metrics are out-

lined and some promising solutions are described

briefly that can act as alternatives to the current

approaches in the literature.

1 Introduction to Air Traffic

Management Complexity

An Air Traffic Management (ATM) system is
a multi agent system, where many aircraft are
competing for a common, congestible resource
represented by airspace and runways, while
trying to optimize their own cost. Co-ordination
between different aircraft is needed to avoid
conflicts where two or more aircraft get too
close one to the other [4]. ATM consists of a set
of flight rules and procedures aimed at guar-
anteeing tactical and safe separation between
aircraft and between aircraft and obstacles and
to enable airspace users to meet their schedules
in accordance to their preferred flight profiles
without compromising safety levels [4]. The
main goal of ATM is to guarantee safety and
to give aircraft optimal trajectories to fly from

one airport to another. On the other hand, Air
traffic control (ATC) organizes air traffic flows
in order to ensure flight safety and to increase
the capacity of the route network. In order
to manage the airspace safely, the airspace is
divided into ATC sectors, such a sector is a
region of airspace defined by geographical and
height boundaries [6]. Each sector has a team
of ATC’s responsible for providing air traffic
control service to the sector. ATC also carry out
Traffic Flow Management (TFM) functions, in
which ATC control the aircraft(s) in an efficient
way in order to facilitate a unique traffic flow
pattern over a long-term time horizon [12]. The
sector capacity is defined and allocated in such
a way that it doesn’t compromise the workload
of ATC.

In some aspects a managed airspace can be
thought of as a control system where ATC acts
as a feedback controller as shown in Fig.1. The
lines represent multidimensional signals and the
metric block is used to represent some form
of complexity indication that can represent a
flow pattern of the Air Traffic environment. In
the feedback control scheme the Aircraft model,
Flight Management System and the flight plan
blocks act as a sector depending on the number
of aircraft involved.
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Figure 1: Feedback Control Scheme

For many years, a constant increase of air
traffic has induced a large congestion in ATC
sectors. Certain countries such as France are
considered as a crossroad for most European
destinations. This results in a huge amount of
ATC workload. In this case, the workload of the
ATC is implicitly related to the functioning of
the TFM system, hence a complexity measure
of ATM is crucial in evaluating TFM workload
[14]. The consensus view among ATC research
and operational communities is that complexity
drives controller workload, which in turn is
thought to ultimately limit sector capacity. Al-
though it is very difficult to quantify complexity
in order to capture every feature that can assist
ATC in making sound and correct decisions.
It can however be used as a tool for ATC to
identify congestion and problematic situations
in the sector in question. For example, sectors
can be designed in order to balance congestion.
Another example where a metric is required is
the traffic assignment [5] for which an optimal
time of departure and a route are searched for
each aircraft in order to reduce the congestion
in the airspace. There is also a need to design
air networks which facilitate free flight concepts
[12].

This paper is focused on reviewing the cur-
rent literature on complexity metrics. The main

contribution is an extended comparative study
of the different approaches in the literature for
complexity metrics which is outlined in section
2 followed by a discussion in section 3. A sec-
ond contribution is to consider alternative ap-
proaches which are outlined in section 4. It also
gives a summary of the proposals to be presented
in the paper as well as indications of where there
is likely to be some benefits for future work.

2 Approaches to Air Traffic

Complexity within ground-

based ATM

Air traffic complexity is defined in [5] as ”...
measure of difficulty that a particular traffic
situation can impose on ATC ...”. This can act
as a fundamental measure since it is possible to
evaluate how the ground based ATM is operat-
ing, and to provide some form of approximation
to the traffic flow so that guidelines can be
implemented on how to effectively manage an
airspace. Other uses can include on how to
efficiently allocate ATC staff to a pre-defined
sector, so that ATC productivity increases.

An excellent survey was carried out in [6] in
which the authors outlined an extensive review
of some of the complexity measures in the cur-
rent literature. Some of the measures will be re-
viewed in this section for sake of completeness.
The airspace complexity is related with both the
structure of the traffic and the geometry of the
airspace. Different efforts are underway to mea-
sure the whole complexity of the airspace. Sig-
nificant research interest in the concept of ATC
complexity was generated by the Free Flight op-
erational concept. At the moment, most ap-
proaches assume ground based centralized ATM,
these can be classified as shown in the following
subsections.

2.1 Aircraft Density

The current ATM system uses Aircraft Density
as a complexity metric; it is defined as a
threshold based on aircraft count to measure
sector level capacity and ATC workload [5]. It is
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widely recognized, and has been the most cited,
studied, and evaluated in terms of its influence
on workload [5]. It is considered as the best
available indicator of complexity because of its
ease of interpretation. However, the number
of aircraft divided by the effective volume of
airspace (i.e., only the amount of airspace the
aircraft are using) within a given sector on its
own has significant shortcomings in its ability
to accurately measure and predict sector level
complexity, it’s also criticized for not being able
to appropriately characterize what ATC find
complex [5]. For example, the observation of
controlled sectors shows that sometimes ATC
accept aircraft beyond the capacity threshold,
while in other situations they refuse traffic
before the capacity is reached. This observation
clearly shows that the operational metric alone
cannot account for ATC’s workload [5]. This
measure also does not take into account factors
such as traffic pattern, traffic predictability,
disturbances, etc., which influence the actual
workload levels experienced in practice [5].

Even though Aircraft Density has many dis-
advantages, it has been widely used as a decision
making tool and also to carry out some different
schemes and strategies. For example, ATC man-
agers and supervisors adapt the traffic demand
to the existing capacity (slot-route allocation,
collaborative decision making etc...), and some-
times they adapt the capacity to the demand
(modification of the air network, sectorization,
new airports etc ...). They are also used to split
or merge the sectors based on the number of
ATC’s, flight numbers and sector capacity.

2.2 Dynamic Density

Integral to Free Flight was the notion of dy-
namic density. Conceptually, dynamic density
is a measure of ATC complexity that would be
used to define situations that were so complex
that centralized control was required [12]. This
was introduced within a research program in the
U.S. involving Federal Aviation Administration
(FAA), NASA, MITRE, and Wyndemere Cor-
poration as main participants. In [12] dynamic
density was defined as a measure of control

related workload that is a function of the
number of aircraft and the complexity of traffic
patterns in a volume of airspace. Wyndemere
inc. [6] proposed a measure of the perceived
complexity of an air traffic situation, which is
related to the cognitive workload of the ATC
with or without knowledge of the intents of the
aircraft.

Mathematically, dynamic density is a sin-
gle aggregate indicator obtained as a linear
combination of traffic density and other con-
troller workload contributors (the number of air-
craft undergoing trajectory change and requir-
ing close monitoring due to reduced separation).
More precisely, dynamic density is the weighted
sum of the number of aircraft and the follow-
ing aggregate indicators of the aircraft changing
geometries during a one-minute sample time in-
terval as outlined in [5]:

• the number of aircraft with heading change
> 15 degrees.

• the number of aircraft with speed change
> 0 : 02 Mach.

• the number of aircraft with altitude change
> 750 ft.

• the number of aircraft with 3-D Euclidean
distance between 0 − 5 nautical miles ex-
cluding violations.

• the number of aircraft with 3-D Euclidean
distance between 5 − 10 nautical miles ex-
cluding violations,

• the number of aircraft with lateral distance
between 0 − 25 nautical miles and vertical
separation < 2000 = 1000 feet above/below
29000 ft.

• the number of aircraft with lateral distance
between 25− 40 nautical miles and vertical
separation < 2000 = 1000 feet above/below
29000 ft.

• the number of aircraft with lateral distance
between 40− 70 nautical miles and vertical
separation < 2000 = 1000 feet above/below
29000 ft.
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The parameters of the sums have been adjusted
by showing different situations of traffic to sev-
eral ATC’s. Validation of the dynamic density
measure was carried out in an operational envi-
ronment and shown to be highly correlated with
ATC’s activity [12]. Note that the complexity
indicators entering the dynamic density metric
depend on the aircraft trajectories during a
one-minute sample time interval and does not
include ATC’s physical work such as data entry
and radio communication [5].

In this case it is then possible to predict the
dynamic density measure over a suitable time
horizon so as to forecast future workload levels
and use this information for traffic management
purposes [5]. This can be carried out by
using the speed and aircraft positions from
the Center-TRACON Automation System [9]
in conjunction with aircraft dynamic models,
flight plans, radar tracks that are available from
the Air Route Traffic Control Center (ARTCC),
and weather data.

There are some disadvantages to be aware
of. Firstly, the computed weights need to be
recalculated for each sector. In addition, the
proposed dynamic density model for air traffic
complexity is actually a static model, which
does not incorporate explicitly either future
predicted aircraft or past state information
[5]. It is also impossible to interpret from a
single measure on how to solve a high workload
situation, which leads to losing important
information on which complexity factor has
caused the problem [5].

Dynamic density does not correspond to a
single metric but a collection of metrics, and is
used in a variety of contexts in the literature.
Most of the factors used in dynamic density
models are dynamic traffic characteristics
that are generally useful for real-time decision
support [5]. Various linear and nonlinear
methods are used to perform the correlation.
A human-in-the-loop simulation study with
ATC’s controlling traffic in a real-time simula-
tion environment was performed in [17] with
the aim of introducing a new dynamic density

complexity model and for validating dynamic
density versus aircraft count. It was outlined
that dynamic density is better than a simple
aircraft count for both the instantaneous and
the predicted complexity measures [5]. In [14],
the use of dynamic density as an operationally
useful sector workload measure for enabling
TFM personnel to prevent overloads was
investigated. An approach was proposed in
[18] in which the authors defined five capac-
ity estimation methods based on simplified
dynamic density. Simulation was carried out
in an Airspace Concept Evaluation System
(ACES) using historical traffic schedules with
the unlimited and actual airport capacity. The
sector capacity formula used is based on average
flight time, which does not include capacity
adjustments based on human judgment. Results
based on the delays, aircraft counts and sector
capacities were reported and analyzed, and
they concluded that their approach produced
the shortest average delay time.

Issues such as structural considerations have
also been considered since positions and speeds
of the traffic itself do not appear to be enough to
describe the total complexity associated with an
airspace. Including structural consideration has
been explicitly identified in work at Eurocontrol
[12]. In a study to identify complexity factors
using judgement analysis, airspace design was
identified as the second most important factor
behind traffic volume [12].

It was outlined in [12] that cognitive aspects
affecting workload appear to simplify traffic sit-
uations. Wyndemere Corporation proposed a
dynamic density metric that included a term
based on the relationship between aircraft head-
ings and the dominant geometric axis in a sec-
tor [5]. Special attention was given on the traffic
and airspace characteristics that impact the cog-
nitive and physical demands placed on ATC in-
cluding an attempt to include the level of knowl-
edge about the intent of the aircraft. A sur-
vey was carried out in [5] that describes numer-
ous approaches to air traffic complexity that are
characterized by a dynamic density model simi-
lar to that in [12]. In [18], the authors have com-
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bined sector workload factors in a single work-
load metric which are used as a classification into
airspace design factors, dynamic traffic charac-
teristics, and operational factors. Other liter-
ature also consider the level of importance on
representing complexity in such a a way that can
outline actions and decisions that affect ATC’s
workload [5].

2.3 Interval complexity

The interval complexity of a given sector ”s”
over a given time interval [m, ...,m + kL] is the
average of the moment complexities of s at the
k + 1 sampled moments m+ iL, for 0 ≤ i ≤ k:

C(s,m, k, L) =

∑k
i=0 C(s,m+ iL)

k + 1
(1)

where k is called the smoothing degree, L is the
time step between the sampled moments, and
”s” is the sector in question 5.

Interval complexity is in a way similar to
dynamic density, but can be considered as a
smoothed version of a dynamic density-like com-
plexity measure. The prediction of this measure
of complexity is long term (time horizon of 20
to 90 minutes) [5]. Its main use is for selecting
appropriate complexity resolution actions with
the aim of minimizing and balancing traffic com-
plexities between adjacent sectors of a certain
airspace region.

2.4 Geometric Technique based on

Fractal Dimensions

A geometric approach based on fractal dimen-
sion has been outlined in [5] and explained in
[7]. The fractal dimension is a unique metric
for the evaluation and comparison of alterna-
tive traffic patterns emerging from differing op-
erational concepts. One of the interesting as-
pects of fractal geometries, is that one can often
compute a non-integer fractal dimension. The
fractal geometry is often defined as the ratio of
the log of the number of similar copies to the
log of the scale. For example doubling a square
(scale = 2) will give four copies of the square.
This gives log(4)/ log(2)) a fractal dimension of
2 for a square. It also allows some decoupling of

the complexity due to airspace partitioning in
sectors from the complexity due to traffic flow
features [6]. The dimension of geometrical fig-
ures is 1 for a curve, a surface has dimension 2,
and so on. It is quite simple to derive those inte-
gers from a covering measure since the minimal
number of balls of radius ǫ needed to cover the
object will evolve roughly as (1

ǫ
)d as ǫ → 0 and

d being the dimension.
Fractal dimension can be considered as an ex-

tension of this concept to more complicated fig-
ures in which their dimensions may not be an
integer [7]. The block count approach is used
to compute fractal dimensions which is a sim-
pler procedure for computing a geometrical en-
tity. It consists of a rectangular grid of size d

and then counting the number N of blocks of
linear dimension d covering the given geometri-
cal entity. Then, the fractal dimension of the
geometric entity is defined as [6]:

D0 = lim
d→0

logN

log d
(2)

The application of this concept is used in
airspace analysis by computing the fractal
dimension of the geometrical figure composed of
existing air routes. Currently, aircraft cruise on
linear routes at specified altitudes, correspond-
ing to a geometrical dimension of 1. If all of the
airspace was covered by routes, the fractal di-
mension of the future route structure would be
3. However, there will still be preferred routes
(due to the position of connected airports, or
to wind currents, etc.), thereby decreasing the
actual dimension of the route structure [5].

Fractal dimension also provides information
on the number of aggregate degrees-of-freedom
present in a collection of traffic being analyzed
[7]. A higher fractal dimension indicates more
degrees of freedom. This information is inde-
pendent of sectorization and does not scale with
traffic volume. Fractal dimension is an example
of complexity metric independent of workload
aspects. It must be thought of as a geometrical
feature of a limit shape obtained by observing
trajectories on an infinite time period. The fact
that timing information is lost which is a main
limitation of fractal dimension as a complexity
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measure [5]. In addition, higher fractal dimen-
sion indicates preferable scalability in terms of
the number of conflicts and it also indicates a
higher degree of freedom, but on the other hand
a higher fractal dimension may also indicate a
higher traffic complexity measure.

2.5 Input-output model

In [8], air traffic complexity is defined in terms
of the control effort required to avoid the oc-
currence of conflicts. The authors introduce an
input-output system consisting of the air traffic
within the region of the airspace under consid-
eration and a feedback controller. ATC is re-
placed by an automatic solver and the airspace
sector by an airspace region [9]. The input
to the closed-loop system is represented by a
(fictitious) aircraft entering the airspace region,
and the output is given by the deviation from
their original flight plans issued by the feedback
controller to the aircraft already present in the
airspace so as to avoid conflicts. The deviation
imposed by the controller is taken as measure of
the air traffic complexity. Each aircraft is de-
scribed by a very simple 2D kinematic model.

ẋ = Vi cos θi ẏ = Vi sin θi (3)

Where ẋ and ẏ denote the aircraft position at
a fixed altitude, Vi is the speed and θi is the
heading. The authors assume that a conflict
solver is available and that the speed is constant
and only the heading can be used a resolution
maneuver. The solver is based on mixed integer
linear programming. Minimum control activity
required is the complexity measure and is de-
scribed by the following cost function

J =

i=n
∑

i=1

|θin − θi| (4)

Where θin in is the new heading angle for each
aircraft.

Another interesting approach outlined in [13]
is to evaluate mid-term air traffic complexity in
3-D airspace through a probabilistic measure of

the airspace occupancy. The key feature of this
approach is that uncertainty in the future air-
craft positions is explicitly accounted for when
evaluating complexity and the complexity mea-
sure was used to design trajectories by minimiz-
ing a cost function that is related to the com-
plexity measure.

2.6 Intrinsic complexity measures

Intrinsic complexity measures aims to quantify
the level of disorder as well the organization
structure of the air traffic distribution, irre-
spective of its effect on the ATC workload.
The previous metrics defined above do not take
into account the intrinsic traffic disorder which
is related to the complexity. The first efforts
related to traffic disorder can be found in [7].
This paper introduces two classes of metrics
which measure the disorder of a traffic pattern,
both based on the measurements of the aircraft
velocities and positions. The first class consists
of a geometrical approach where complexity
is a function of the relative position vectors
and relative velocity vectors of the aircraft.
This metric can extract features on the traffic
complexity such as proximity (measures the
level of aggregation of aircraft in the airspace),
convergence (for close aircraft, this metric
measures how strongly aircraft are closer to
each other) and sensitivity (this metric measure
how the relative distance between aircraft is
sensible to the control manoeuver). The second
class is a dynamic system model of the air traffic
and use the topological Kolmogorov entropy as
a measure of disorder of the traffic pattern. It
can outline traffic flow organization [6].

Topological entropy was further extended
where linear models were used to extract the
topological entropies measures of the complex-
ity. The limitations of the linear modelling
based approach is that it provides only a mea-
sure of the global tendency of the traffic, and
does not fit exactly with all traffic situations
[6]. Nonlinear extension can be used to produce
maps of local complexity thus allowing for the
identification of critical air traffic areas [3].
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Inspired by [6], the key idea is to find a
dynamical system which models a vector field
as closely as possible to the observations given
by the aircraft positions and speeds. Based
on this dynamical system model, a trajectory
disorder metric can be easily computed. The
approach is to interpolate a velocity vector field
which is determined based on a snapshot of
the air traffic, with each aircraft represented
by a point at a certain position and with a
certain velocity [3]. The interpolating vector
field should satisfy some constraints related to
maneuvers feasibility (minimum and maximum
speed, and continuity to limit acceleration
and turn rate). If a smooth vector field is
found, aircraft can follow non intersecting
trajectories and the introduction of an addi-
tional aircraft causes a marginal increase in
complexity. If no smooth solution is found,
then the continuity constraint is relaxed,
which leads to the introduction of a separation
boundary where the vector field loses continuity.

In [3], complexity was evaluated based on
the representation of the resulting vector field.
The location of the separation boundary cor-
responds to critical areas. The main challenge
of the approach is computing the separation
boundary in real-time. On the other hand, the
authors extended their work to a non linear
representation of their previous dynamical
system model. Such a model is exact and
can fit the observations without error. The
nonlinear model can be used to produce maps
of complexity by identifying areas with high
and low complexity. This extension can also
address time extension of the model and can
then work on the trajectory segments instead
of speed vectors. A collocation techniques has
been used to speed up the computation of the
associated complexity, mainly when such a com-
putation is done on large areas like countries [3].

Other approaches considered was using a non-
linear point mass model for an aircraft and
linearizing the model under certain operating
points and deriving the complexity measure us-
ing lyapunov exponents. The main advantage is
that it only requires to n(n+1)/2 ordinary differ-

ential equations in comparison to the approaches
that used Singular Value Decomposition (SVD)
proposed in [11] which is computationally more
complex. The main issue with the Lyapunov ex-
ponent theory is that positive largest Lyapunov
Exponent doesnt, in general, indicate chaos and
negative largest Lyapunov Exponent doesnt, in
general, indicate stability.

3 Discussion

In the above sections a brief description was
given on complexity measures in the literature.
It is mainly based on the current ground based
ATM system. The main difficulty in complexity
metric evaluation is that the problem is not well
posed, and a that the term ”ATC workload”
can be very confusing and not very well defined
[5]. Bearing in mind that the relationship
between complexity and ATC workload is an
indirect one and moreover that there is a swath
of resolution advisories that ATC can use, but
they usually choose the most economical advi-
sories when faced with a high traffic situation.
On the other hand, ATC workload is a direct
function of the task load and most studies
found a positive correlation. Unfortunately,
not all factors were considered which makes
the comparison somewhat difficult. So, in
this case a workload measure is important in
order to determine how complexity is evaluated
[5]. An indirect approach as outlined in the
above techniques can prove to be somewhat
sufficient, for example structural dependence
on the sector and sector based measures such
as interval complexity may give an indication
of the perceived workload of ATC. Currently
workload measures are carried out in a direct
(using questionnaires, interviews, etc...) and
indirect (key strokes, radio communication with
pilots, frequency of conflicts and resolution
advisories, etc...) manner.

Control dependency on the approaches is an-
other factor to be considered. The input-output
complexity metric is clearly a control depen-
dent approach since it measures the control ef-
fort required. While approaches such as intrin-
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sic complexity and fractal dimensions are not.
Approaches that are not control dependent do
not require knowledge of ATC workload, and
are indirectly accounted for. This can be quite
useful if free flight concepts are considered or
that partial delegation is given to the pilot which
eventually will lead to all aircraft communicat-
ing with each other. In this case ATC will have
a time varying decentralized structure which is
difficult to quantify the control effort required.
Hence a control-independent approach can be
more suited for free flight concepts and partial
decentralization of ATC tasks.

4 Proposals and future work

Section 2 provided a brief overview of the cur-
rent techniques in the literature and a discus-
sion was carried out in section 3. Most of the
techniques described above do not consider tra-
jectory flexibility and robustness metrics. They
may have the potential to alleviate some of the
problems associated with them. Also, very few
studies deal with the fact that ATM systems run
in closed loop, i.e. generating complexity maps
while also relying on some form of conflict reso-
lution algorithm.

Some of the unanswered question are:

• How different is the behaviour of the closed-
loop system from the behaviour of the open-
loop system when complexity measures are
considered and, is there a way to accurately
model the influence of the conflict avoid-
ance algorithm on the conflict with respect
to complexity?

• Does the complexity metric give an indica-
tion on whether there is enough flexibility
to proceed safely?

• Can I design my own trajectory to increase
my flexibility and not adhere to the rigid
structures of waypoints?

• Do I need to avoid this airspace entirely and
replan?

Another solution that can prove to be use-
ful in evaluating traffic complexity is using fast

multipole methods [1,2,4] combined with Lya-
punov exponents [3]. Fast multipole methods
treat each aircraft as a particle with each parti-
cle having a potential and a force field. This al-
gorithm is useful in systems involving large num-
bers of particles whose interactions are Coulom-
bic or gravitational in nature. For a system of N
aircrafts, an amount of work of the order O(N2)
has traditionally been required to evaluate all
pairwise interactions of particles.

Other metrics such as trajectory flexibility
and robustness metrics can be considered. Even
though these metrics do not consider complexity
explicitly, they can enable an aircraft to plan its
trajectory such that it preserves a required level
of maneuvering flexibility in order to accommo-
date later disturbances caused, for example, by
other traffic and weather activity. The concept
is that if each aircraft preserves its own trajec-
tory flexibility, using an air-based or ground-
based system, acceptable traffic complexity will
naturally be achieved. Flexibility preservation
complements separation assurance both within
the conflict resolution horizon and beyond it to
extend the flexibility planning horizon. Within
the conflict resolution horizon, flexibility aids in
selecting conflict resolution solutions that afford
the aircraft more flexibility with respect to the
complexity metrics.

5 Conclusion

In this paper, we have presented an extended
literature review and provided a discussion of
the complexity measures. Some promising tech-
niques that may be applicable to the measure
of complexity in an ATM environment has also
been proposed. The main challenge and diffi-
culty is to compare the complexity metrics be-
cause of the wide variety of indicators. And each
measure incorporates a certain feature, some of
them are workload related and some are not,
even if it is then some measure of workload
has to be assumed if the measure were to make
any sense in its implementation. The dynamic
density-like metrics, Aircraft Density and inter-
val complexity are clearly workload-oriented and
sector-based measures of complexity. A chal-
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lenging problem posed is to have a reliable mea-
sure of workload, but they have to be dependent
on some measure of control as well, while other
metrics such as intrinsic measures are not.
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Abstract  
The objective of this paper is the definition of a 
new methodology for carrying out security risk 
assessment in the Air Traffic Management 
(ATM) domain. This process is carried out by 
modelling the system, identifying the assets, 
threats and vulnerabilities, prioritizing the 
threats and proposing countermeasures for the 
weaknesses found.  
ATM security is concerned with securing the 
ATM assets, to prevent threats and limit their 
effects on the overall aviation network. This 
effect limitation could be achieved by removing 
the vulnerability from the system and/or 
increasing the tolerance in case of component 
failures due to attacks.  
The security risk assessment methodology 
proposed is based on what is currently being 
done by the industry and international 
organisations (International Civil Aviation 
Organization (ICAO), Common Criteria (CC), 
International Standard Organisation (ISO), 
EUROCONTROL Guidance Material, etc.) and 
comprises five main stages.  
For demonstrative purposes, the methodology is 
applied to a case study on the Flight Data 
Processing Subsystem (FDPS), which is a 
component of many ATM systems. 

1 Introduction  
ATM security is concerned with securing the 

ATM assets (including services), to prevent 
threats and limit their effects on the overall 
aviation network. This effect limitation could be 
achieved by removing the vulnerability from the 
system and/or increasing the tolerance in case of 
component failures due to attacks. 

Recent ATM vulnerabilities discovered and 
attacks executed (e.g. refer to [1]), prove that 
the security of these systems is always under the 
spotlight, which is also confirmed by public 
entities (e.g. refer to [2]). Furthermore, the 
increasing complexity of ATM system(s) due to 
the pervasiveness of emerging technologies and 
growing number of daily flights create the 
conditions for the rise of unpredicted threats that 
may potentially turn into dramatic events. This 
is also driven by the on-going update of legacy 
systems with new technologies and their 
connection to innovative systems, which creates 
a new environment with new threat vectors, for 
which these systems were not prepared when 
they were designed. Thereby, given that the 
ATM plays a critical role in supporting the 
overall airspace/aviation system, the security 
risk assessment of ATM should be a major 
concern and a top priority.  
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Presently, the ICAO Security Manual for 
Safeguarding Civil Application, one of the main 
references for threat and risk assessment in the 
ATM domain, offers little help in identifying 
and prioritising threats according to time and 
budget constraints. On the other side, new 
guidelines are on the way, such as those 
currently being developed in the Sub Work 
Package (SWP) 16.2 of the Single European 
Sky ATM Research (SESAR) project, which 
focus on ATM security framework, 
methodology, tools and best practices. 

As a consequence, the security risk 
assessment methodology proposed in this paper 
can be seen as generic, as it is not bound to any 
technological or implementation constraints, so 
it can be applied to most ATM systems. In fact 
it is based on an abstract model defining assets, 
threats and vulnerabilities related to any ATM 
system. In fact, it addresses the following 
objectives:  

- To be adopted either by state-of-the-art 
ATM systems as well as legacy systems 
allowing the assessment of the new risks 
that their interconnection may (and will) 
introduce. 

- To be based on existing and well 
established safety standards already in 
use by the industry, including the ICAO, 
the CC, the ISO 270xx, etc. and extend 
them to cover the ATM security scenario. 
For example, although widely adopted, 
the CC does not provide the procedures 
that should be used to assess the security 
of the system, whereas the risk 
assessment methodology that we present 
addresses this aspect. 

- To be complementary with the risk 
assessment methodology currently being 
developed within SESAR and other EU 
projects in ATM security.  

2 Security Assessment Methodology 
The proposed methodology is based on what 

is currently being done by the industry and it 
comprises five main stages that should be 
revisited during the development and 
periodically, after the deployment of the ATM 
system. The methodology is the synthesis of 

SESAR/ICAO ATM security guidelines and of 
Microsoft Threat Modelling for the software 
related threats: 

1. Assets identification. The ATM system 
is formally decomposed using Use Cases 
or Data Flow Diagrams (DFD) to obtain 
the list of assets and their 
interconnections. The technique used is 
complemented with information about 
trust (or privilege) boundaries between 
entities. 

2. Threat analysis. This stage involves 
determining the possible threats to each 
asset identified in the previous stage. The 
following groups of security attributes are 
used to obtain and classify the threats: the 
widely accepted set consisting of 
Confidentiality, Integrity and 
Availability, or a more detailed view 
consisting of Authentication, Integrity, 
Non-repudiation, Confidentiality, 
Availability and Authorization. It is also 
in this stage where the Fault Tree model 
of the threats of each asset is built.  

3. Vulnerability assessment. Closely 
related to the threats, vulnerabilities also 
drive the respective countermeasures, 
which will be implemented in the last 
stage, according to the risk analysis 
outcome. 

4. Risk analysis. This allows prioritizing 
the threat mitigation by directing the 
resources to the most critical threats first. 
Risk is a measure of the threat impacts to 
the system vs. the probability of that 
threat to occur. Several schemes to obtain 
the likelihood of the occurrence of the 
threat may be used, some of them based 
on the outputs that can already be 
obtained from the SESAR project. 

5. Countermeasure identification/risk 
treatment. This provides the mitigation 
procedures that need to be executed in 
order to eliminate the threat or limit its 
effect to an acceptable residual level. 
They are closely related to the specific 
threat they apply to and to the target 
vulnerabilities. The set of 
countermeasures/security controls are the 
most important output from this security 
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assessment methodology as they can be 
seen as the recommendations or the 
security requirements for the ATM under 
assessment. 

2.1 Assets identification 
An asset is something of value to the 

Organisation. In general, technological assets 
combine logical and physical assets and can be 
grouped into the following categories: 

- Information. Documented (paper or 
electronic) data or intellectual property 
used to meet the mission of an 
Organisation. 

- Software. Software applications and 
services (such as operating systems, 
database applications, networking 
software, office applications, custom 
applications, etc.) that process, store, or 
transmit information. 

- Hardware. Physical devices needed for 
the proper functioning of the 
Organisation (such as workstations, 
servers, etc.). This asset normally focus 
solely on the replacement costs for 
physical devices. 

- People. The people in an Organisation 
that possess unique skills, knowledge, 
and experience and that are difficult to 
replace. 

2.2 Threat analysis 
An ATM system consists of a set of 

hardware, software and communication assets, 
operated by several users with different 
operation statuses. Threat assessment and risk 
management together form the basis of a viable 
and cost effective security response to threats 
that could target ATM system. One of the most 
difficult tasks for security professionals is 
devising an effective security plan that 
correlates to the threat. Accurately identifying 
the threat or threats must be the first step in the 
process. Our challenge is to perform a 
quantitative analytical approach will be used to 
perform threat assessment.  

In devising a threat assessment methodology, 
it is preferable to use a systematic and 
quantifiable approach. Therefore, the threat 
assessment proposed to evaluate the threats 
affecting the ATM system uses a quantitative 
analytical approach. The structure of this 
methodology employs three core principles of 
security: identify, implement and sustain.  

In undertaking the task of assessing the 
threats, there are several sources of empirical 
evidence and statistical data available in the 
fields of intelligence and security from which to 
form an analysis of past trends of acts of 
unlawful interference. In order to provide 
decision-makers with a current and credible 
threat assessment, however, multiple sources of 
information should be explored. Threat and 
vulnerability criteria have to be determined 
before conducting the assessment by deciding 
on focal points/hot spots. Focal points can be 
defined as those factors or criteria that are 
estimated to have the most weight or value in a 
given process.  

This methodology utilises two facets of 
analysis that together form a credible means of 
assessing the threat and determining a security 
response through application of risk 
management measures. 

First, it must be understood that a deliberate 
act of unlawful interference must, by definition, 
be premeditated and carried out with purpose by 
the perpetrators. This means that someone has a 
reason to conduct an unlawful act and thus 
proceeds to plan and execute the act. Therefore, 
before assessing how an act of unlawful 
interference may be carried out against a target, 
the analyst should first consider the reasons why 
an unlawful act would be committed and the 
probability of its being committed. 

The next step would be to create a working 
tool to assist in the assessment process: the 
Vulnerability Matrix. The Vulnerability Matrix 
forms the final analysis for a follow-on risk 
management process. It covers security threat 
categories, which can be adapted to assess the 
threat directed at a potential target or to evaluate 
the security posture of a part of the system. 

Security professionals have long recognized 
that implementing increased preventive 
measures commensurate with a higher level of 

1370



F.Matarese, P.Montefusco, J.Fonseca 

threat has an associated expense that may 
become a heavy financial burden on the 
resources of an Organisation. It is therefore 
considered more effective to deploy defences 
where and when they are most needed rather 
than applying them universally. This concept is 
called risk management. 

Standards consist of a minimum set of 
security control measures that are expected to be 
applied equally at international level regardless 
of the threat environment impacting on 
operations. While these arrangements were 
established to ensure minimum uniform 
standards, no specific standards exist to address 
variable threat conditions. Whenever an 
Organisation introduces additional security 
measures to meet a higher threat level, it may 
find that implementation is difficult to sustain, 
especially when the extra measures have not 
been tailored to the specific threat. Therefore, 
once an Organisation has properly assessed the 
nature and level of threat within its own 
territory, it can then apply appropriate enhanced 
measures. Organisations can profit of a risk 
management approach whereby enhanced 
measures are implemented either to prevent an 
unlawful act from being committed or, at a 
minimum, to mitigate any consequences 
resulting from an unlawful act.  

2.3 Vulnerability assessment 
A vulnerability assessment is a systematic, 

point-in-time examination of an Organisation’s 
technology base, policies, and procedures. It 
includes a complete analysis of the security of 
an internal environment and its vulnerability to 
internal and external attacks.  

Technology-driven assessments generally: 
- Use standards for specific IT security 

activities (such as hardening specific 
types of platforms). 

- Assess the entire computing 
infrastructure. 

- Use (sometimes proprietary) software 
tools to analyze the infrastructure and all 
of its components. 

- Provide a detailed analysis showing the 
detected technological vulnerabilities and 

possibly recommending specific steps to 
address those vulnerabilities. 

2.4 Risk analysis 
According to the ISO GUIDE 73:2002, “Risk 

is the combination of the probability of an event 
and its consequences”. Inversely, an enterprise 
manager should decide to make a financial 
effort to harden a specific asset if the cost of 
securing it is less than the risk of loss of the 
asset. In other words, the manager must be sure 
that the cost of security in every transaction 
involving the asset is less than the risk of loss. 
This is the foundation of security risk 
management, as detailed by Dan Geer [5]. 

In fact security can be seen as risk 
management, because we do not want to spend 
too much on security, comparing to what assets 
we are protecting. Many times, the big questions 
posed in an enterprise when it needs to calculate 
the budget is the measure of the potential loss 
and lack of knowledge of where it is likely to 
occur. 

A Threat is, in a general approach, anything 
that might trigger a Risk. However, it is 
important to point out that a Threat is not 
directly connected to Risks. A Threat is 
effective only if it is connected to a 
Vulnerability. The Risk is thus dependant on the 
Vulnerability rather than on the Threat itself. If 
there is a Vulnerability but there is no Threat 
using it, the Risk remains. Hence, Threats are 
mitigated through Vulnerability Analysis over 
the Assets. According to the Vulnerability 
Analysis, the Threats can be eliminated or 
reduced to a point where the value of the Risk is 
acceptable. The process of mitigating the 
Vulnerabilities is on the scope of the Security 
Policies and it is implemented with the 
Countermeasures. The Security Framework will 
define the Security Policy and the Risk 
Management Process to secure ATM system.  

At the system level, the risk deliberated can 
be defined by the following formula: 

Risk = Likelihood of the Threat * 
Vulnerability * Consequences of the 

Exploitation 

(1) 
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The assessment of likelihood takes into 
account statistical analyses. The assessments of 
the consequences in terms of loss of security 
will be considered as the consequence on the 
operational reliability in the sense that each 
threat scenario will be evaluated regarding the 
consequence of the loss of a corresponding 
security criteria and cost of the primary asset on 
the operational reliability. 

2.5 Countermeasure identification/risk 
treatment 

The main purpose of any security 
countermeasure is prevention. Therefore, after 
the first step to identify the threat or threats is 
completed, the next task is to devise an 
appropriate security response commensurate 
with that threat. This task employs the 
implement principle. 

If the assumption is made that potential 
perpetrators with the intention to interfere can 
defeat a security system if given enough 
information, time and opportunity, then the 
logical objective is how best to deter the 
perpetrators from carrying out a successful act 
of unlawful interference. It is therefore essential 
that the implementation of suitable preventive 
security measures be considered. 

This operational intervention leads to the 
third principle, sustain, which can be described 
as an Organisation having the political will and 
accompanying capability to maintain 
appropriate reliable security practices. Without 
the commitment to sustain effective security 
measures, the efficacy of the other principles is 
diminished. 

Countermeasures/security controls will be 
identified for risk management. A 
countermeasure is any system, passive or active, 
aimed at resolving a risk occurrence. By nature 
it is reactive rather than proactive, and is aimed 
at mitigating the loss due to the risk occurrence. 
Depending on the nature of the risk and the kind 
of countermeasure, the risk outcome can be only 
partially mitigated or totally mitigated.  

The security countermeasures identified will 
be spread over the ATM system architecture  
[4]. 

3 Case Study: FDPS 
For demonstrative purposes, we will apply 

our methodology to a case study on FDPS, 
which is a component of many ATM systems. 
FDPS is based on a open architecture that 
manages the flight plan data accepting, 
processing, updating and distributing the 
trajectories and related data, according to the 
aircraft current position. It supports the air 
traffic controllers during the planning and 
progress phases of the flight. The safety solution 
implemented by FDPS is based on redundancy, 
duplicating FDPS instances and managing this 
distributed system. However, this increases the 
attack surface of FDPS and creates new entry 
points that may not be so well protected, like 
those related with the management and 
synchronization between FDPS instances. By 
increasing the safety of FDPS the current design 
may also be affecting its security and this is 
where our security assessment methodology can 
be applied, contributing to uncover and mitigate 
these issues. 

FDPS provides the processing of flight plan 
data and other related information to support air 
traffic controllers during the planning and 
progress phases of flights. 

FDPS is based on an open architecture which 
provides the processing of flight plan data and 
other related information to support air traffic 
controllers during the planning and progress 
phases of flights [3]. 

FDPS is capable of accepting, processing, 
updating, distributing and displaying flight data 
and other information, according with ICAO 
requirements and in compliance with European 
Air Traffic Management Programme (EATMP) 
requirements.  

3.1 Assets identification 
FDPS is formally decomposed using Data 

Flow Diagrams to obtain the list of assets and 
their interconnections.  

Flight plans data can be received via the 
Aeronautical Fixed Telecommunication 
Network (AFTN) lines, by means of Air Traffic 
Services (ATS) messages from eligible sources 
(e.g. the Integrated Initial Flight Plan Processing 
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System (IFPS)), via the connections with 
adjacent ATS units, or by means of notification 
and coordination messages according to 
EUROCONTROL Standard for On-Line Data 
Interchange (OLDI).  

Furthermore, authorised operators can enter 
the flight plans. 

Whenever an updating of one or more 
System Flight Plan (SFPL) Data is performed, 
FDPS provides the updated data to Control 
Working Position (CWP) operators by means of 
SFPL and other external users, such as ATS 
units and Airport Report Office (ARO), by 
OLDI and ATS messages.  

FDPS receives the Monitoring Aids data 
from the Safety Nets, and it receives Air Traffic 
Flow Management (ATFM) and ATS messages 
from Central Flow Management Unit (CFMU), 
whilst Meteo messages are received from the 
Meteo/Aeronautical Information Service (AIS) 
units.  

Warning and SFPL data are provided to the 
Flight Data Assistant. 

Furthermore, FDPS sends the diagnostic 
towards the Control Management System 
(CMS), and Special Service Request (SSR) 
Codes data, Configuration and Sectorisation 
data are sent to FDP Technical Supervisor. 

The FDP system is provided in a redundant 
highly reliable configuration consisting of two 
identical instances and of distributed logics. It is 
provided in a redundant configuration to ensure 
the radar data processing continuity in the 
system.  

FDPS function is required to receive data 
from and/or send data to a number of other 
functions and systems. The following table 
reports FDPS interfaces: 
System Data IN Data OUT 
METEO/AIS 
Units 

MET/AIS 
messages. 

- 

CFMU/IFPS ATS messages. - 
CFMU/TACT ATFM messages. FSA message 
Aircraft 
Operators/ARO 

ATS Messages; 
Free Text 
Messages. 

ATS Messages;  
Free Text 
Messages. 

Adjacent ATS 
Units 

Notification and 
Coordination 
messages 
according to 
Eurocontrol 
Standard for 

Notification and 
Coordination 
messages 
according to 
Eurocontrol 
Standard for 

System Data IN Data OUT 
OLDI;  
ATS messages;  
Free Text 
Messages. 

OLDI; 
ATS Messages; 
Free Text 
Messages. 

SNET Monitoring Aids 
data. 

SFPL Data 
including CFL 
and trajectory. 

ODS SFPL data update;  
EXE and PLN 
orders; 
Co-ordination 
data update. 

SFPL data;  
Co-ordination 
data;  
Environment 
data;  
Warnings. 

Flight Data 
Assistant  

SFPL data;  
RPL data. 

SFPL data; 
Warnings. 

FDP Technical 
Supervisor 

Sectorisation data;  
Configuration 
data; 
SSR Codes data. 

Sectorisation 
data;  
Configuration 
data;  
SSR Codes data. 

CMS Configuration 
orders. 

Diagnostics.  

Table 1 Data Flow in/out for FDPS 

3.2 Threat analysis 
FDPS Hardware security threats will be 

investigated. First of all, hardware assets will be 
categorised, then the following main sources of 
threats will be analysed: 

- “Physical attack” 
An attack aimed at interrupting, disturbing or 

in any case damaging the infrastructure. The 
basic key point is that the attack is done in the 
physical domain rather than in the information 
domain.  

- “Environmental threats”  
It can be classified as a special case of 

Physical attacks, whereas the point is that the 
threat can also arise from natural causes. 
Typically, this is the case for climatic 
phenomenon seismic phenomenon, 
meteorological phenomenon or flood, which can 
directly lead to physical damages like fire, 
water, pollution, major accident, destruction of 
equipment of media, dust, corrosion, freezing. 
As a secondary consequence, events like loss of 
power, failure of telecommunication equipment, 
electromagnetic or thermal radiation may occur 
that can bring down electronic and computing 
systems. 
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ATM Software security threats will be 
investigated. First of all, software functionalities 
will be categorised, then the following main 
sources of threats will be analysed: 

- “Intrusion” 
Any form of attack that leads the attacker to 

gain unauthorized access to one of the ATM 
subsystems. The attack can be performed in a 
number of ways, mainly dependant on software 
and protocols bugs and vulnerabilities. 

ATM Information security threats will be 
investigated. First of all, communication assets 
and functionalities will be categorised, then the 
following main sources of threats will be 
analysed: 

- “Data corruption and stealing” 
It can arise from two different events: 
a) Communication security failure 
b) System security failure 
The first is a consequence of an attack aimed 

at the communication infrastructure, hence on 
the data being transmitted. The second kind 
arises from an attack to a working server or 
client, i.e., an intrusion.  

- “Identity usurpation” 
It is usually the consequence of a successful 

attack either at communication or system level, 
i.e., data stealing or system intrusion. The 
usurper can use the stolen identity to perform 
actions of systems that, at first, might seems 
perfectly legit. 

3.3 Vulnerability assessment 
The following Computer Software 

Configuration Items (CSCIs) are included 
within the software architecture of FDPS: 
CSCI Description 

FTF Fault Tolerance Function: provides services that 
can be used to handle automatic fail over of 
applications and data files associated even in the 
event of operating system, services or hardware 
failures; when the active node fails, its resources 
are transferred to the standby node. 

XSD Advanced System Message Dispatcher: provides 
dispatching of commands and diagnostic 
messages. XSD produces Node Status Messages 
using information collected from those CSCIs 
running inside the same node: 

 SPV sends information about system 

CSCI Description 

peripherals and devices status; 
 other CSCIs send their internal logical 

status. 
XSD collects these data and then sends the node 
status message periodically to the other system 
nodes. 

SPV Supervisor: supports for node and process start-
up/shutdown, provides the information about the 
peripherals status and the Node Role 
(Master/Stand-by) and manages the operator 
system console in order to view diagnostic 
messages and to issue commands. 

CDB Common Data Base: handles the whole system 
configuration, manages the dynamic role of the 
CWPs and constantly aligns a so called Common 
Data Base (CDB). CDB is also a Data Base Fault 
Tolerant and this capability is achieved by its 
replication on the all system nodes. Consistency 
of the databases is achieved through a Best 
Node. 

AFS Advanced FDP Server: responsible for the 
processing of the core functions of FDPS, 
including the environment data handling, the 
flight data processing and distribution, the 
message handling and data exchange with the 
other subsystems. 

AFJ Advanced Flight Data Processing Java M.M.I.: 
provides eligible operators with an HMI 
supporting the following functionality: 
 Environment data management, where these 

information are separated in dynamic data, 
geographical data and configuration of 
OLDI and ATS units. 

 SFPL data management. 
 Message handling including: generation of 

one message(OLDI and ATS format), 
management of wrong and rejected message. 

 RPL management. 
 System administration (e.g. line 

configuration) 
 Archived data/messages inspection 
 SSR Code configuration 

IOL Input/Output LAN: provides a set of basic point-
to-point and multipoint communication services 
allowing the exchange of messages among 
CSCIs of different nodes.  

IKS Internal Kernel SPV: provides communication 
services allowing the exchange of messages from 
CSCIs toward LAN. The high level protocol 
used to communicate over the LAN connecting 
the computers is the User Datagram Protocol 
(UDP). 

Table 2 FDPS’ CSCIs 
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Only the following CSCIs represent a 
vulnerability for FDPS: AFS, CDB and IKS, 
considering the criticality and the impact on the 
system if affected by malicious attacks. 

3.4 Risk analysis 
There is no statistic data available related to 

FDPS attacks to justify a likelihood analysis. 
For this reason, risk will be evaluated 
considering just the impact of potential threats 
on the system and assuming the probability 
equal to 1 (i.e. 100%). Countermeasures are so 
identified, initially, on the basis of the threat 
analysis and the architecture of the system. 

The following table reports FDPS risk 
analysis: 
CSCI Threat Local Effect System 

Effect Severity 

AFS Data 
corruption 
and stealing: 
loss of 
message 
coming from 
external 
networks 
(ATS, 
meteo, OLDI 
messages)  

Inability of 
communicating 
with external 
networks.  
(ATS, meteo, 
OLDI 
messages). 
ATC controller 
is aware of 
this. Increased 
workload.   

Loss of 
message 
flight data 
exchanged 
with 
external 
networks  

Significant 

AFS Data 
corruption 
and stealing: 
loss of data 
coming from 
IOL CSCI 

Loss of tracks 
data. Inability 
of updating 
trajectories. 
ATC controller 
is not aware of 
this and 
continues 
working with 
existing flight 
data. 

Corruption 
of flight 
data 
exchanged 
with CWP 

Major  

AFS Data 
corruption 
and stealing: 
undetected 
corruption of 
data coming 
from CDB 
CSCI 

The corrupted 
message is not 
recognised. 
Incorrect 
activation of 
flight plan 
data; incorrect 
entry of new 
flight plan 
data; incorrect 
cancellation of 
flight plan 
data. 

Corruption 
of flight 
data 
exchanged 
with CWP 

Major  

AFS Data 
corruption 

Corrupted 
messages are 

Loss of 
message 

Significant 

CSCI Threat Local Effect System 
Effect Severity 

and stealing: 
corruption of 
message 
toward 
external 
networks 
(ATS, 
meteo, OLDI 
messages) 

checked and 
discarded by 
receivers. 
Inability of 
communicating 
with external 
networks.  
(ATS, meteo, 
OLDI 
messages). 
ATC controller 
is aware of 
this. Increased 
workload.   

flight data 
exchanged 
with 
external 
networks  

AFS Intrusion: 
overload of 
messages 
that causes a 
memory leak 

Flight data not 
available at 
CWP. Loss of 
automatic 
advance 
warning of 
active flights. 
Inability of 
activation of 
flight plan 
data; inability 
of entry of new 
flight plan 
data; inability 
of cancellation 
of flight plan 
data. 

Loss of 
flight data 
exchanged 
with CWP 

Major  

AFS Intrusion: 
corruption of 
static data in 
internal AFS 
CSCI 
database 

Corruption of 
static data 
contained in 
AFS CSCI 
database. 
Incorrect 
distribution of 
static data for 
display. 
Incorrect flight 
data references 
may result in 
inappropriate 
actions being 
taken by the 
CWP operator. 

Corruption 
of flight 
data 
exchanged 
with CWP 
 

Major  

AFS Identity 
usurpation: 
loss of 
connection 
with internal 
AFS CSCI 
database or 
algorithm 
failure  

Flight data not 
available at 
CWP. Loss of 
automatic 
advance 
warning of 
active flights. 
Inability of 
activation of 
flight plan 
data; inability 

Loss of 
flight data 
exchanged 
with CWP 
 

Major  
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CSCI Threat Local Effect System 
Effect Severity 

of entry of new 
flight plan 
data; inability 
of cancellation 
of flight plan 
data. 

CDB Data 
corruption 
and stealing: 
loss of 
received 
message 
from AFS 
CSCI 

The common 
database is not 
updated.  

No effect Significant 

CDB Data 
corruption 
and stealing: 
detected 
corruption of 
received 
message 
from AFS 
CSCI 

The corrupted 
message is 
discarded and 
the common 
database is not 
updated.  

No effect Significant 

CDB Data 
corruption 
and stealing: 
undetected 
corruption of 
received 
message 
from AFS 
CSCI 

The corrupted 
message is not 
recognised and 
the common 
database is 
contaminated. 

Corruption 
of flight 
data 
exchanged 
with CWP 

Major  

CDB Data 
corruption 
and stealing: 
loss of sent 
message 
toward AFS 
CSCI 

AFS doesn’t 
receive data 
from CDB but 
is aware of it. 
Inability to 
activate flight 
plan data, to 
enter new 
flight plan data 
and to cancel 
flight plan 
data. 

Loss of 
flight data 
exchanged 
with CWP 
 

Major  

CDB Data 
corruption 
and stealing: 
loss of sent 
message 
toward CWP 

ATC controller 
doesn’t receive 
updated data 
from FDP 
system but is 
aware of it. 
Flight data not 
available at 
CWP. Loss of 
automatic 
advance 
warning of 
active flights. 

Loss of 
flight data 
exchanged 
with CWP 
 

Major 
incident 

CSCI Threat Local Effect System 
Effect Severity 

CDB Data 
corruption 
and stealing: 
undetected 
corruption of  
sent message 
toward CWP 

The corrupted 
message is not 
recognised. 
Incorrect 
distribution of 
data for 
display. ATC 
controller is 
not aware of 
this. Incorrect 
flight data may 
result in 
inappropriate 
actions being 
taken by the 
CWP operator. 

Corruption 
of flight 
data 
exchanged 
with CWP 
 

Major  

CDB Data 
corruption 
and stealing: 
undetected 
corruption of  
sent message 
toward AFS 
CSCI 

The corrupted 
message is not 
recognised. 
Incorrect 
activation of 
flight plan 
data; incorrect 
entry of new 
flight plan 
data; incorrect 
cancellation of 
flight plan 
data. 

Corruption 
of flight 
data 
exchanged 
with CWP 
 
Loss of 
message 
flight data 
exchanged 
with 
external 
networks  
 

Major  

CDB Intrusion: 
overload of 
messages 
that causes a 
memory leak 

Flight data not 
available at 
CWP. Loss of 
automatic 
advance 
warning of 
active flights. 
Inability of 
activation of 
flight plan 
data; inability 
of entry of new 
flight plan 
data; inability 
of cancellation 
of flight plan 
data. 

Loss of 
flight data 
exchanged 
with CWP 
 

Major  

IKS Data 
corruption 
and stealing: 
generic 
internal 
failure, 
inability to 
manage 
hardware 
resources  

Flight data not 
available at 
CWP. Loss of 
automatic 
advance 
warning of 
active flights. 
Inability of 
activation of 
flight plan 

Loss of 
flight data 
exchanged 
with CWP 
 

Major  
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CSCI Threat Local Effect System 
Effect Severity 

data; inability 
of entry of new 
flight plan 
data; inability 
of cancellation 
of flight plan 
data. An alert 
is sent to CSCI 
of FDPS. 
Messages 
generated are 
lost.  

Table 3 FDPS risk analysis 

3.5 Countermeasures identification/risk 
treatment 

The set of countermeasures are the most 
important output from this security assessment 
methodology as they can be seen as the 
recommendations or the security requirements 
for FDPS. 

According to the risk analysis, the following 
countermeasures can be identified in order to 
limit the effects of attacks that cause corruption 
of data: 

- Syntactic and semantic check algorithms 
of AFS and CDB CSCIs. 

- Syntactic and semantic check algorithms 
of CWP. 

Regarding the loss of data, no 
countermeasure can be identified internal to 
FDPS. Other measures can be identified to 
protect ATM system from intrusions, as 
encryption and decryption algorithms 
passwords. 

4 Conclusion 
The objective of this paper is the definition 

of a new methodology for carrying out security 
risk assessment in the ATM domain. This 
process is carried out by modelling the system, 
identifying the assets, threats and 
vulnerabilities, prioritizing the threats and 
proposing countermeasures for the weaknesses 
found. 

For demonstrative purposes, we have applied 
our methodology to a case study on FDPS, 
which is a component of many ATM systems. 

The results are: 
- the identification of assets, as services 

given by the system,  
- the analysis of threats, as potential 

attacks,  
- the assessment of vulnerabilities, as CSCI 

of the system are vulnerable because 
remotely accessible,  

- the analysis of risks, considering the 
effects of successful attacks,  

- and, finally, the identification of 
countermeasures to limit those effects. 

The proposed methodology allows the 
identification of countermeasures in a 
systematic way. Countermeasures can be 
adopted as security system requirements at 
design level. Nevertheless, not all the 
countermeasures to protect data can be applied, 
and identified, at subsystem level, so the 
security assessment has to be performed also at 
a higher (system) level. 
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Abstract  

The aviation authorities expect that air traffic 

volume and complexity will continue to increase 

and the demand for (ATC) services. The 

capacity of air transportation system has not 

kept pace with the growth in demand. Thus costs 

in terms of lost time and extra fuel consumed 

continue to grow rapidly for aviation sector. In 

the face of these developments, air traffic 

management system (ATM) in pursuit of 

increasing aircraft operational efficiency, better 

utilization of the airspace, and decreased 

environmental impact. 

 

These paper presents use of cost index in air 

traffic management and its effects on flight time 

and fuel consumption are given and discussed 

by real-time radar simulation results. 

1 General Introduction 

In the EUROCONTROL Statistical Reference 

Area (ESRA) in 2015, Mid-Term Forecast is 

that there will be 11.7 million IFR( movements, 

16% more than in 2008. The traffic is forecast 

to decline by nearly 5% in 2009 and to 

continued growing only slowly in 2010 (growth 

of 1.5%). In the later years, the growth recovers 

to more typical rates of 3.5%-4.5% per year [1]. 

However air traffic in the world has 

substantially increased and with this 

development will increase the demand for ATC 

services. The capacity of air transportation 

system has not kept pace with the growth in 

demand. Thus costs in terms of lost time and 

extra fuel consumed continue to grow rapidly 

for aviation sector. In the face of these 

developments, air traffic management system is 

affected by increasing aircraft operational 

efficiency, better utilization of the airspace, and 

decreased environmental impact. 

Additionally, in 2008 a Safety Alert due to an 

increased range of observed speeds in the 

airspace between identical aircraft types was 

issued by Eurocontrol. Therefore, The Aircraft 

Operators and Air Navigation Service Providers 

were invited to share their experiences regarding 

the appropriate reasons and consequent effects 

on the ATM system. Responses clearly pointed 

out the current lack of information regarding the 

cost index (CI) based flight planning process is 

respectively the associated effects on flight 

profiles. The resulting uncertainties in trajectory 

prediction affect the provision of the ATC 

services regarding increased controller 

workload and reduced capacity as well as 

potential effects on the safe separation of 

aircraft. In view of the modernization of the 

ATM system within the next decade and the 

aspired service-oriented approach the 
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appropriate challenges will even rise. Airspace 

Users’ requirements including their wish to fly 

close to the optimum trajectory will strongly 

influence the future ATM system [2].  

2 Cost Index 

The cost index is a parameter set in the 

cockpit, which determines how the Flight 

Management System (FMS) will direct the 

aircraft’s speed. It quantifies the choice to fly 

faster to recover delay, or to fly slower to 

conserve fuel [3]. In this context, the concept of 

cost index to be known and taken into account 

by also from the inside of ATM will benefit the 

entire air transport sector. 

Cost indexing relies on knowledge of aircraft 

intent and being able to vary aircraft speeds to 

arrive to the destination at economically 

optimized times [3]. Defining flight profiles for 

different cost indices enables efficient flying 

operations in different conditions. The cost 

index should be changed to catch slots and 

avoid delays with consequences like missed 

connections, dissatisfied customers, airport 

congestion etc. 

 

The concept of cost index is expressed 

mathematically as follows: 

 

(1) 

 

Where CI stands for cost index, TC is the 

cost of time (€/min) and FC is cost of fuel 

(€/kg). The unit of cost index is usually given in 

kg/min [4]. The cost index is the key input value 

for the calculation of the speed and the vertical 

trajectory based on the most economical in-

flight performance. Generally it is given to the 

pilot within the briefing package provided by 

the dispatch and entered into the FMS as part of 

the flight preparation. The flight profile 

calculation is done by the aircraft’s integrated 

FMS. The calculation process is performed 

immediately before block-off time and, if 

required, during the flight in order to adapt the 

in-flight performance when conditions are 

changing. Consequently, a trajectory is 

calculated that balances the costs of time and 

fuel in order to minimize the sum of all direct 

operational costs. 

2.1 Calculation of the Cost Index 

Determination of the cost index value should 

be based on a careful cost analysis. When 

designing the flight schedule in an airline's 

operation, the value placed on time is relatively 

high, because the faster an aircraft flies the more 

passenger-miles it produces in a working day. 

Once operating a fixed schedule, a few minutes 

gained or lost during flight, usually cannot be 

converted into productivity. The effect of 

productivity is therefore excluded from the 

analysis. The time-related costs are then limited 

to those maintenance tasks which are a function 

of flight time, and possibly a portion of the 

crew's pay. 

As already explained, the determination of 

CT requires careful consideration by the airline. 

It is not always obvious which cost elements 

should be included in C0 and CT. 

For instance, crew cost may be based on 

scheduled block time or actual block time. For 

the latter condition it is clear that a gain in 

actual flying time reduces crew cost for a given 

trip and shall therefore be part of the time-

related cost. For the former condition, reducing 

actual block-time does not affect the crew cost 

and shall therefore be part of the fixed trip cost. 

Another example is maintenance cost. The time 

related maintenance cost per trip can be reduced 

by decreasing the block time. However, this is 

usually accomplished by flying faster and thus 

thrust will have to increase. The higher thrust 

levels may cause increased wear and tear, which 

will have an impact on the overhaul cost of the 

engines, unless “power-by-the-hour” 

arrangements have been agreed upon with an 

engine maintenance provider. 

Also, as stated before, the effect of a change 

in productivity (i.e. an additional flight in a 

working day when sufficient time is gained) is 

not included. This assumption seems to be 

reasonable as it is usually impossible to 

schedule another flight on such short notice. 

However, one can imagine that a flight has to be 
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cancelled because the previous flights of the day 

were flown at low speed to save fuel. Also, 

passengers missing their connection due to late 

arrival due to fuel saving policies may cause 

huge additional losses far higher than the fuel 

cost gained. 

As an illustration, a sample calculation of C0, 

CT and CI is presented, based on the following 

assumptions: 

 

Number of trips: 2000 per year 

Fixed cost: 1,000,000 € per year (ownership 

cost i.e. depreciation, interest, insurance) 

Crew cost: 600 € per block hour flown (cabin + 

cockpit) 

Maintenance cost: 800 € per hour 

Direct expenses: 1500 € per trip (navigation 

charges, landing fees, ground handling costs) 

Fixed cost per trip: 

             fixed cost per year  

C0 =     —————     +      direct 

expenses number of trips per year 

(2) 

 

 

1,000,000 

C0 = ————— + 1500 

2000 

(3) 

 

C0 = 2000 € per trip. 

Cost per unit of trip time: 

CT = crew cost + maintenance cost per hour 

CT = 600 + 800 = 1400 € per hour or 23.3 € per 

minute 

 

Fuel Cost: 

The cost per unit of fuel is assumed to be: CF = 

0.73 € per kg. 

 

Cost Index: 

The Cost Index CI is then calculated as 23.3 / 

0.73 kg/min = 32 kg/min 

 

Note that when the crew cost is defined as a 

fixed value per scheduled block hour instead of 

per flight hour, the value of CT will change 

from 1400 into 800 US$ per hour and as a 

consequence CI will change from 32 kg/min 

into 18 kg/min [5]. 

2.2 Cost Index and It’s Use by FMS 

Most modern transport aircraft are equipped 

with a FMS that assists the pilot with flight 

planning and automatically controlling the 

aircraft. The FMS blends all navigation data on 

the aircraft from various sources to maintain an 

accurate status of aircraft position, velocity, and 

atmospheric conditions. The pilot enters the 

flight plan into the FMS, including lateral route 

and vertical requirements, and the FMS predicts 

the full aircraft trajectory including altitude, 

speed, fuel, and time [6]. 

The FMS performance function ECON 

(economic speed) allows the computation of a 

flight profile that yields the lowest possible cost 

for a given trip by means of the Cost Index. The 

Cost Index allows the Flight Management 

System to generate cost optimized flight profiles 

independent of the individual values of TC and 

FC. After activation of the FMS performance 

function ECON, the cost optimization process is 

started. The optimum cruise speed (Mach) is 

obtained from a table in the FMS. This optimum 

Mach is a function of altitude, aircraft weight, 

wind speed and cost index, and has been pre-

calculated during an off-line study [7]. 

2.3 Econ Speed and Operating Costs 

The crucial parameter when balancing time-

related and fuel costs is the speed. Depending 

on the entered CI the Flight Management 

Computer (FMC) calculates the most economic 

(ECON) speed for every phase of the flight. For 

the minimum CI boundary of 0 time costs are 

neglected and fuel costs are reduced to 

minimum. In this case the ECON speed will 

equal Maximum Range Cruise (MRC) speed. 

For a high CI the ECON speed increases in 

order to reduce time costs and a speed up to the 

operational limitation of the aircraft is possible 

[8]. Fig. 1 presents both fuel and time-related 

costs depending on the speed. 
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Fig. 1 Cost as a function of speed[8]  

 

According to this figure flying with speed 

below or above to the ECON speed 

corresponding to the optimum CI will cause an 

increase on the total costs. For low speed the 

fuel savings will not compensate the inevitable 

higher time costs and vice versa for higher 

speed. It must be stated that on closer 

examination the relation between speed and 

operating costs is more complex because the 

ECON speed varies significantly in dependence 

on the flight conditions. Fuel cost curve is 

dependent on the gross weight of the aircraft, 

assigned flight level (FL), the air temperature as 

well as the wind conditions. Time cost curve is 

dependent on ground speed and with it strongly 

influenced by the wind. This leads to shifting 

curves in dependence of the mentioned 

parameters and with it variations of the ECON 

speed. However, since during the flight 

planning process as well as the communication 

between the pilots and air traffic controllers 

normally indicated air speed (IAS) or Mach 

number is used, the upcoming results in Section 

IV refer to these speeds as well (by default with 

no wind and no deviation from ISA conditions). 

For a comprehensive understanding of the cost 

index concept, it is essential to have a closer 

look on all operating costs with effects on the 

in-flight performance of an aircraft [2]. In the 

following, a short overview on the entire cost 

structure of a typical airline operator is provided 

in order to identify all relevant costs related to a 

certain flight operation and in particular those 

costs directly related to in-flight performance. 

Total airline operating costs consist of direct 

and indirect costs illustrated in Fig. 2 [9].  

 

 

 
Fig. 2 Airline operating costs  

 

Direct operating costs (DOC) are all those 

expenses associated with and dependent on the 

type of aircraft being operated, including all 

flying expenses, all maintenance and overhaul 

costs, and all aircraft depreciation expenses 

[10]. On the contrary indirect operating costs 

are independent and not connected to the 

operation of an aircraft mainly including 

expenditures for administration and distribution. 

Direct operating costs consist of fixed and a 

variable part costs. Fixed direct costs are related 

to the operation of the aircraft but cannot be 

influenced by the flight operational itself. These 

are costs for depreciation, insurance and the 

fixed part of maintenance and crew costs. On 

the contrary all variable direct operating costs 

are directly addressable to the flight operational. 

Therefore, a higher share of variable DOC 

regarding all operating costs enables an 

increased cost control in the frame of the flight 

planning process [2]. 

Indirect operating costs are all those costs 

that will remain unaffected by a change of 

aircraft type because they are not directly 

dependent on aircraft operations, including 

expenses that are passenger related rather than 

aircraft related (such as passenger service costs, 

costs of ticketing and sales, and station and 

ground costs) and general and administrative 

costs [10]. 

 

Total Operating Costs 

Direct Operating Costs Indirect Operating Costs 
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Fig. 3 Direct operating costs [2] 

 

 
Fig. 4 Indirect operating costs [2] 

 

 

 

3 Cost Index on the Effects of ATM 

Due to rising fuel prices, airlines are 

considering the use of the cost index very 

useful. With the increasing number of aircraft, 

flight profiles cannot be predicted by the 

controllers. ICAO flight plan includes 

information concerning the cruising speed and 

as such provides particular information, only 

speed changes of more than 5% have to report 

to ATC [2]. In addition, depending on the 

uncertainty of cost index will cause significant 

changes in the vertical speeds. The Single 

European Sky ATM Research Programme 

(SESAR) trying to overcome its with new 

project and system. 

3.1 Simulator Application and Results 

In simulation application that carried out A321 

aircraft selected as an example aircraft. For 

selected aircraft three different CI scenarios 

applied with two different flight distance. In 

these different cost index scenarios different 

flight level and cruise speeds chose. Application 

shows that, increasing CI values decreases flight 

time, decreasing CI values increases flight 

times. At the same time consumed fuel 

quantities changes inversely against flight time. 

Using same cost index and speed with different 

flight level resulted different flight times. Thus, 

causes aircraft stay air for a longer time. 

Therefore CI should know by air traffic 

controllers and response to flight requests with 

respect to CI is very important. 

 
Aircraft Distanc

e 
CI Flight 

Level 
Cruise 
speed 

Flight 
time 

A321 243 

Nm 

25 310 0.76 43min 

60 320 0.78 40min 

999 300 0.80 40min 

A321 769 

Nm 

60 370 0.79 1h51 

25 380 0.78 1h55 

60 390 0.79 1h52 

Table 1.Analysed flight 

4 Conclusion 

This paper has identified to importance of 

cost index. Operational flight planning is 

becoming more and more of high importance 

for the ATC and ATM. Therefore, flight profile 
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optimization based on cost index provides safe 

and efficient ATM system and it’s necessary for 

modernization during the next year. 

Additionally, future work will continue to 

refine the approaches presented here to better 

understand the use of cost index for delay 

environmental performance assessment of 

ATM. 
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Abstract

In order to cope with the increasing demand of
communication capacity in the aeronautical sec-
tor, the Future Communications Infrastructure
has been developed. For air ground communi-
cations currently two candidates are considered
for the L-band digital aeronautical communica-
tion system LDACS. Both L-band systems use
frequency bands assigned to both civil and mili-
tary navigation systems. Hereby of special inter-
est is the distance measurement equipment due
to its wide and extensive use in civil aviation.
Prior to the deployment of any of the candidates,
the compatibility towards those legacy systems
has to be confirmed. This paper presents the re-
sult obtained during compatibility measurements
of LDACS1 carried out at labs of the German
Air Navigation Service Provider, DFS Deutsche
Flugsicherung GmbH, in March and September
2011. The paper deals with the interference on
an airborne DME caused by LDACS1 emissions.

1 Introduction

To enable the modernization of Air-Traffic
Management (ATM) as currently pursued by
NextGen [1] in the US and SESAR, Single Euro-
pean Sky ATM Research in Europe [2], new and
efficient communication, navigation and surveil-
lance technologies are required. For communi-
cations, a common understanding within ICAO

has been reached that a single data link tech-
nology is not capable of covering the commu-
nication needs for all phases of flight. There-
fore, the Future Communications Infrastructure
(FCI) has been developed comprising a set of
data link technologies for aeronautical commu-
nications [3]. For the airport, AeroMACS (Aero-
nautical Mobile Airport Communications Sys-
tem) is currently developed within NextGen
and SESAR which is strongly based on the
WiMAX standard. ESA initiated the develop-
ment of a future satellite-based communications
system for aviation within their ESA Iris pro-
gram, supplemented by work performed within
SESAR. For air/ground communications, cur-
rently two L-band Digital Aeronautical Commu-
nication System (LDACS) options were identi-
fied. LDACS1 option employs a frequency divi-
sion duplex (FDD) broadband transmission us-
ing Orthogonal Frequency-Division Multiplex-
ing (OFDM) [4]. LDACS2 option is a single-
carrier system employing time-division duplex
(TDD) [5]. In order to provide the final LDACS
selection, the radiofrequency compatibility be-
tween LDACS and the legacy L-band systems
should be proved. The Distance Measuring
Equipment (DME) operating as FDD system on
a 1 MHz channel grid is the major user of the
L-band and its sensitivity to LDACS interfer-
ence is the prioritized test scenario [6]. Whereas
LDACS2 is expected to operate in the DME free
frequency band between 960-975 MHz, LDACS1
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additionally offers the opportunity to use spec-
tral gaps between existing DME channels, thus
increasing the potential number of communica-
tion channels. This inlay deployment option for
LDACS1 is the most interesting but also the
most critical case regarding its interference on
DME as well as the interference from DME on
LDACS1.

Current work on LDACS, performed under
the framework of SESAR within the correspond-
ing SESAR project P15.2.4 ”Future Mobile Data
Link System Definition”, aims to set the evalua-
tion criteria for L-band compatibility testing, to
define the measurement set-up for LDACS eval-
uation, and develop laboratory prototypes to be
used in the compatibility tests. Early tasks of
the P15.2.4 project produced documents that
summarize different interference scenarios and
the coexistence criteria. The interference cases
where LDACS transmitter (TX) acts as inter-
ference source are covered by [7] and the cases
where LDACS receiver (RX) is a victim system
are reported in [8]. The interfering as well es
the victim system can be a ground station (GS)
or an airborne station (AS), where different con-
stellations result in different distance ranges be-
tween the two systems.
Parallel to the initial SESAR activities, DLR has
implemented an LDACS1 physical layer labora-
tory demonstrator in FPGA technology based
on the current LDACS1 specification [4]. The
demonstrator enables investigations of both the
influence of the LDASC1 waveform on the legacy
L-band systems and the interference of the
legacy L-band systems on the LDACS1 receiver.
Independently from the SESAR activities, DLR
in cooperation with the German air navigation
service provider Deutsche Flugsicherung GmbH
(DFS) started to perform a set of preliminary
interference measurements. These test measure-
ments have the goal to assess the sharing condi-
tions between LDACS1 and DME in terms of ac-
ceptable levels of the interfering signal as a func-
tion of the frequency separation. The first con-
ducted test measurements reported in this paper
comprise only an interfering LDACS1 ground
or airborne transmitter and a victim airborne
DME receiver. The following section describes
the interference scenarios relevant for these con-

Figure 1: Interference scenarios

stellations. The compatibility criteria for DME
are explained in Section 3 and Section 4 de-
scribes the spectral properties of the LDACS1
signal. Section 5 presents the results obtained in
the measurements. A preliminary conclusion on
sharing conditions between DME and LDACS1
is given in Section 6.

2 Interference Scenarios

Fig. 1 shows all theoretically possible inter-
ference scenarios between DME and LDACS1
and Fig. 2 the envisaged spectrum allocation of
LDACS1 in the inlay deployment option and the
DME channel assignment. The relevant cases
where LDACS TX acts as interference source are
summarized in [7]. However, considering pos-
sible deployment scenarios, distances between
the interfering and the victim system, as well
as the frequency channel usages, the following
three scenarios are identified as the most rele-
vant for LDACS1 [6]:

a) LDACS1 GS TX - DME AS RX (G2A)

Figure 2: Frequency allocation of DME and
LDACS1 in inlay deployment
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b) LDACS1 AS TX - DME AS RX (Co-site)

c) LDACS1 AS TX - DME GS RX (A2G)

Case a) represents the situation where signals
transmitted by the LDACS1 ground station are
being received by an airborne DME station. The
closest distance between involved systems is as-
sumed to be as low as 50 m, resulting in a path
loss between antennas of 66 dB [7]. The es-
timated maximum distance in this scenario of
200 nautical miles results in a free space path
loss between antennas of approximately 144 dB.
LDCAS1 GS transmits continuously with a fre-
quency spacing of Δf = k ⋅500 kHz, k = 1, 2, ...,
from the victim DME system.

Case b) represents the situation where
LDACS1 signals transmitted by an aircraft are
being received by the DME device installed on
the same aircraft. The isolation between two
airborne systems on the same aircraft is esti-
mated to 30 dB [7]. DME GS can transmit
on any DME channel between 960 and 1213
MHz and hence, any frequency separation be-
tween LDACS1 AS TX and victim DME sys-
tem in multiples of 500 kHz is possible, includ-
ing co-channel transmission. In general, the vic-
tim airborne DME receiver could be influenced
by the blocking/desensitisation caused by the
strong ”in-band” part of the airborne LDACS1
TX signal and its out-of-band products. The
performance will then depend upon the selec-
tivity of the DME receiver. Besides, in case of
a large frequency spacing between two systems,
the radiated LDACS1 TX broadband noise may
influence the DME reception. In both cases, the
interference impact will also depend on the duty-
cycle in the LDACS1 reverse link transmission
(see Chapter 4).

Case c) represents the situation where
LDACS1 emissions from an airborne aircraft are
being received by a DME ground station. Thus,
the conditions are similar to case a) with the dif-
ference that LDACS1 transmissions are not con-
tinuous and therefore, beside frequency spacing,
the duty cycle is also a variable test parameter.
Due to the current lack of a DME ground sta-
tion, test case c) could not be measured yet.

3 DME

DME interrogators onboard an aircraft provide
the slant range distance between the aircraft
and the replying DME transponders on the
ground. The slant range distance is measured
via determination of the signal traveling time
between aircraft, ground and and back to the
aircraft. For this purpose the DME interrogator
transmits pairs of Gaussian pulses with a
defined spacing and the ground transponder
replies with another pair of pulses after a
determined period of time. During the search
mode the maximum allowed repetition rate
is 150 pulse pairs per second (ppps) [9]. The
aircraft interrogator correlates the replies with
the pulses to distinguish, which ones are in
response to its own interrogations. This acqui-
sition process should be completed in less than
2 seconds. Once the interrogator obtains lock
to the GS, it enters the track mode where the
repetition rate is reduced to about 30 ppps.
Typically, the DME devices in use provide
much less than the specified maximum number
of pulse pairs in the search and the tracking
mode. Besides, different DME devices have
also different signal processings including filter
characteristics and hence show different perfor-
mance and susceptibility to interference.

The maximum number of pulse pairs trans-
mitted by a DME ground transponder is 2700
ppps in the constant mode. However, some are
able to operate with a squitter rate of 3600 ppps
under peak traffic conditions. The ground TX
operating power is 63 dBm. On the airborne
side, the TX power is variable depending of the
type of equipment and the maximal possible
power setting is 63 dBm. For laboratory test
purposes, the ground transponder was replaced
by the DME Ground Station simulator JCAir
SDX 2000 with the reply frequency set to 2700
ppps.

A general criteria for testing DME ground
transponder receiver is the Beacon Reply Effi-
ciency (BRE). BRE represents the ratio of the
number of sent pulse pairs to the number of
received interrogation pulse pairs. Interference
will lower the amount of interrogations which
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are successfully detected and therefore reduce
the BRE. However, only the JCAir SDX 2000
as ground station simulator was available up
to now, which is an inappropriate ground sta-
tion under test. Therefore, the interference tests
have not been performed yet for this scenario.

According to the compatibility criteria pro-
posed in [7] for the DME airborne receiving
equipment in the presence of undesired interfer-
ence, the compatibility tests for DME comprises
recording of the following values:

∙ TTA (Time To Acquire)

∙ ASOP (Acquire Stable Operating Point)

∙ BSOP (Break Stable Operating Point)

TTA is defined as the time an interrogator
needs to acquire a stable track when the de-
sired signal level is set to the minimum spec-
ified value. In [10], a TTA of around 50 s is
required for DME devices. When evaluating the
impact of UAT on DME in [11], the interfer-
ence is considered tolerable, when TTA mea-
sured with interference present at a reference
signal level, �TTAwitℎI , fulfills

�TTAwitℎI ≤ max(�TTA + 0.5s, �̃TTA)

with �̃TTA = �TTA + 2 ⋅ �TTA,
where �TTA is the mean value of TTA in seconds
without interference at the reference signal level,
and �TTA is the standard deviation of TTA in
seconds without interference at the reference sig-
nal level.
Controversially, this value can be less than 2 s
which is the upper limit for DME acquisition
performance defined by [12]. After obtaining the
TTA values for different desired (D) and unde-
sired (U) signal levels, ASOP is defined as the
D/U point at which the DME interrogator is
able to acquire a stable track (stable within 2
minutes observation time with a tolerable TTA
value). BSOP is defined as the D/U point at
which the DME interrogator loses the track.

Two different Devices Under Test (DUTs)
have been used in the measurements: Rock-
well Collins DME900 is an interrogator typically
used in air transportation and Bendix/King

Table 1: Used airborne DME equipment
DUT DME900 KDM706A
search mode [ppps] 18 100
track mode [ppps] 2 25
min. D [dBm] ([9]) -82 -82
measured �̃TTA [s] 1.6 2.5

KDM706A is a device used in general aviation.
Whereas the signal processing in DME900 is
partly digitalized, KDM706A is an entirely ana-
log device. Table 1 shows the relevant parame-
ters of these two devices.

4 LDACS1

In the air-ground operation mode, LDACS1 em-
ploys OFDM in the forward link (FL) trans-
missions from GS to AS and a combined Or-
thogonal Frequency- / Time- Division Multiple
Access (OFDMA/TDMA) in the reverse link
(RL) from AS to GS. FL and RL are on sepa-
rated frequency channels with an envisaged fre-
quency spacing of 63 MHz which should enable
the frequency planning to be coupled with the
DME frequencies. In the inlay deployment of
LDACS1, a 500 kHz LDACS1 channel is located
in the middle between two DME channels.

Figure 3: LDACS1 TX power per sample with-
out PA

Due to its broadcast nature, the FL employs
a time continuous transmission received by all
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AS. As the maximum transmit power of a GS,
currently 41 dBm are considered. This power
refers to the average OFDM signal power. The
peaks of the signal may be theoretically up to 17
dB higher due to the OFDM’s Peak to Average
Power Ratio (PAPR). In a practical implemen-
tation, however, the PAPR is most likely to be
limited to a lower value. The hardware realiza-
tion of the LDACS1 demonstrator used in the
measurements limits the PAPR to 12.4 dB. Fig.
3 presents the Complementary Cumulative Den-
sity Function (CCDF) of the signal power for
each sample, normalized by the average trans-
mission power, thus indicating a low frequency
of the occurrence of high PAPR values in the
transmitted signal.

RL dynamically allocates a half of or the
whole effective bandwidth of 498.05 kHz for a
certain time to an AS. Hence, the RL trans-
mission is not continuous and the percentage
of time per second in which an aircraft is
transmitting is given by duty cycle (DC). The
duration of the continuous transmission of an
aircraft can vary between TRL−active

min = 0.6
�s and TRL−active

max = 56.88 ms. In general,
the maximum DC can be limited by the
resource allocation algorithm. Actually, the
highest acceptable DC resulting from the final
measurements should be considered by the
resource allocation provided by the LDACS1
Media Access Control (MAC). For the average
transmit power currently 42 dBm are planned.

The DLR LDACS1 prototype consists of the
LDACS1 TX/RX prototype implemented on a
Parsec FPGA system and Bögl & Partners Sys-
temtechnik 10.7 MHz to L-Band RF frontend.
The baseband demonstrator comprises the TX
and the RX physical layer. The TX physical
layer including adaptive coding and modulation
as well as the complete framing structure for FL
and RL is entirely realized in FPGA. The re-
ceiver for LDACS1 is not defined in the spec-
ification. For that reason and for being able
to rapidly implement improved receiver algo-
rithms, the LDACS1 receiver is implemented
mainly in software. Only sampling and digi-
tal down-conversion from an intermediate fre-
quency to baseband followed by fast data stor-

age of the received baseband samples are imple-
mented in FPGA. The stored signal is processed
offline using a software receiver realizing all nec-
essary receiving functions. In order to consider

Figure 4: LDACS1 spectrum

the effects of signal amplification, the wideband
Power Amplifier (PA) BLMA 0525-35 was used
in the measurements to amplify the LDACS1 Tx
signal to 35 dBm. The effects of the PA onto the
LDACS1 spectrum are presented in Fig. 4.

5 Measurements and Results

To measure the interference caused by an
LDACS1 transmitter on the interrogation pro-
cess of a DME, the interferer is inserted be-
tween ground and airborne station as shown in
Fig. 5. Two circulators are used to decouple the
two paths between the ground and the airborne
DME and a coupler to superimpose the victim
system with the interfering signal. The power
level of the interferer can be adjusted using a
step attenuator, while the power level of the de-
sired signal at the victim receiver is kept con-
stant at D = −82 dBm. Thus, the attenuator
substitutes the propagation loss or the isolation
between LDACS1 TX and DME RX.
The undesired signal level U of the LDACS1 in-
terference and desired DME signal level D at
DME victim receiver, both measured at the in-
put of the victim DME system, are set into re-
lation in the measurement. Thus, the compati-
bility criteria are evaluated in terms of desired-
to-undesired power ratio D/U .
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Figure 5: Measurement setup

As a core parameter, TTA has been mea-
sured for each undesired signal level U under
consideration. Measurements started with a low
value of U compared to the desired signal level
D. Then U was increased until an D/U point
was reached for which no acquisition has been
achieved within 20 s. For each of the considered
D/U value, mean TTA and standard deviation
of TTA have been evaluated from 20 measure-
ments. Whether the interference conditions are
acceptable depends on the maximum TTA tol-
erable. Different tolerance values of TTA are
regarded. One possible tolerance margin is the
mean value of TTA plus two times the standard
deviation of TTA without interference. This
rule yields the target TTA values of 1.6 s for
DME900 and 2.5 s for KDM706A, according to
Table 1. Additionally, maximum TTA of 2 and
5 s are also chosen as possible target values.

Figure 6: TTA versus LDACS1 power U for D =
−82 dBm and different frequency offsets.

5.1 G2A Interference Scenario

For the interference scenario a) LDACS GS TX
- DME AS RX, the DME frequency was set to
1004 MHz and the LDACS1 frequency was var-
ied from 1002.5 to 1004.5 MHz in steps of 500
kHz. Fig. 6 shows the measured mean TTA
values for different U , D = −82 dBm and dif-
ferent frequency spacings between the two sys-
tems. Noticeable is the different performance of
DME900 and KDM706A. The high class Rock-
well Collins device is less susceptible to LDACS1
interference. Moreover, due to a non-symmetric
spectrum of the devices used, the impact of the
undesired signal in not necessary the same on
the adjacent channels on both side of the vic-
tim DUT. Furthermore, Fig. 7 compares the
results of the measurements with DME900 with
and without LDACS1 TX power amplifier. Ob-
viously, PA increases the noise floor outside the
DME channel and slightly impair the perfor-
mance at frequency spacings above 1.0 MHz.

Figure 7: TTA versus LDACS1 power U for
D = −82 dBm and different frequency off-
sets measured with DME900 with and without
LDACS1 power amplifier.

The lowestD/U for which the mean TTA does
not exceed the target value are summarized for
different tolerance values for TTA assumed and
different frequency spacings Δf in Table 2 for
DME900 and in Table 3 for KDM706A.
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Table 2: Acceptable D/U [dB] at DME RX for
different TTA target values for DME900

TTA [s] 1.6 2 2.5 5

Δf = 0 MHz 11 11 10 9
Δf = −0.5 MHz -9 -14 -14 -16
Δf = +0.5 MHz -6 -8 -8 -10
Δf = 1.0 MHz -42 -43 -43 -44
Δf = 1.5 MHz -45 -48 -48 -49

Table 3: Acceptable D/U [dB] at DME RX for
different TTA target values for KDM706A

TTA [s] 1.6 2 2.5 5

Δf = 0 MHz 21 21 17 12
Δf = −0.5 MHz 8 6 3 -3
Δf = +0.5 MHz -5 -9 -13 -16
Δf = 1.0 MHz -32 -23 -33 -34
Δf = 1.5 MHz -35 -44 -45 -46

5.2 Co-site Interference Scenario

For the interference scenario b) LDACS AS TX
- DME AS RX, the DME frequency was set
to 1060 MHz. The impact of LDACS1 in-
terference for different duty cycles was mea-
sured in co-channel case (LDCAS1 frequency
set to 1060 MHz) and on the adjacent channel
(LDCAS1 frequency set to 1059.5 MHz) with
DME900. Generally, co-site interference is the
worst case scenario as the undesired LDACS1
emission from the airborne TX at the airborne
DME Rx can be as high as 11 dBm, whereas the
desired DME signal as low as −81 dBm. The co-
channel case and in general a small frequency
separation between two systems in this scenario
is theoretically possible, but can be avoided by
an appropriate frequency planing. Nevertheless,
even in case of large frequency separation, the
out-of-band noise could already block the re-
ception of the DME interrogator. However, a
low duty cycle of LDACS1 transmission is ex-
pected to diminish the impact on the DME per-
formance. In the test set-up, there was no pos-
sibility to switch off the PA emission simultane-
ously with LDACS1 TX transmission. Hence,
amplifying LDACS1 signal to 11 dBm would re-
sult in a very high noise level of the PA which
already blocks the DME unit also when there is
no LDACS1 transmission. For this reason, the

Figure 8: TTA versus DC for different frequency
offsets measured with DME900.

Table 4: Acceptable DC[%] of LDACS1 air-
borne emission for different TTA target values
for DME900

TTA [s] 1.885 2.5 5

Δf = 0 MHz 15.6 20.4 40
Δf = 0.5 MHz 15.6 40 70

LDACS1 TX power at PA output is chosen to be
U = −36.5 dBm. This value is determined in the
way to have a mean TTA value if LDACS1 TX
is idle similar to the interference free case. The
DME power level at the receiver is kept constant
at D = −82 dBm. With this measurement set-
tings, the no-interference case (DC= 0%) yield
a new �̃TTA of 1.8854 s. Fig. 8 shows the mea-
sured mean TTA values for different DC settings
and Table 4 summarizes the results stating the
acceptable DC for different TTA target values.

6 Results Analysis and Conclusions

In general, when interpreting the measurement
results, possible deployment scenarios should be
taken into account. In ground to air communica-
tion, the distance is the major parameter. Con-
sidering for example that LDACS1 and DME
ground stations are close, i.e. their distances to
the airborne DME receiver are approximately
the same, the expected D/U is around 22 dB.
Besides, the analysis of the results obtained with
the two DUTs, should be done regarding their
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performance in interference-free case. Results
presented in Fig. 6 and Table 2 show that aD/U
of −9 dB with LDACS1 interferer in an adjacent
channel would not retard the acquisition process
for DME900 when considering �̃TTA from Table
1. This TTA target is for DME900 the most
stringent TTA requirement. Even 3 dB D/U
required for KDM706A in an adjacent channel,
regarding a target TTA of 2.5 s, are complied in
adequate deployment scenarios. Tolerating TTA
of 5 s allows for higher interference than desired
power levels. Having an interfering signal with
1.0 MHz separation allows for undesired signal
level to be 42 dB for DME900 and of 33 dB for
KDM706A above the desired DME power level
at the victim receiver.

Regarding the results in the co-site scenario,
presented in Fig. 8 and Table 4, the most strin-
gent TTA requirement allows for a DC of at least
15.6%. The next higher DC used in the measure-
ment is 20.4%, hence, it can be expected that the
actual DC margin is between these two values.

The results presented show that the LDACS1
co-existence with DME in the most strict inlay
deployment option is feasible regarding the pre-
sented scenarios. However, the results should be
confirmed with additional DUTs and the com-
patibility should be proved also for other inter-
ference scenarios. Furthermore, LDACS1 sus-
ceptibility to DME interference should be also
tested.

The preliminary work presented in this pa-
per is performed outside the SESAR project.
These results will however be available for con-
sideration when performing further tests within
SESAR activities.
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Abstract  

This work combines Moving Least Square mesh 

morphing methods with classical optimization 

techniques to optimize Composite Stiffened 

Structures against buckling constraints. The 

idea is to use standard optimization methods to 

handle thicknesses and percentages of the 

composite laminates and Moving Least Square 

morphing capabilities to modify the shape of the 

stringers without generating new meshes from 

geometry during the optimization process. In 

this respect, free-mesh morphing methods seem 

promising methodologies to solve different size-

and-shape optimization problems where existing 

meshes can be modified without specific needs 

to change neither their connectivity information 

nor specific model properties such as materials, 

loading and boundary conditions.  

1 Introduction 

This paper focuses on so called free-mesh 

morphing techniques as novel and promising 

techniques for size and shape optimization of 

structures. 

More and more often, structural optimization 

problems deal with different geometrical 

configurations as part of the design process. 

This is particular true in aerospace and 

automotive fields: height and flange width of 

stringer in stiffened structures, beam sections, 

corrugated elements, reinforcement plates are 

but few very common examples.  

When facing these problems two approaches 

are commonly used: 

 remeshing of the structural assembly so to 

follow the changes in the geometry; 

 mesh-morphing of existing models where 

positions of nodes are moved so to match 

the new geometry without changing the 

connectivity of the mesh. 

Both these approaches present strength and 

weak aspects. The first one is a cad-centric 

approach where the CAD world, i.e. geometry 

information, drives the FE one. The main 

advantage of this approach is that the CAD 

model is always up-to-date and that FE meshes 

can be easily generated to respect well defined 

quality criteria such as maximum size of 

elements, aspect ratio, angles, etc. 

However remeshing techniques often require 

some supervision from final users who may 

need to write specific algorithms and macros to 

propagate changes in geometry from CAD to FE 

meshes. As a matter of fact and despite the 

impressive evolution of meshing tools and their 

increased capabilities to handle parametric 
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models, re-generating meshes every time a new 

solution has to be analyzed within an 

optimization process may turn out to be a 

complex and expensive process prone to errors 

when assigning properties to new meshes 

(boundary and loading conditions, material 

properties, element definitions, etc).  

Accordingly, remeshing techniques may not 

be always easy to implement or to set-up 

without efforts. This is particularly true in many 

industrial applications where stress 

engineers/analysts are in charge of performing 

FEM based optimization without specific and 

continuous support from CAD designers, this 

leading to a not always easy integration of CAD 

and meshing tools within structural optimization 

loops.  

In this scenario, mesh morphing techniques 

seem to be a very attractive alternative to 

remeshing. In fact mesh morphing techniques: 

 do not require close interactions between 

stress-engineers and designers as stress-

engineers will only work on FE models 

disregarding the CAD world; 

 do not require to attribute material 

properties, loading and boundary 

conditions to new models; 

 are faster as do not require to re-generate 

and control mesh connectivity. 

However, mesh morphing cannot preserve 

mesh quality above required standards when 

large changes in geometry are required, often 

leading to broken or distorted meshes.  

The work herein presented moves from these 

initial considerations and present a novel mesh-

morphing technique based on so called Moving 

Least Square approximation. The technique is 

first reviewed and then applied to the 

optimization of composite stiffened panels 

against buckling loads. 

2 Mesh Morphing: 

Strictly speaking Free Mesh Morphing is a 

general purpose technique used to deform an 

existing mesh - or better the nodes upon which 

mesh connectivity is defined - without requiring 

explicit information on the geometry initially 

used to create the mesh.  

More in particular Mesh Morphing allows to 

modify positions of sets of target nodes in the 

space by defining a continuous and smooth 

deformation field to be added to the original 

position of the nodes. Morphing algorithms can 

thus be distinguished based on the way they 

define the deformation field to be applied. 

In the structural field two main schemes have 

been used: 

 linear scheme: in this scheme the 

deformation field is defined by a linear 

combination of linear deformations 

spanned wise a set of controlling handles. 

This technique is known to be used by 

MSC and Altair in their size and shape 

tools. Generally speaking this technique is 

intuitive and easy to use as it produces 

very predictable deformation fields. It is 

also computationally effective but as main 

disadvantage it often leads to broken 

meshes; 

 non-linear scheme: these have been more 

recently introduced in many research 

activities [1-4]: Radial Basis Function 

(RBF) and MLS approaches seem to be 

the more commons one. Despite being 

more computational expensive and 

sometimes less intuitive to use, they 

outperform the linear scheme with respect 

of smoothness and final quality of the 

deformed mesh. Both RBF and MLS can 

also be adapted to perform linear 

interpolation by properly down-selecting 

their inner interpolation functions. 

 

This paper focuses on the use of MLS as 

available in Shaper [6] – commercial software 

for general purpose size and shape optimization.  

From a general standpoint, MLS techniques 

belong to the field of data approximation form a 

scattered set of points. Applications of MLS can 

be found in many different fields: computer 

graphics and visualization, image processing, 

regression models, supervised learning, mesh-

free finite element methods are but few 

examples [1-5]. 

The following section briefly outlines the 

fundamentals of MLS approximation methods. 

More detailed information can be found in [4]. 
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3 Moving Least Square: 

The Moving Least Square technique can be 

used to solve any function approximation 

problem. The problem can be formulated as 

follows: given N points located at positions 
3ix where  Ni ,,1 , find a globally 

defined function  xp that approximates a set of 

given values )( if x .   

In order to have the maximum versatility, no 

specific structure is supposed in the data point 

distribution ix , which can be considered 

scattered in the space 
3 .  

This very abstract formulation can be easily 

applied to mesh morphing. In fact, by solving 

function approximation it is possible to find the 

function that represent the mesh nodes 

displacement field given the displacement of 

few points, the controlling handles.  

A classical approach to solve this problem is 

represented by the Least Square that looks for 

the solution of the following minimization: 

 

  
 i

ii
p

fp
m

2
)()(min xx  (1) 

 

The real problem here is to find the 

appropriate functional space for the function 

 xp able to be a good approximation of the real 

function  xf globally. Usually the space of 

polynomial of maximum degree m is taken.  

To avoid the necessity to find a functional 

approximation space that is valid globally, 

Lancaster and Salkauskas proposed the MLS 

technique [5]. The idea is to perform 

individually a Weighted Least Square for each 

point x  in the domain. So, the global 

approximation   xp  is obtained from the union 

of a series of local functions i.e.    xx xpp  , 

where the functions  xxp are obtained as 

solution of the following minimization problem: 
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The function   is a non-negative weight 

function that depends only from the Euclidean 

distance between points in the solution space. 

The approximation is localized as much as 

possible if  r  is rapidly decreasing as 

r . Extremely useful as weight functions 

are the compact support RBF functions 

suggested by Wendland [7]. 

Then, the approximation problem with MLS 

is localized in two ways:  

 first, a local polynomial fit is evaluated 

continuously over the entire domain; each 

point x has its own local approximation. 

 second, the number of points ix  that 

effectively have an influence on the local 

polynomial representation at x  is kept 

limited by using RBF weight functions 

(better if with compact support). 

By looking at Eq. (2) it is easy to see that if 

  0 the MLS fit will be forced to 

interpolate the prescribed values at known 

points )( if x . 

Of course, the MLS approach is more 

expensive than other approach because for every 

point x  where the solution must be computed it 

is required to solve a Linear System of 

Equations to find the minimum of Eq. (2). 

However, the size of these LSEs an be kept 

small by using small support dimension for the 

weight functions. 

 

In order to solve the MLS problem the user 

should consider the following aspects: 

 the functional space for the local 

approximation functions  xxp . Usually 

the functions are polynomial, so the user 

must decide the maximum polynomial 

order. 

 the type of weight functions. This choice 

may have an influence on the smoothness 

of the obtained approximation (see [4]). 

 the size of the local support. Usually a 

good strategy is to fix the number of 

points that must belong to each support, 

and then adapt the local size accordingly. 

In this way a natural adaptation of the 
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algorithm is realized, since where there 

are few spread points the support is large, 

while for more dense areas the support 

becomes smaller. 

4 Morphing Examples: 

This section presents a first example on how 

MLS morphing techniques can be used to 

modify the shape of a very simple FE mesh: a 

cube made of bricks (8-nodes solid elements).  

The deformation field is defined by using 8 

control points (so called free handles in Shaper) 

located on the 8 vertices of the cube.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: a first example of MLS morphing: a) original 

mesh; b) single handle movement; c) combined handle 

movements. 

 

Figure 1.A) presents the original FE mesh of 

the cube together with 8 controlling handles 

located at the vertices. In Fig.1.B) a handle on 

the bottom-face is translated and the cube 

deformed accordingly; finally in Fig. 1.C) a new 

handle is added on the upper face of the cube 

and it is linked (by means of a rigid constraint) 

to the other 4 top-face handles. The handle is 

then translated vertically and rotated of 90 

degrees, the mesh of cube following the 

deformation imposed by the handles. The same 

configuration of handles would as an example 

allow to inflate and to contract the cube as well 

as to deform it to become a more general 

parallelogram. 

It is worth noticing that: 

 a relative small number of handles has 

been required to apply a deformation field 

overall the model; 

 the deformation field works by deforming 

elements the more they are closer to a 

moving handles. This is exactly what we 

expect from a morphing algorithm 

assuring the mesh to remain almost 

untouched in those regions where no 

handles are moved. 

4.1 Dealing With Constraints: 

A challenging aspect when performing mesh-

morphing on structures is related to the need to 

preserve particular features of the model such as 

holes, corners, fixed positions for connections, 

etc.  

 

 

 

 

Fig. 2: MLS morphing with additional constraints. 

Controlling handles in red circles, constraint handles 

in orange squares. a) undeformed model, b) deformed 

without constraint handles, c) deformed with 

constraint handles active 

When using MLS interpolation, this can be 

achieved by hierarchically combining handles to 

assure rigid transformations. As an example, a 

simple square panel with a hole in the middle is 

considered in Fig. 2. 

A) 

B) 

C) 

A) 

B) 

C) 
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4.2 Linear and Non-Linear Morphing: 

An advantage of MLS against classical linear 

morphing techniques is the wide choice of 

interpolations and number of support points 

than can be actually used to define the mesh 

deformation field. Clearly this freedom turns out 

to be extremely powerful but at the same time 

may be counterintuitive requiring more expert 

users than a pure linear morphing approach 

would probably do. 

This section attempts to prove the flexibility 

of the MLS by using two different interpolation 

schemes to morph the cross-section of typical 

stringers. Shape optimizations on stringer 

sections are very common problems in the 

structural engineering field, particularly when 

dealing with lightweight structures. In the 

following, a typical stringer is considered and 

different morphed solutions are presented. 

Figure 3 reports a first simple example on 

how MLS with linear interpolation scheme can 

be used to control the cross section of general 

structural components – in this case back-to-

back C-shaped stringers. Results of Fig. 3 have 

been achieved with a limited number of 7 

controlling handles at each end of the stringer. 

Similarly, Fig. 4 illustrates possible shapes to 

be achieved with non-linear MLS 

approximations. In the first case an overall 

number of 74 handles has been used to morph 

the foot flange of the stringer; in the second case 

an overall number of 125 handles has been used. 

It is worth noticing that despite the relatively 

high number of controlling handles, parent 

handles can be defined and chained to reduce 

the final number of parameters to be finally 

controlled toward an optimization process. 

 

 

 

Fig. 3: MLS linear morphing: a) undeformed stringer geometry, b) and c) morphed stringer geometries 

 

 

Fig. 4: MLS non-linear morphing: a) undeformed stringer, d) morphed foot stringer flange, c) morphed foot and 

top stringer flanges 

 

B) A) C) 

B) A) C) 
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5 Real World Application: Stiffened Panel 

Optimization. 

The proposed morphing technique is thus 

applied to minimize the weight of a flat 

composite stiffened panel against bucking loads. 

Composite stiffened panels are widely used 

in primary lightweight structures as they 

represent weight-effective structural 

configurations: airplane wing covers, fuselage 

panels, helicopter tails and tailplanes are but 

few common applications.  

Furthermore, the recent trend of using 

composite laminates in aerospace and 

automotive fields strongly increases the number 

of design variables on which engineers can 

leverage to achieve required performances. 

In this respect, the optimization of stiffened 

composite panels subjected to buckling and 

strength constraints has been dealt with several 

studies in the last decades. Among the first 

studies on this field a minimum weight design 

was performed by Butler and Williams [9] using 

VICONOPT; other minimum weight 

optimizations including buckling load 

constraints were proposed by Wiggenraad et al. 

[10]. Often, the presence of local optima and 

integer variables, like the number and the 

orientation of the layers, make the use of the 

genetic algorithms (GA) appealing in 

optimization involving composite structures 

[10-13]. As an example, Kaletta and Wolf [14] 

applied a parallel computing GA, considering 

buckling and maximum strength constraints, to 

stiffened composite plate panels. The fitness 

evaluation was performed using directly 

eigenvalue finite element analyses.  

This paper moves from the aforementioned 

works and applied MLS morphing to consider 

changes in the cross section of the stringers of a 

composite stiffened panel assembly.  

It is highlighted that this work in focused 

mainly on the application of mesh morphing 

techniques more than on the engineering design 

of composite stiffened panels. Mainly for this 

reason, the choice of the author was to keep the 

optimization process as simple as possible from 

a computational standpoint and to underline the 

main advantages of using MLS. In this respect, 

only buckling constraints have been considered 

and the optimization problem has been 

formulated as a multi-objective search where 

panels with minimum weight and maximum 

buckling load are searched for. 

5.1 Stiffened Panel configuration: 

The considered structural assembly is 

reported in Fig. 4. More in particular, a flat 

panel with five stringers and 2 rib bays has been 

considered as an exemplificative aeronautical 

structure. The stiffened panel is 1750 mm wide 

and 2300 mm long, with equally spaced stringer 

with a pitch of approximately 250 mm.  

 

 

Fig. 4: considered structure assembly: a three-rib 

composite stiffened flat panel. 

 

The panel is made of a unidirectional CRFP 

material whose nominal mechanical properties 

are reported in Tab. 1. 

 
Description Value 

Elastic modulus  E11 13500[N/mm2] 

Elastic modulus  E22 8500 [N/mm2] 

Poisson coefficient  12 0.35 

Shear modulus  G12=G13 4200 [N/mm2] 

Shear modulus G23 3150[N/mm2] 

Compression strength X 1280[N/mm2] 

Compression strength Y 250[N/mm2] 

Tension strength X 2210[N/mm2] 

Tension strength Y 75[N/mm2] 

In plane shear strength 95[N/mm2] 

Nominal ply thickness 0.30[mm] 

Density 1600[Kg/m3] 

 

Tab. 1: mechanical properties of the stiffened panel’s 

material. 
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The rationale is to optimize not only the 

thicknesses of panels and stringers but also the 

cross section of the latter via MLS.  

5.2 Finite Element Model: 

Finite Element Analyses have been 

performed to predict the behavior of the 

structure assembly using Abaqus [15].  

All parts of the structure have been modeled 

using four nodes laminated shell elements with 

reduced integration (S4R) with six degrees of 

freedom at each node and a single integration 

points throughout the thickness for each 

generalized composite ply. The elements used to 

model the skin have dimension of about 25mm 

and aspect ratio very close to 1.0, resulting in a 

total number of 4780 elements. Each stinger is 

modeled by using 1260 shell elements: 4 

elements on each side of the foot flanges 3 

elements on each side of the upper ones and 4 

elements along the web. Linear material models 

are used for all parts. 

The connection between the skin and the 

stringer feet has been modeled using tie contacts 

so to allow the nodes of the foot flange to 

change their position, as a result of the 

morphing, without needs to modify the mesh of 

the skin. 

Boundary conditions have been defined to 

account for spars and ribs: vertical translations 

of nodes corresponding to spars and ribs 

landings have been constrained not to translate 

vertically. 

One end in the span-wise direction has been 

constrained against longitudinal translation; the 

other is loaded by applying a uniform 

displacement.  

Eigenvalue FE analyses are performed to 

obtain the first bucking load of the structure, 

requiring an average CPU time of about 3 

minutes. Figure 5 a), b) and c) shows local and 

global buckling patterns for different analyzed 

configurations. 

 

 

 

 

Fig. 5: buckling pattern of different analysed 

configurations: a) global instability; b) and c) local 

instability. 

5.3 Optimization Problem: 

The goal of the proposed optimization is to 

reduce the overall panel weight while 

minimizing the buckling load in the attempt to 

find the best layup (thicknesses and 

percentages) for skin and stringers, as well as 

the optimal shape for the stringers via MLS 

morphing as shown in Eq. (3).  

 

  

  

 














LimitCR
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xFmax
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 (3) 

 

 

A constrained multi-objective genetic 

algorithm (MOGA) has been applied to identify 

the solutions representing the best trade-off 

B) 

C) 

A) 
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between weight, by changing laminate 

thicknesses and percentages as well as geometry 

of the stringers, and first buckling load under 

pure assail compression. 

Even if it is recognized that the proposed 

approach is a simplified one, it is also believed 

to represent typical aerospace design conditions. 

5.3.1 Design variables:  

Design variables can be grouped in two main 

sets: variables controlling the shape of the 

stringers, i.e. the position of the handle in the 

morphing process, and variables controlling the 

thicknesses and the lay-ups of panel skin and 

stringers. 

As far as the stringer shape is concerned, 

Tab. 2 reports the range of variation of the 

stringer flanges and webs being the shape 

controlled via 3 displacements of the controlling 

handles: one to stretch/shrink the upper flanges, 

one to stretch/shrink the foot flanges and the last 

one to stretch/shrink the height of the web.  

 
Description Min Max 

Stringer height [mm] 23.5 82.5 

Stringer half-foot width [mm] 12.5 62.5 

Stringer half-head width 12.5 62.5 

 
Tab. 2: optimisation variables: stringer cross-

section domain of interest. 

 

For the panel skin the following pseudo-

homogenized symmetric stacking sequence has 

been assumed: [+α/-α/0/90/90/0/-α/+α], where α 

represents a general ply orientation. A value of 

α=45 will lead to +/- 45 degree layers so 

commonly used in real world applications, 

herein equally adopted in the stringers.  
 

Description Min Max 

Stringer 0 ply thickness [mm] 0.75 5.00 

Stringer 90 ply thickness [mm] 0.75 5.00 

Stringer +/-45 ply 

thickness[mm] 

0.75 5.00 

Skin 0 ply thickness [mm] 0.50 5.00 

Skin 90 ply thickness [mm] 0.50 5.00 

Skin +/- ply thickness[mm] 0.50 5.00 

Skin  ply orientation [degrees] 20.0 80.0 

 

Tab. 3: optimisation variables: composite 

laminates. 

In both cases the optimization has been 

performed considering overall equivalent 

thicknesses orientation-by-orientation anyway, 

assuming the limits reported in Tab. 3. 

5.3.2 Constraints:  

Six constraints have been defined to upper- 

and lower-limit the total thicknesses of panel 

and stringers, as reported in Tab. 4. These also 

guarantee to obtain a feasible shape for the 

stringers, assuring the width of the foot flange to 

be greater than the top flange width. 
 

Dimension Min Max 

Panel thickness [mm] 3.0 7.0 

Stringer Flanges thickness [mm] 2.5 6.5 

Stringer Web thickness [mm] 5.0 13.0 

 
Tab. 4: limits of the imposed geometrical constraints 

 

5.3.3 Optimisation Algorithm:  

The proposed multi-objective Genetic 

Algorithm is a modified version of the NSGA-II 

algorithm [16] with a double-swap crossover 

operator and a non-uniform mutation operator 

(namely the magnitude of mutation decreases 

with the number of iterations progressively 

confining the search in the most promising area 

of the domain). The algorithm available in 

Nexus [17] has an enhanced rank-based 

turnover strategy for the searching of the 

Pareto’s set on the base of which feasible 

solutions are preferred to the unfeasible ones 

and, in the subset of feasible solutions, the ones 

with better objective functions are selected. 

Limiting to the present work, the following 

settings have been used for the Genetic 

Algorithm: 

 maximum number of iterations = 75 

 population size = 300 

 kind of crossover = full weight 

 probability of crossover = 0.6 

 kind if mutation = uniform 

 probability of mutation = 0.3 
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5.3.4 Optimization results:  

The optimization has been started with an 

initial population of 300 members randomly 

selected in the design space. 

However, it is worth noting that the total skin 

and stringer thicknesses as well as the width of 

the flanges can be calculated directly once the 

values of the design variables have been 

assigned without need of any FEM analysis.  

 

 

Fig. 6: convergence history: number of invalid 

members (red) and Pareto’s Size (blue) per iterations. 

 

 

 

An effective optimization strategy would 

thus be to evaluate FE analyses (required to 

estimate the buckling load) only on those 

configurations that satisfy the imposed 

geometrical constraints.  

This constraint ranking permits to reduce the 

number of FE evaluations in the first phase of 

the optimization procedure, when most of the 

population members may not satisfy the 

imposed constraints (invalid members), as 

showed in the Fig. 6.  

The procedure has been stopped when the 

maximum number of iterations (75) has been 

reached instead. The time required to complete 

the optimization procedure on a common 

Pentium Intel Core i7-940 Processor is about 24 

hours, performing eight analyses at a time.  

The main results of the procedure are 

summarized in Fig. 7, showing the total 

evaluations performed and the Pareto’s set of 

the problem.  

The Pareto’s front, which represents the 

minimum-weight panel configuration at a given 

buckling load, envelopes the performed FE 

analyses, identifying solutions which range 

from 30.25 Kg up to 67.37 Kg. 

 

 

 

 
Fig. 7: identified Pareto’s Front and all performed evaluations after 75 iterations 
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6 Conclusion 

The paper focuses on the use of mesh 

morphing applied to structural optimization 

problems. A practical example considering a 

composite stiffened panel against buckling 

constraints has been presented.  

The proposed morphing procedure seems an 

appealing alternative to more classical (linear) 

approaches and allows- in this specific 

application - to modify size and shape of the 

stringers.  

The resulting optimization process uses 10 

design variables to control both shape variables 

(that define the geometry of the stringers) and 

lay-up variables controlling the thicknesses of 

each orientation of the composite laminates.  

A modified version of the NSGA-II multi-

objective Genetic Algorithm has been used to 

outline the trade-off between weight and first 

buckling load.  

 

 References 

[1] Alexa, M., Behr, J., Cohen-Or, D., Fleishman, 

S., Levin, D., and T. Silva, C. Computing and 

rendering point set surfaces. IEEE Transactions 

on Visualization and Computer Graphics, Vol 9, 

2003, p. 3-15 

[2] Belytschko, T., Krongauz, Y., Organ, D., 

Fleming, M., And Krysl, P. Meshless methods: 

An overview and recent developments. Computer 

Methods in Applied Mechanics and Engineering, 

Vol 139, 1996, p. 3–47 

[3] G. Quaranta, P. Masarati, P. Mantegazza: "A 

Conservative Mesh-Free Approach for Fluid-

Structure Interface Problems", International 

Conference for Coupled Problems in Science 

and Engineering, Greece 2005. 

[4] Levin, D. The approximation power of moving 

least-squares. Math. Comp. 1998, 67(224): 

1517–1531. 

[5] Lancaster, P., And Salkauskas, K. Surfaces 

generated by moving least squares methods. 

Mathematics of Computation, Vol. 87, 1981, 

p.141-158 

[6] iChrome Ltd. Shaper: User Manuals - 

Keywords, Bristol, 2011 - www.ichrome.eu 

[7] Wendland, H. Piecewise polynomial, positive 

definite and compactly supported radial basis 

functions of minimal degree. Advances in 

Computational Mathematics, 1995,Vol. 4, p. 

389-396 

[8] Butler R, Williams FW. Optimum design using 

VICONOPT, a buckling and strength constraint 

program for prismatic assemblies of anisotropic 

plates. Computers & Structures 1992; 43(4):699-

708. 

[9] Wiggenraad JFM, Arendsen P, da Silva Pereira 

JM. Design optimization of stiffened composite 

panels with buckling and damage tolerance 

constraints. American Institute of Aeronautics 

and Astronautics, AIAA-98-1750, 1998. p. 420-

430.  

[10] Muc A, Gurba W. Genetic algorithms and finite 

element analysis in optimization of composite 

structures. Composite Structures 2001; 54:275-

281. 

[11] Tabakov PY. Multi-dimensional design 

optimisation of laminated structures using an 

improved genetic algorithm. Composite 

Structures 2001; 54:349-354. 

[12] Nagendra S, Jestin D, Gürdal Z, Haftka RT, 

Watson LT. Improved genetic algorithm for the 

design of stiffened composite panels. Computers 

& Structures Vol. 58, 1996, p. 543-555. 

[13] Lillico M., Butler R., Hunt GW, Watson A., 

Kennedy D, Williams FW. Optimum design and 

testing of a post-buckled stiffened panel. 

American Institute of Aeronautics and 

Astronautics, AIAA-2000-1659, 2000. p. 1-10. 

[14] Kaletta P, Wolf K. Optimisation of composite 

aircraft panels using evolutionary computation 

methods. Proceedings of ICAS 2000 Congress, 

Harrogate, UK, 27 August - 1 September 2000. 

p. 411.1-411.10. 

[15] Abaqus. FE user’s manual, version 6.7. Habitt, 

Karlsson& Sorensen Inc., 1080, Main street, 

Pawtucket, Rhode Island, 02860-4867, USA. 

2002. 

[16] Deb K., Agrawal S., Pratap A., Meyarivan T.: A 

fast and elitist multiobjective genetic algorithm: 

NSGA-II. IEEE Transactions on Evolutionary 

Computation - TEC, 6(2) 182-197 (2002) 

[17] iChrome Ltd. Nexus: User Manuals - Keywords, 

Bristol, 2011 - www.ichrome.eu 

 

1402



 

CEAS 2011 The International Conference of the European Aerospace Societies 

 

 

Abstract  

A numerical design optimization of a non-crimp 

fabric Pi (╨)-shaped multi-functional profile is 

presented. Initial design has been done such 

that the profile to replace a riveted junction 

between composite sub-components in a 

helicopter structure. The geometry of the profile 

has been optimized for the load-cases of T-pull 

and T-bending. Optimization is accommodated 

using the sub-problem approximation method 

implemented on the basis of a 3D finite element 

model. First, the critical stresses that cause 

damage initiation and dominate damage 

progression are identified using progressive 

damage modeling. Minimization of these 

stresses serve as the objective function for the 

optimization. Then, a decision on the design 

variables (joint dimensions) and state variables 

is taken and the optimization analyses are 

performed in order to obtain the optimal 

configuration of the Pi-profile. 

1 Introduction  

Today, a rapid growth in composite 
applications for fuselage, wing and other 
structures (28% in A380 and 50% in Boeing 
787) has been realized due to the superior 
‘specific’ mechanical properties of composites 
allowing weight, associated fuel consumption 
and pollution reductions. However, the 
substitution of metals with composites has 

presented formidable challenges to realize 
lighter, stiffer, stronger and damage tolerant 
structures that are cost-efficient, regarding 
development, manufacturing, inspection, or 
even operating costs. 

A major design problem of composites is the 
efficient joining systems for high performance 
aero-structures; in particular, transfer of 
distributed loading along rivets lines in the 
assembly of flat or curved thin-walled stiffened 
panels, and introduction of concentrated loads 
for connecting lugs with thicker laminates are 
two indicative problems. Due to the large 
number of such interfaces in aircrafts, a solution 
to these problems is highly promising in terms 
of weight and cost reductions. Besides, such 
interfaces and joints have not reached their best 
possible mechanical performance. Indeed, high 
in-plane stiffness, out-of-plane strength, bearing 
strength, resistance to delamination/damage 
tolerance of fastened areas are concurrent 
mechanical objectives that are difficult to 
achieve simultaneously within the current 
design, analysis and manufacturing practice. 
Moreover, it can be stated that current design 
practices give non-optimal jointing systems that 
are poor in terms of weight penalties and cost 
efficiency. Consequently, composite designs are 
often rejected in favor of traditional metallic 
concepts. 

During assembly of fuselage shells and 
barrels in civil aircrafts, splices are generally 
used (adding significant weight), as well as a 
large amount of rivets (that increase the costs). 
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Three alternative assembly options would be 
[1,2]: 

• To lower the number of rivets used in butt 
joints by introducing the concept of geometrical 
interlocking and bonding of the panels, 

• To lower (or even to eliminate) the 
number of rivets used to join fuselage panels by 
using 3D woven and/or non-crimp fabric (NCF) 
joining ‘H profiles’, replacing the classical 
splices, 

• To join those large components together 
though specific multi-functional profiles 
combining the function of stiffening (frames, 
stringers) and joining (splices), and displaying 
sufficient 3rd direction properties (through the 
optimal combination of 3D weaving and 
braiding technologies). 

The present work aims to contribute in the 
effort for developing efficient adhesive-based 
joining technologies between composite parts. 

2 Statement of problem 

The scope of this work is to perform a 
numerical design optimization of a NCF Pi(╨)-
shaped multi-functional profile (Fig.1a) destined 
to replace a riveted junction (Fig.1b) between a 
frame and a beam in a composite generic 
helicopter structure (Fig.2). 

 

 
a 

 
b 

Fig. 1 Schematic of a. the Pi-shaped profile, b. the 

riveted junction. 

 
 
 

 
Fig. 2 Schematic of the Pi-shaped based assembly at 

the helicopter structure. 

Optimization will be done on the basis of two 
loading conditions, which are representative of 
the service conditions of the composite joint in 
the helicopter structure, namely T-pull (Fig.3a) 
and T-bending (Fig.3b). Geometry of the joint 
will be optimized with regard to its strength 
under both loading conditions. 
 

a b 

Fig. 3 a. T-pull and b. T-bending loading conditions. 

The Pi joining element, the beam and the 
frame are made from quasi-isotropic 
HTS/RTM6 NCF quad-layers. The adhesive 
used is a mix of the paste adhesives EA9395 
and EA9396. The mean thickness of the 
bondline is 0.5 mm. 

3 Optimization module 

To perform optimization, the optimization 
module integrated in the ANSYS commercial 
FE code was employed [3]. The module 
employs three types of variables to characterize 
the design process: the design variables, the 
state variables and the objective function. These 
variables are represented by scalar parameters in 
the ANSYS Parametric Design Language. 

The independent variables in an optimization 
analysis are the design variables. The vector of 
design variables is indicated by: 

 
)...( 321 nxxxx=x  (1) 
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Design variables are subject to n constrains with 
upper and lower limits, that is, 
 

iii xxx ≤≤  )...,3,2,1( ni =  (2) 

where n is the number of design variables. The 
design variable constraints are often referred to 
as side constraints and define what is commonly 
called feasible design space. Now, minimize 
 

)(xff =  (3) 

subject to 
 

ii gxg ≤)(  )...,3,2,1( 1mi =  

)(xhh ii ≤  )...,3,2,1( 2mi =  

iii wxww ≤≤ )(  )...,3,2,1( 3mi =  

(4) 

where f is the objective function, gi, hi, wi are 
state variables containing the design with 
underbars and overbars representing lower and 
upper bounds, respectively, and the sum 

321 mmm ++ is the number of state variables 
constraints with various upper and lower limit 
values. 

4 Methodology 

The methodology adopted to achieve the goal 
of the present study is the following: 

1. Progressive damage modeling of the 
joint with the initial geometry under the specific 
loading conditions aiming to find the critical 
stresses that cause initiation of main damage 
mechanisms and govern damage propagation.  
Minimization of the maximum values of these 
stresses at the sites of damage initiation present 
the objective functions. 

2. Decision on which dimensions of the joint 
will be the design variables. 

3. Determine the restrictions in which design 
variables must be subjected based on 
information from the manufacturing sector and 
the overall assembly of the helicopter structure. 
These restrictions will be the state variables of 
the process.  

4. Optimization loops are executed in order 
to obtain the (optimum) configuration of the Pi 
profile at minimum is capable to transfer the 
desired loads (loads efficiently transferred by 
the initial riveted junction) and at maximum is 
capable to transfer the desired loads with a 
maximum safety factor. 

5. Validation of optimization by ensuring 
that the optimum geometry possesses higher 
strength than the reference one. 

4.1 Progressive damage modeling of the 

joint ─ Objective functions 

Strength of the joint was predicted using a   
mesomechanical model based on progressive 
damage modeling. The model was developed in 
[4] and it is able to simulate the mechanical 
performance and predict strength of textile 
structural parts. To date, it has been successfully 
applied to H-shaped adhesively bonded joints 
[5] and double-lap shear joints [6]. The model 
implements progressive damage modeling at 
two different scales: at the micro-scale in order 
to numerically characterize the homogenized 
mechanical behavior of the NCF material and at 
the macro-scale in order to predict strength of 
the joint. The first model component concerning 
the NCF HTS/RTM6 material has been 
described in detail in [4]. FE mesh of the NCF 
joint is shown in Fig.4. All parts have been 
represented using the ANSYS SOLID185 
element [3].The model is able to simulate the 
initiation and progression of different failure 
modes in the NCF material (Pi and skin) as well 
as debonding due to fracture or shearing of the 
adhesive. 

The model predictions have been verified by 
mechanical tests in [7]. 

Analyses revealed that under T-pull loading 
the joint fails due to interlaminar fracture 
(delamination) initiated at the Pi-base/skin 
interface and propagated parallel to skin. This is 
also verified by the experiments as shown in 
Fig.4. Interlaminar fracture was due to large 
normal stresses maximized at the edge of the Pi. 
Fig.5 shows the distribution of the normal stress 
computed by the model. Fracture initiated at Pi 
edge and propagated inwards as revealed by the 
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transfer of the stress maximization point. Final 
failure of the specimens was due to either a 
combination of delamination and bending of the 
skin or due to a complete separation of the Pi 
from the skin without any significant damage in 
the skin. 

 

 
Fig. 4 Initiation of interlaminar fracture in the Pi-

shaped joint due to T-pull loading. 

 

 
Fig. 5 Computed contour of normal stress σy (in MPa) 

at the joint subjected to T-pull as a function of the 

applied load: focus on the edge of the Pi. 

For T-bending, the failure mechanism was 
debonding of the insert from the Pi occurred at 
the stretched part of the joint, as can be seen in 
Fig.6, due to large tensile normal stresses. The 
computed distribution of normal stress at the 
adhesive is illustrated in Fig.8 for different load-
steps. The normal stress is maximized at the top 
of the joint. Debonding initiated at this point 
and propagated downwards as revealed in Fig.7 
by the movement of the point of maximum 
stress. Actually, the area above the line of stress 
maximization has been debonded. 

Objective functions of the present 
optimization problem are: 

min
yy σσ =  (5) 

for T-pull load-case and 

min
xx σσ =  (6) 

for T-bending load-case. 
 

 
Fig. 6 Failure due to debonding of the specimen loaded 

in T-bending. 

 
Fig. 7 Computed distribution of normal stress σx at the 

adhesive (in MPa) being responsible for debonding 

(only the adhesive is displayed). 

4.2 Design variables 

Design variables of the optimization are the 
dimensions of the Pi profile and the adhesive 
that influence the stresses that are to be 
minimized (Eqs. (5) and (6)). To find these 
dimensions, a preliminary parametric study was 
conducted. Assuming that stresses are mainly 
influenced by the dimensions of the cross-
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sectional, the study was done using a 2D FE 
model of the joint representing only its cross-
sectional area. The 2D FE mesh of the joint with 
the adhesive is shown in Fig.8. 

 

 
Fig. 8 FE mesh of the Pi-based bonded joint and 

indication of dimensions served as design variables. 

Two separate preliminary studies have been 
performed; one for T-pull and one for T-
bending load-case. In the case of T-pull loading, 
it was found that yσ  at the Pi base is mainly 

influenced by tapered length of Pi base (L2), 
while in the case of T-bending xσ  at the 
adhesive is mainly influenced by adhesive 
thickness (TH3) and tapered length of Pi arms 
(L4). The three dimensions, representing design 
variables of optimization, are shown in Fig.8. At 
this point, it is mentioned that stress field at the 
adhesive and Pi joint, it is also influenced by 
other dimensions as well as from combinations 
of dimensions, however, as design variables 
only dimensions with major effect can be 
selected. 

4.3 State variables 

Dimensions of the Pi and the adhesive are 
subjected to restrictions originated from the 
manufacturing sector and the assembly 
requirements. The restrictions, representing 
state variables in optimization, refer mainly to 
the shape of the joint and the capability of 
manufacturing processes. They concern mainly 
the outer dimensions of the joint as well as the 
thickness of the arms and base related to the 
thickness and number of composite layers. 

4.4 Optimization analyses 

 Optimization module is not capable to 
consider two objective functions 
simultaneously. A way to overcome this 
constraint is to perform two sequential 
optimizations under the condition that design 
variables between the two optimizations are 
different and independent. This condition stands 
for the current application. Therefore, the 
optimum geometry of the Pi-based joint was 
first obtained for the T-pull load-case and then, 
this geometry was further optimized for the case 
of T-bending load-case.  

Figure 9 depicts the log file with the 
optimization sets for the T-pull load-case. The 
results are for axial pull-out displacement of 1 
mm applied to the insert. L2 varied from 1 to 10 
mm. yσ  minimized at maximum value of L2 

(10 mm). Optimum set 1 is indicated by stars. 
Similarly, Fig.10 shows the optimization sets 
for the T-bending load-case, which have been 
performed using L2=10 mm. The results are for 
a transverse displacement of 1 mm applied to 
the insert.TH3 varied from 0.1 to 0.5 mm and 
L4 from 1 to 10 mm. xσ  minimized for 
maximum TH3 (0.5 mm) and maximum L4 (10 
mm). The values of design variables from the 
overall optimization of the Pi joint are: 
 

L2=10 mm, TH3=0.5 mm and L4=10 mm. 
 
The FE mesh of the optimum geometry is 
shown in Fig.11. 
 

 
Fig. 9 Optimization output listing for T-pull load-case. 

 

 
Fig. 10 Optimization output listing for T-bending 

load-case. 

L2 

TH3 

L4 
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Fig. 11 FE mesh of the optimum geometry of the joint 

and adhesive. 

5 Validation of optimization 

For the effected optimization to be effective, 
the optimum geometry must lead to the 
maximum feasible strength of the joint. In order 
to validate optimization, progressive damage 
analyses have been carried out using the 
optimum geometry under both load-cases. The 
predicted failure loads for the optimum 
geometry are compared with those of the 
reference geometry in Fig.12. The predicted 
failure loads of the optimum geometry show an 
increase of 11% for T-tension and 6.9% for the 
T-bending load-case, thus validating the 
conducted optimization. 
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Fig. 12 Comparison between predicted failure loads 

for the reference and optimum joint geometries. 

6 Conclusions 

In this paper, a numerical design 
optimization of an NCF Pi-shaped multi-
functional profile was presented. The joint is 

destined to replace a riveted junction between 
composite sub-components in a helicopter 
structure. Optimization of joint geometry was 
accommodated using the sub-problem 
approximation method implemented by means a 
3D FE model. Optimization was done on the 
basis of two different load-cases, namely T-pull 
and T-bending. Optimum geometry possesses 
higher strength than the initial geometry by 11% 
for T-pull and 6.9 for T-bending load-case. 

The proposed numerical design optimization 
concept is based on the combination of a 
optimization algorithm with the progressive 
damage modeling technique. By performing 
analyses with this technique, the design 
variables of the optimization algorithm are 
derived, while by analyzing the optimum 
geometry the optimization is validated. The 
concept can be implemented for the design 
optimization of any composite aircraft structural 
part.  
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Abstract 

The present job is focused on a full composite 
ultra-light aircraft, and has the main goal of 
evaluating the existing margins for the 
improvement of the vehicle performance 
through a dedicated optimization of the 
aerodynamic and structural properties. For 
what concerns the aerodynamic properties of 
the entire aircraft, at first the attention has been 
focused on the airfoil chosen for the wings. 
Then the analysis of the complete wing and 
aircraft has been carried out. The preliminary 
investigation on the structural properties of the 
aircraft has been concerning an accurate 
evaluation of the operational external loads in 
order to obtain a confident estimation of the 
structural solicitation parameters and the 
identification of the most stressed aircraft 
structural parts. 

1 Introduction  

In the present job the tools for the 
performance evaluations of an Ultra-Light 
Aircraft have been focused and the key 
parameters for the subsequent optimization 
phase have been selected. For what concerns the 
aerodynamic properties of the entire aircraft, at 
first the attention has been focused on the airfoil 

chosen for the wings: numerical evaluations 
have been performed using the commercial code 
Fluent. Then the analysis of the complete wing 
and aircraft has been carried out through simple 
codes in order to obtain a rough preliminary 
estimation of the aerodynamic properties. The 
preliminary investigation on the structural 
properties of the aircraft has been concerning an 
accurate evaluation of the operational external 
loads in order to obtain a confident estimation 
of the structural solicitation parameters and the 
identification of the most stressed aircraft 
structural parts. The International Standards 
concerning the engine powered ultra-light 
aircrafts have been taken in account and the 
National and International Market perspectives 
for such category have been depicted starting 
from the vehicle performances. The position in 
this scenario of the Sparviero has been carefully 
evaluated in order to quantify possible 
improvements through the comparison with 
similar aircrafts. The general description of the 
Sparviero is reported and a brief explanation of 
its single parts production process is outlined: 
the hand lay-up technology is analyzed in detail 
for what concerns its effect on the structural 
properties of the aircraft components.  The 
technological progress and the recent advances 
in the design tools has allowed the building of 
ultra-light aircrafts able to satisfy the different 
market requirements. Together with the 
traditional high-wing configuration, the current 
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tendencies to increase the performance also in 
this aeronautical market segment, have 
encouraged the development of vehicles able to 
perform medium range missions keeping on 
average speeds around 180 km/h or able to 
execute moderate acrobatic maneuvers up to 6 g 
load factors. This is possible only if the 
aerodynamic and structural design of the vehicle 
is carefully carried out keeping in mind the 
technical restrictions of this aircraft category. 

2 The ULM regulations 

The technological progress in the fields of 
the materials adopted for the aeronautical 
applications, of the engines and of the advanced 
CAE tools allowing an improved structural and 
aerodynamic design, led to the continuous 
development of Ultra-Light Aircrafts able to 
meet a wide range of different market needs. 
The architectural configurations can vary from 
the conventional high-wing to the advanced 
low-wing with outstanding performance able to 
cover medium range missions with speeds of 
about 180 km/h and able to perform acrobatic 
maneuvers. In Italy the Ultra-Light flight, like 
all the aeronautical products, is ruled by a 
specific regulation1,2: the law n. 106 issued on 
25th  March 1985 (after the investigations 
presented in this paper a new regulation has 
been issued, DPR n. 133 of 9th July 20103).  

 

ULM (law n. 106/1985) 
• Double-seat with 

Wto ≤ 450 kg 
• Vs0 ≤ 65 km/h 

RAI V.EL 
• Wto ≤600 kg 
• Installed power  
≤ 90 kW 

CS-VLA (EASA) 

• Wto ≤ 750 kg 
• Vs0 ≤ 83 km/h 
• Take-off distance 
≤  500 m 

• RoC > 2 m/s 

CS/FAR 23 • Wto ≤ 5670 kg 

Table 1: light aircraft regulations 
 
In the Table 1 a synthetic sketch of the 

regulations, concerning the Ultra-Light and 

Light Aircraft, with the related fields of 
application is reported:  

Without going in the technical details 
concerning the design specifications fixed by 
each of these regulations, in the following there 
is a list of some rules related to the Ultra-Light 
flight: 
 

1. Aircraft specifications 
The aircraft can be:  

• single-seat, engine powered with a 
maximum take-off weight (Wto) of 300 
kg and stall speed not exceeding 65 
km/h;  

• double-seat, engine powered with a 
maximum take-off weight (Wto) of 450 
kg and stall speed not exceeding 65 
km/h. 

 
2. Helmet 

The employment of a proper rigid helmet is 
mandatory during the flight on any aircraft. 
 

3. Double-seat engine powered 
The employment of this category of aircraft is 
allowed for: flight trainers; pilots with private 
license in validity course; pilots with at least 30 
flight hours as commands responsible and 
achievement of an examination.  
 

4. Employment of areas for take-off and 
landing  

It is allowed the employment of proper areas for 
the take-off and landing operations with the 
license of the area owners. For operations in 
proximity or on the civil airports it is required a 
specific license.   
 

5. Operational restrictions 
It is allowed the flight on the entire national 
territory but not on the towns. 
 

6. Aircraft identification 
The aircrafts can fly only if they are equipped 
with a metallic plate with the identification 
number released by the AeCI (Italian aeroclub). 
The identification number must be impressed on 
the wing bottom surface with letters of 
minimum dimension of 30x15 cm in contrasting 
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color. All the documents concerning the aircraft 
identification must be kept on board. 
Modifications at the structure or at the colors, 
and eventual property transfers must be 
communicated to AeCI.        
 

7. Traffic restriction 
The aircraft can fly only from the sunrise to the 
sunset. The maximum flight altitude is 500 feet 
(about 150 m); on Saturday and Sunday, is 1000 
feet (about 300 m).   

3 Sparviero: description and operational 
information  

Sparviero, produced by the Pro.Mecc. 
located in Corigliano d’Otranto (Lecce), is an 
Ultra-Light Aircraft fully realized in composite 
material (epoxy resins reinforced by glass and 
carbon fibers). This specific segment of the 
aeronautical market has seen in the last ten 
years a global increase with special attention 
focused on those vehicles characterized by 
advanced technical performance. In the last 
twenty years the aeronautical industries 
operating in this sector have spent many efforts 
to find improved solutions in the aerodynamic 
and structural fields. The employment of CAE 
tools and the validation of the numerical 
predictions in the wind-tunnels have allowed the 
design of high-performance profiles for the 
lifting surfaces exhibiting high levels of 
efficiency; in the same way the structural 
aspects have been improved through a massive 
employment of composite materials or solutions 
aimed to the weight saving. 

 

 
Fig. 1: Sparviero 

Sparviero is a low-wing monoplane aircraft, 
double seated, with pulling propeller, exhibits 
traditional aerodynamic solutions and 
conventional horizontal and vertical tails. The 
wing is composed by two different rectangular 
shapes parts with rounded tip, connected to the 
fuselage through two assembling nodes. The 
wing is equipped with plain flaps, rotating on a 
simple hinge. The landing gear is fixed, tricycle 
with fore wheel able to steer and its 
aerodynamic properties are improved by proper 
covers on the wheels aimed to minimize the 
drag. The aircraft fuselage is fabricated by a 
specific number of layers with the addition of 
local reinforcements (glass and carbon fibers) 
wherever structural reasons require it. The cabin 
is covered by a canopy with vertical opening; 
the pilot and passenger seats are fabricated in 
composite materials properly covered. A little 
vane is present for luggage. The horizontal tail 
is rectangular fully fabricated in composite 
material equipped with a trim. The adopted 
engine is the widely well-known Rotax 912 100 
hp  with four opposed cylinders, four stroke, 
with combined cooling system, electronic 
injection and electrical starter engine. In the 
following table the main performances of the 
Sparviero are listed. 

 
Sparviero technical data 

Wto [kg] 450 
S  [m2] 11.5 
b [m] 8.2 
AR 5.8 
VS0  [km/h] 69 
VSFF  [km/h] 60 
Vc   [km/h] 200 
Vmax  [km/h] 256 
TO/L distances  [m] 80/90 
RC  [m/s] 6 

 
In the first part of this investigation the 
performances of typical Ultra-Light Aircrafts 
have been analyzed and compared with 
Sparviero and it has been realized that this 
vehicle exhibits interesting features essentially 
due to the use of light materials.  In the 
following Figures the main performance 
parameters of different Ultra-Light Aircrafts are 
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reported on the same graph to allow 
comparisons. From the Figure 2 it is clear that 
Sparviero is characterized by an interesting 
value of the maximum speed (256 km/h) that 
locates it in the high range of the market.    

 

 
Fig. 2: VsFF versus Vmax for different ULMs 

 

 
Fig. 3: comparison on the landing distance 

 

 
Fig. 4: comparison on the wing load 

  

4 The production process 

The different parts of the Sparviero aircraft are 
fabricated through the hand lay-up technology 
and subsequently assembled. The procedure 
adopted consists in the following steps: layers of 
reinforcing material are disposed inside the 
mould representing the part; the reinforcement 
is impregnated with liquid state resin; these 
operations are repeated until the desired 
thickness is reached; the system is consolidated 
through application of the vacuum bag and of a 
thermal flux for the curing process (it occurs in 
an oven at about 80°C). 
 

 
Fig. 5: some Sparviero components made in composite 

 
Fig. 6: carbon and glass fiber rolls 

The adopted fibers are provided in big rolls and 
the operator uses proper tools for cutting the 
different layers that compose the desired 
lamination sequence according to the geometry 
of the part under fabrication. 
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The adopted resin is epoxy type with addition of 
two chemical components serving as catalyst 
and accelerator. These chemical components 
have a strong influence on the viscosity of the 
resin and its pot-life, i.e. the overall time that 
resin, after the addition of the before mentioned 
elements, spends in the pot before starting to 
solidify. Finally, specific gel coats are disposed 
on the mold for improving the surface finish of 
the single Sparviero components and, at the 
same time, for ensuring a better environmental 
resistance. The impregnation of resin and fibers 
is performed through the employment of special 
metallic or plastic rullers that are carefully 
managed by qualified operators: they, before 
each production phase, control and certify, 
through a precision balance, the proper weight 
ratio between resin and fibers in order to obtain 
optimal structural properties for the component 
under fabrication. After the polymerization 
phase, each component receives an accurate and 
detailed quality control for what concerns the 
polymerization process and, if this control has 
had positive result, it is employed in the 
subsequent aircraft assembly phase. 
 

 
Fig. 7: Sparviero assembly phase 

5 Aerodynamic and structural aspects 

At first, the aircraft aerodynamic properties 
have been evaluated4: the codes adopted for the 
numerical simulations have been Fluent and 
Xflr55 based on Xfoil. Xflr5 is an analysis tool 
for airfoils, wings and planes operating at low 
Reynolds Numbers. It includes: XFoil’s direct 
and inverse analysis capabilities; wing design 
and analysis capabilities based on the lifting line 
theory, on the vortex lattice method, and on a 

3D panel method. The first simulations have 
been carried out on the bidimensional 
aerodynamic field around the profile employed 
for the Sparviero wing and have been aimed to 
the evaluation of the Cl at the different angles of 
attack for all the operating conditions 
characterizing the aircraft flight envelope. In the 
Figure 8 the typical aerodynamic analyses are 
reported for the profile in an investigation case. 

 

 
Fig. 8: aerodynamic field for αααα=8°  

 
Fig. 9: Cl versus αααα  

In Figure 9 the lifting coefficient at different 
angles of attack are reported obtained through 
the Fluent code and through the Xflr5 code for 
comparison purposes. The analyses have shown 
that Xflr5 provides reliable numerical results 
and this code has been used for the following 
computations keeping well in mind that this 
activity is just preliminary for a further and 
deeper investigation. The attention has been 
then focused on the finite wing. As mentioned 
before, Xflr5 allows the calculations through 
three different methods: in this context the 
lifting line model has been adopted that, in its 
classical formulation, does not take in account 
the viscous effects. Just for sake of 
completeness, it is right to mention that in Xflr5 
a formulation taking in account these effects has 
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been implemented based on the NACA 
Technical Note 1269. A tridimensional model 
representing the Sparviero wing has been 
developed (Figure 10).  
 

 
Fig. 10: 3D model of the Sparviero wing  

Once developed the geometric model,  
aerodynamic computations have been carried 
out in order to obtain: the finite wing polar; the 
pitching moment coefficient; the wing 
efficiency at different Reynolds numbers. In the 
following Figure 11 the complete aircraft polar, 
result of the summation of the different 
contributions, is reported. 
 

 
Fig. 11: complete aircraft polar  

The simulations have been repeated for all the 
lifting surfaces of the aircraft. A sensitivity 
study has been carried out in order to evaluate 
the influence of the different geometric 
parameters on the aircraft aerodynamic 
properties and the effect of these properties on 
the main aircraft performances that are: take-off 
and landing distance; range; rate of climbing; 
the glide performance; the turning performance; 
the maximum flight altitude6,7. The aircraft 
parameters that play a major role on these 
performances are: the maximum lift coefficient 

of the complete aircraft (CLmax); the wing load, 
W/S (Nm-2); the ratio between weight W and 
engine power P (NW-1). In the following part of 
this paragraph several design equations adopted 
for the performance evaluation are reported, 
from which the influence of the before 
mentioned parameters can be derived: 
Take-off distance 
 

µ-
WV

Pηψ
75m

W/S

εC

1
K'=S

d

zLmax
TO  

(1) 

where K’, m and η are constants, ε is the 
relative density, ψz is a coefficient depending on 
the altitude, µ is the friction coefficient and Vd 
is the lift-off speed. 
Landing distance 
  

La

Da

La

Da

2
a

L µC

C
ln

µ)-
C

C
2g.(

V
=S  

(2) 

where g is the gravity, Va is the landing speed, 
CDa and CLa are the aircraft drag and lift 
coefficients at landing. 
 

 
Fig. 12: complete aircraft aerodynamic analysis 

A proper optimization of the design parameters 
allows the improvement of the performance. 
The following statistical formulations can be 
furthermore adopted for the evaluation of STO 
and SL providing results very close to analytical 
formulations and to the actual performance. 
    

STO = 0.0649TOP2 + 5.0024TOP  [m] (3) 
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where TOP (Take-Off Parameter) is: 
 

LmaxεC

(W/S)(W/P)
=TOP  

and: 
 

SL = 0.038VS
2 – 0.641 VS [m] (4) 

where VS is the stall speed. 
Once defined the aerodynamic properties of the 
Sparviero, the load calculations in the different 
representative points of the flight envelope have 
been carried out.  
These computations have been performed 
according to the RAI V.El. regulation and in the 
following Figures several results, obtained in 
one point of the flight envelope, are reported. 
The wing loads have been evaluated through the 
Schrenk method and, from the knowledge of 
these, the solicitations diagram on the lifting 
surfaces has been drawn. The subsequent step 
would be an accurate (CAE) evaluation of stress 
induced in the wing sections by the calculated 
solicitations8. 
 

 
Figure 13: shear at the different sections of the wing  

 

 
Figure 14: bending moment on the wing  

RAI V.El. states several methods for the 
evaluation of the loads on the rear tails from 
which the following computations are made.  
 

 
Figure 15: symmetric load on the horizontal tail 

 

 

Figure 16: non symmetric load on the horizontal tail 

 

 
Figure 17: symmetric load on the vertical tail 

 

 
Figure 18: non symmetric load on the vertical tail 
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6 Guidelines for the performance 
improvement 

The analyses carried out and briefly 
discussed in this paper allow a knowledge of the 
aircraft technical properties according to the 
limitations of the predictions provided by the 
numerical tools adopted. More refined results 
could be obtained through more complex and 
reliable approaches. On the other hand, the 
activities herein reported have the main goal to 
fix a procedure for a preliminary evaluation of 
the aircraft performance and the subsequent 
optimization of these through the improvement 
of the key design parameters on which they 
essentially depend. In the specific case under 
investigation the attention is focused on the 
adopted structural solutions and on the 
production technology.  

For what concerns the structural aspects, an 
improved efficiency can be obtained through the 
employment of advanced numerical tools aimed 
to the structural computations: these tools, 
starting from a deep and complete 
characterization of the materials coming from a 
highly reproducible process, allow to establish 
with a high degree of accuracy the stress and 
strain distributions in the most stressed parts of 
the aircraft. In this way a decrease of structural 
weight of the different parts can be obtained 
with a strong effect on the aircraft performance 
as before highlighted.            

The adopted production process is hand lay-
up type that is widely adopted for the boat 
applications where large coefficients of safety 
are used. For such kind of process, a control can 
be performed on final voids and resin content. 
Obviously compression, shear and interlaminar 
shear properties are adversely affected by high 
void contents. The presence of voids can be 
responsible of reduced fatigue life and of 
increased water absorption with related possible 
reduction of stiffness of the composite. This is 
the reason for which in the last years aeronautic 
constructions started to consider processes 
alternative to autoclave lamination looking at 
resin film infusion (through thickness flow) and 
resin transfer molding9.  

It is right to remark that the activities herein 
presented and discussed refer to a version of the 

Sparviero aircraft active in 2009. In the 
meanwhile Pro.Mecc. has continuously 
improved this vehicle in order to increase the 
main performance and, at the same time, to 
guarantee a highest possible level of safety. 

7 Conclusions 

The present job has been performed inside a 
cooperation between the aerospace 
manufacturer Pro.Mecc located in Corigliano 
d’Otranto (Lecce) and the Department of 
Engineering for Innovation of University of 
Salento. Pro.Mecc. entirely builds and sells the 
Sparviero, a full composite ultra-light aircraft, 
and has assigned to University the task of 
evaluating the existing margins for the 
improvement of the vehicle performance 
through a dedicated optimization of the 
aerodynamic and structural properties: the tools 
for the performance evaluations have been 
focused and the key aircraft parameters for the 
subsequent optimization phase have been 
selected. 
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Abstract

This work aims to develop a methodology for an
integral analysis and a computational environ-
ment in order to perform the preliminary de-
sign of a complete aircraft. For this purpose
an integrated multidisciplinary design optimiza-
tion (MDO) has been used to minimize a com-
posite multi-objective function. The use of a
MDO techniques can improve the solution ob-
tained compared to a classical sequential design,
in that it is able to utilize all the interactions
and influences that exist between the disciplines
under investigation. The multi-objective prob-
lem will be solved by generating a set of Pareto
optimal solutions and analyzing the consequent
Pareto frontiers. A Weighed Global Criterion
(WGC) was used in three different formulations.
It has also been analyzed in detail the selected
formulations and it has been formulated the con-
cept of shape function. The algorithm was de-
veloped in Fortran environment and involves the
use of a commercial optimization code and a
commercial finite element code, that is able to
perform the analysis required by several disci-
plines.

1 Introduction

The Multidisciplinary Design Optimization
(MDO) is a design approach that has been
widely developed for the engineering design with

a special emphasis in the aerospace engineering
field. This methodology is able to reduce design
time and costs by integrating all the disciplines
involved in the design process which, following
different objectives, may typically provide dif-
ferent and contrasting design solutions. Indeed,
MDO solutions are so more optimal with respect
to standard optimal sequential solutions in that
they are able to utilize all the coupling interac-
tions that are present in all the involved disci-
plines.
An essential issues that characterize the MDO
analysis are the natural conflicts that may arise
between different objectives within the same de-
sign process. Sometimes it is not possible to
find a design solution that simultaneously opti-
mize all the objectives but often it is possible to
search and identify a set of solutions that per-
form the best compromise. Originally this con-
cept was introduced by Pareto (Ref. [1]) that
defined a solution as Pareto-optimal if it is not
possible to find another one that can improve
one objective at least without making worse the
other ones. The set of Pareto-solutions in the
space of the objectives is known as Pareto fron-
tier.
The purpose of the present paper is to determine
and study Pareto frontiers for a multi-objective
MDO problem of a complete aircraft structure
and shape in a preliminary design phase by in-
cluding as disciplines in the initial design the
structural analysis (statics and dynamics), the
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steady and unsteady aerodynamics, the flight
mechanics and the aircraft performance evalu-
ation.
Typically, the use of Finite Element techniques
for structures, CFD, or dynamic analysis in-
volves a high computational burden. Therefore,
a compromise between quality and complexity
of the studies has necessarily required. Two ap-
proaches are possible. First, a preliminary opti-
mization that uses low-fidelity models: this ap-
proach is able to study all state space and to
overcome the problems of entrapment of local
minimum points. Following, second approach
consists of optimizing the suboptimal solution
and using high fidelity models, with the possi-
bility of employing algorithms based on gradi-
ent method. In the present paper a gradient-
based approach has been used in order to de-
termine Pareto frontier. Pareto frontier allows
to enhance the MDO technique capabilities, as
the Pareto-frontier analysis provides a complete
problem overview (in terms of coupling degree,
influence of design variables and constraints)
and it allows a more aware final choice.
As an actual application, a middle range trans-
port aircraft has been considered in this pa-
per. This case study has also proposed as Gar-
teur G70 in the European community research
activity (Ref. [5], [6]). The multi-objective
MDO problem has involved three different ob-
jectives: the aircraft weight, the aerodynamic
efficiency and the aircraft range capability. The
constraints has been considered by several disci-
plines (structural stresses due to static and dy-
namic loads, maximum trim angles for flight me-
chanics, aeroelastic constraints for stability and
response).

2 Study case

Three different objectives have been considered:
minimization of structural weight, maximiza-
tion of aerodynamic efficiency and maximiza-
tion of range capability; six constraints have
also been imposed: stress (traction, compres-
sion, Von Mises), trim angles (incidence and
balancing), maximum wing displacement. The
design variables, 36 overall, are both structural
and shape variables, which allowed to explore all

possible geometric configurations, Table 1.
The minimization of structural mass W is the
first objective considered in the present work.
It is estimated during the optimization process
by the weight estimator of MD.NASTRAN com-
mercial software (Ref. [8]). The second objec-
tive is the aerodynamic efficiency of the wing in
flight at constant speed, namely in the cruising
condition in which the aircraft operates for most
flight time.

E =
CL

CD
(1)

Range, the third objective, is obtained by
Breguet formulas for jet aircraft, and it is ex-
pressed as:

R =
2

ct · CD

√
2 · CL

ρ · S

(√
W +WF −

√
W
)

(2)

where ct is the specific fuel consumption. The
weight of fuel Wf on board in the wing box is
obtained through knowledge of the fuel density
and the evalueted volume of the wing box.

WING and TAIL

S
tr
u
ct
u
ra
l

Skin panels
root thickness
thickness ratio

Spars
root web thickness
thickness ratio
root cap area
cap area ratio

Stringers
root area
area ratio

S
h
ap

e Angles
sweep
dihedral

Length
root chord
taper ratio
span

FUSOLAGE

S
tr
u
ct
u
ra
l

Skin panel
nose thickness
wing connection thickness
tail thickness

Stringers
nose area
wing connection area
tail area

Floor Skin panel thickness
Floor stringers area

S
h
ap

e

Length wing position
tail plane height

Table 1: Design Variables
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3 Multi-objective optimization strategy

The optimization problem aims to minimize the
objective function by searching the set of op-
timal design variables xn and within the con-
straints.
Basic knowledges for the problem under review
are respectively the state and objectives spaces,
where are contained the designs and their im-
ages, mapped on the objective function Φ. The
constraints define a feasible decision set (X) of
design variables vectors, each of which defines a
unique project in the objectives space (Y ). The
Pareto optimal points are on the frontier of the
feasible objectives set.
There are several methods to generate Pareto
frontier (Ref. [2]). For this paper, based on the
context work and depending on the purpose and
available resources, the gradient-based Weighted
Global Criterion (WGC) has been chosen.
Following this method, objectives are combined
into a single functional module (Φ), transform-
ing the multi-objective problem into a single-
objective problem.

3.1 Composite objective function

Three main objectives of a aircraft has been con-
sidered. Obviously, it seeks to minimize weight
and maximize efficiency and range. Moreover,
objectives have different orders of magnitude
and units so they have to be normalized in or-
der to have a homogeneous combination of ob-
jectives of the same order.
Each objective has been normalized using a ref-
erence value, which may be its value, for in-
stance, in the initial configuration. In order to
build a unique objective function to be min-
imize, a linear combination of the weight to-
gether with the reciprocal of aerodynamic effi-
ciency and the reciprocal of the range is used:

Φp =

3∑
i=1

wi fi
p (3)

with:

f1 =
W

Wr

f2 =
Er

E

f3 =
Rr

R
(4)

where p represents the order of the assumed
global objective function, whereas wi are the
weight coefficients and Wr, Er and Rr are the
reference values.

3.2 Shape functions

Analyzing in detail WGC properties, this
method allows to compute a Pareto points only
if in that points the shape function associated to
the functional Φ is tangent to the Pareto fron-
tier.
For a Nobj-objective problem, the chosen shape
functions, in the objective space, once the Nobj

objective has been esplicited in Eq. 5 and Φp

value is fixed, one has:

fn =

(
Φp −

∑Nobj

i=1,i̸=nwifi

)(1/p)
wn

(5)

Figure 1 shows the shape functions for differ-
ent value of p, in the simple bi-objective case,
with weight coefficients and final value of the
functional be respectively w1 = w2 = 0.5 and
Φp = 0.5. The higher is the degree of functional
the smaller is the radius of curvature. Because
of the tangency condition, the ability to cap-
ture the curvature is an important property for
shape functions: this ensures the tangency with
the frontier. It is clear that higher is the value of
this parameter, the greater is the shape function
capability to capture the points of the Pareto
frontier in areas with high non convexity of the
surface.
Therefore, the simplest formulation, p = 1 (the
weighted sum), does not allow to calculate the
non-convex areas of the front, because the shape
function associated is a hyperplane in Nobj-
dimensional space of objectives. The set of hy-
perplanes is the envelope of the front. Fur-
thermore, through the vector of weights we can
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Figure 1: Shape functions for bi-objective
problem with fixed w1 = w2 = 0.5, Φp = 0.5

calculate the normal vector to the Pareto fron-
tier, which provides interesting information on
the geometry of the front, allowing to hypoth-
esize, but not to distinguish, any areas of non-
connection of low curvature and non-convexity
(Refs. [4], [3]).
Because of the previous comments, the weighted
sum can be applied for the first phase of explo-
ration of the Pareto front. In order to overcome
the limitations of the first order, higher-order
functional were analyzed. By studying the asso-
ciated shape functions, it was observed that the
curvature is proportional to the degree p of the
functional. Therefore, their capability to calcu-
late points in non-convex areas increases with
the p degree. therefore, 2nd and 5th order for-
mulations will be used for detailed analysis of
interest areas.

4 MDO Algorithm

In order to perform the MDO analysis for a com-
plete aircraft, a monolithic gradient-based algo-
rithm with a high-fidelity approach for the dis-
ciplines analysis is proposed. Specifically, the
MDO procedure is able to take into account the
change of aircraft geometry during the optimiza-
tion process.
This MDO procedure is implemented in FOR-
TRAN 90 language and is based on the use
of: i) SNOPT 6.6 code (Ref. [7]) a commer-

cial suite of subroutines for Nonlinear Program-
ming; ii) a home-made geometry and mesh gen-
erator, for wing and fuselage structures useful
to generate a Finite Element Model (Ref. [9]);
iii) MD.Nastran code (Ref. [8]) able to perform
the structural and aeroelastic analyses of the de-
signed configuration. The Pareto frontier has
been calculated by varying the weight coefficient
components vector in the domain [0,1] with a
step of 0.05.

w1, w2, w3 = (0, 1) with ∆w = 0.05 (6)

233 designs have been obtained for each method
formulation. In the following only projects
matching the condition of Pareto optimality are
selected through a filter and consequently the
frontier has been built.

5 Numerical results

The results concerning Pareto analyses and final
design project for a regional-aircraft configura-
tion will be presented in the following subsec-
tions.

5.1 Pareto frontier evaluation

To build the Pareto frontier three basic steps are
necessary.
Because of gradient-based method, the initial
condition choice is critical and requires prelimi-
nary analysis. A configuration that already has
a acceptable low value of structural weight was
chosen.
Secondly, it was necessary to calculate the de-
signs that optimize each objective functions.
They are the vertices of the frontier. They also
allow to calculate the utopian point, which is de-
fined as the vector whose components are the ob-
jective function minima. It represents the vec-
tor that minimizes all objectives simultaneously,
but as unreachable, is utopian, and it really is a
reference ideal point in the multi-objective prob-
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lem solution.

w =

 1
0
0

T

minΦ1−→ x∗1 −→

 f1(x
∗1)

f2(x
∗1)

f3(x
∗1)


w =

 0
1
0

T

minΦ1−→ x∗2 −→

 f1(x
∗2)

f2(x
∗2)

f3(x
∗2)


w =

 0
0
1

T

minΦ1−→ x∗3 −→

 f1(x
∗3)

f2(x
∗3)

f3(x
∗3)




−→ fut =

 f1(x
∗1)

f2(x
∗2)

f3(x
∗3)

 (7)

Finally, the Pareto frontier is calculated on the
basis of first, second and fifth order formulations
of the weights method, or using:

Φ1 = w1
W

Wut
+ w2

Eut

E
+ w3

Rut

R

Φ2 = w1

(
W

Wut

)2

+ w2

(
Eut

E

)2

+ w3

(
Rut

R

)2

Φ5 = w1

(
W

Wut

)5

+ w2

(
Eut

E

)5

+ w3

(
Rut

R

)5

(8)

An elementary case of construction of Pareto
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Figure 2: Pareto frontier calculated on the ba-
sis of first, second and fifth order WGC formu-
lations

frontier in a 2D objective space using the pro-
posed methodology is presented in A.
The Pareto frontier is built in the 3D objec-
tives space, whose axes represent, respectively,
weight, efficiency and range (Figure 2). We can
distinguish the vertices (squared marks) which

are the extreme designs. The minimum weight
design Wopt is presented in Figure 3(a), 3(b).
The maximum range design Ropt implies a max-
imum wing volume for the fuel loading (Fig-
ure 5(a), 5(b)). On the other hand, the max-
imum efficiency design Eopt yields a high wing
aspect ratio, minimum chord dimension there-
fore, in order to comply trim conditions, it has
been greatly increased the tail size (Figure 4(a),
4(b)). In the present case the utopian point fut

(a)

(b)

Figure 3: Minimum weight design.

coincides with the axes origin.
Increasing the order of the functional, more cen-
tral areas are populated by new surface points.
The three formulations have provided comple-
mentary results, because they have the ability
to reconstruct different parts of the Pareto fron-
tier.
Therefore, the strategy to integrate the results
has been adopted and the final frontier has been
obtained by selecting only the Pareto optimal
designs.
In addition, it was noticed that the computa-
tion time increases with the order of functional.
With the order also increases the probabilities to
calculate designs points in areas with strong con-
vexity and more distant from the point utopian
(see Sez. 5.2). Therefore, it is necessary to eval-
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(a)

(b)

Figure 4: Maximum efficiency design.

uate whether it makes sense to use higher-order
functional.

5.2 Choice of final designs on Pareto sur-
face

In order to choose a final optimum design, eval-
uation criteria have been defined.
The first adopted parameter to do that is typical
and is the distance from utopian point:

dut=

√(
W −Wut

Wut

)2

+

(
Eut − E

Eut

)2

+

(
Rut −R

Rut

)2

Mapping the Pareto frontier in a color scale pro-
portional to that parameter, the most satisfac-
tory area has been found in the central part of
the frontier (Figure 6). The second parameter
dGcr represents the exploitation of constraints,
which indicates how much the constraints value
Gi is close to the limit value Gcr

i .

dGcr =

√√√√(∑
i

Gi −Gcr
i

Gcr
i

)2

(9)

(a)

(b)

Figure 5: Maximum range design.

It also is an indication of the design oversizing.
In this case the best area is nearby, but not iden-
tical, to that found previously (Figure 7). Fig-
ure 8 shows the design obtained minimizing the
quantity given by Eq .9: note the this result is
very close to that obtained by minimizing the
weight, and this is due to the fact that the con-
straints driving the design are those on stresses
in both cases. Finally, preferences has been in-
troduced based on the specifical application on
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Figure 6: Pareto frontier mapping on distance
from utopian point.
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Figure 7: Pareto frontier mapped by dGcr.

regional aircraft. It has been given priority to
the structural weight, because if it increase the
other goals worse and operating costs increase.
Moreover, analyzing the Pareto frontier, it has
seen that it is unprofitable to pursue the maxi-
mum efficiency and range because they involve
unconventional geometries.
A final selected design with structural weight
close to the minimum value and constraints close
to the limit values has been chosen (see Figure 9
for the related Pareto frontier and Fig. 10 for
the final design): note that the final design has
been selected taking into account all the criteria
discussed above. The configuration has a bal-
anced geometry with high aspect and taper ra-
tio which ensure good efficiency but at the same
time sufficient wing volume for a good range.
The reached optimal design is a quite conven-
tional geometry as the variables were chosen as
to optimize an existing design. However, en-
larging the state space, it is possible to obtain
non-conventional geometries too.

6 Goal methods application

In order to verify the nature of Pareto optimality
of the points numerically obtained in the previ-
ous section, a test on some points has been per-
formed as in the following. Indeed, the Pareto
problem can be rewritten using the so-called ε-
constraints method, or:

minimize
x

fl(x)

subject to fi(x) ≤ εi i = 1, 2, . . . , Nobj i ̸= l
gj(x) ≤ 0 j = 1, 2, . . . ,M

(10)

(a) Plant

(b) Lateral view

Figure 8: Design closer to constraints viola-
tion.

where l = 1, 2, . . . , Nobj . This method applies
literally the definition of Pareto optimality: it
searches for any objective best value by requiring
that the other do not get worse. It then selects
one of the objective functions and transformed
all other into constraints, by imposing the up-
per bound. Applying this method randomly for
several designs of the frontier, the property of
Pareto optimality was confirmed for the multi-
objective MDO analysis of an aircraft.
Another application of goal methods has been
made. Individually optimizing the distance from
the utopian point dut and the distance con-
straints dG from the same initial condition, were
obtained designs less satisfactory than the one
selected through same criteria from the frontier.
However, the application of goals methods does
not guarantee that the only result is global op-
timum, nor that it is an excellent compromise.
The goal methods are favored because the cost
calculation are apparently minor. But when an
application is limited to the determination an
initial project (not Pareto optimum) from which
to start the process of classical sequential design,
design time and costs are therefore higher and
the final design is not optimal.
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7 Concluding remarks

In addition, it was noticed that the computa-
tion time increases with the order of functional.
With the order also increases the probabilities to
calculate designs points in areas with strong con-
vexity and more distant from the point utopian
(see Sez. 5.2). Therefore, it is necessary to eval-
uate whether it makes sense to use higher-order
functional. The method adopted, Weighted
Global Criterion, has proven to be a good al-
ternative to the global methods for the multi-
objective MDO analysis of an aircraft. The for-
mulations of higher order overcomes the limita-
tion of the weighted sum method. Integrating
the results for several composite objective func-
tion (Eq. 8) we obtain a complete Pareto fron-
tier. Unlike the evolutionary algorithm, it al-
lows the control and analysis by the designer and
give the opportunity to focus research in a well-
defined area of the frontier through the choice
of the weight coefficient wi. It is also much less
expensive because it requires fewer calculations
of objectives and constraints.

In addition, it was noticed that the computa-
tion time (an Intel Core 2 Duo 6600 processor
at 2.40Ghz has been employed for the calcula-
tion) increases with the order of functional (see
Fig. 11) and with the order the probabilities
to calculate designs points in areas with strong
convexity also increases: this implies that a com-
promise between functional accuracy and com-
putational efficiency has to be reached.

The implemented tool for the Pareto fron-

(a) Plant

(b) Lateral view

Figure 10: Final design.

tier construction has provided several design so-
lutions that satisfy all the constraints. This
gives the designer a complete vision of multidis-
ciplinary problem because it allows to quantify
the coupling between the disciplines, in terms of
constraints and design variables influences, val-
ues range of the objectives, etc. One can also
make the best choice of the design because one
knows how much an objective can be improved
by the expense of others.
Finally, a better design with respect to the tradi-
tional sequential design and goal methods can be
achieved. If the design process from preliminary
to the advanced stages were based on a multi-
objective approach by analyzing the Pareto fron-
tier, the time would be reduced and the design
would result in a better performance.

A Test case

The validation of the algorithm and metodol-
ogy used in the MDO process has been con-
ducted by analytically solving an optimization
problem based on Bredt theory of the torsion
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Figure 11: CPU time for evaluating a design
point on the Pareto surface as function of p.

of beams having simply-connected squared cross
section. This problem consists of minimizing the
structural mass W and maximizing internal vol-
ume V of a hollow thin-walled cantilever beam,
with squared section, subjected to a assigned
tip torque (Figure 12). The design variables are

Figure 12: Test case cantilever beam.

the square edge of the tip section side Ctip, the
length l and the thickness t. A value for the ini-
tial design of Ctip = Croot = 3m, length l = 10m
thickness t = 1mm has been assumed, and a lin-
ear trend from root to tip value of the section
geometry is assumed too. A constraint on the
maximum value of the rotation of the extremity
free section ϑtip has been also applied. So the
optimization problem consists in 2 contrasting
objectives, 3 design variables (1 structural and
2 shape variables) with 1 constraint.
Solving the optimization problem with three dif-

ferent WGC formulation:

Φ1 = w1
W

W0
+ w2

V0

V
(11)

Φ2 = w1

(
W

W0

)2

+ w2

(
V0

V

)2

(12)

Φ5 = w1

(
W

W0

)5

+ w2

(
V0

V

)5

(13)

for:

w1, w2 = [0, 1] with ∆w = 0.1 (14)

with
∑n

i=1wi = 1, Pareto frontier in Figure 13 is
obtained. Note that the projects obtained with

0 0.5 1 1.5
0

0.5

1

1.5

2

2.5

3

f
1
=W/Wo 

f 2=
V

o/
V

 
TEST CASE PARETO FRONTIER
1°, 2°, 5° order WGC formulations

 

 
1° order
2° order
5° order

Figure 13: Pareto frontier for the test case
problem.

the formulation of the fifth order does not com-
ply with the condition of Pareto optimality and
thus not part of the Pareto frontier.
Figure 14(a), 14(b), 14(c) shown the shape func-
tions tangent to the frontier, whose designs are
part.

References

[1] V. Pareto,Manuale di economia politica con
una introduzione alla scienza sociale, Piccola
biblioteca scientifica, Milano, 1906

[2] M. Ehrgott, Multicriteria Optimization,
2005, Springer editor.

[3] R.T. Marler, J.S. Arora, ”Survey of multi-
objective optimization methods for engineer-
ing”, Structural Multidisciplinary Optimiza-
tion, 26, 2004, pp.369–395.

1426



F. Mastroddi, S. Gemma

[4] T.W.Athan, P.Papalambros, ”A note on
wheighted criteria methods for compro-
mise solution in multiobjective optimiza-
tion”, Engeneering Optimization, Vol.27,
1996, pp.155–176.

[5] Fransen S.H.J.A., ”Conceptual Design of a
70 Passenger Airliner Propelled by Fuel-
Efficient Turbofan Engines”, Memorandum
M725, Technical University of Delft, March,
1996.

[6] P. Arendsen, ”Final Report of the Garteur
Action Group SM AG-21 on Multi Disci-
plinary Wing Optimisation”, NLR-TR-2001-
557, 2001.

[7] Philip E. Gill, Walter Murray, Michael
A. Saunders, SNOPT: An SQP Algorithm
for Large-Scale Constrained Optimization,
SIAM Review, vol.47, n.1, 2005, pp.99-131.

[8] W. P. Rodden, P. F. Taylor, S. C. McIn-
tosh Jr., Aeroelastic Analysis User’s Guide
MSC.NASTRAN

[9] Mastroddi, F., Tozzi, M., Capannolo, V.,
”On the use of geometry design variables in
the MDO analysis of wing structures with
aeroelastic constraints on stability and re-
spons”, Aerospace Science and Technology,
Vol. 15, No. 3, 2011, pp. 196-206.

0 0.5 1 1.5
0

0.5

1

1.5

2

2.5

3

f
1
=W/Wo 

f 2=
V

o/
V

 

TEST CASE
1° order

 

 
Optimum designs
Shape functions

(a) p = 1 case

0 0.5 1 1.5
0

0.5

1

1.5

2

2.5

3

f
1
=W/Wo 

f 2=
V

o/
V

 

TEST CASE
2° order

 

 
Optimum designs
Shape functions

(b) p = 2 case

0 0.5 1 1.5
0

0.5

1

1.5

2

2.5

3

f
1
=W/Wo 

f 2=
V

o/
V

 

TEST CASE
5° order

 

 
Optimum designs
Shape functions

(c) p = 5 case

Figure 14: Shape function and optimum de-
signs for test case problem.

1427



HANDLING OPTIMIZATION PROBLEMS ON AN EXAMPLE OF 

MICRO UAV 

 
Jacek Mieloszyk 

Warsaw University of Technology  

st. Nowowiejska 24/330 

00-665 Warszawa 

jmieloszyk@meil.pw.edu.pl 

Abstract 

Optimization techniques became very common in airspace science in recent days. Designers reached 

high level of efficiency in their constructions so it became difficult to introduce much butter designs. To stay 

competitive on the market, designers have to use more sophisticated solutions, than they use to, to gain small 

improvement, or take some risk entering new technologies which are not yet fully understood. This paper will 

show an example of optimization methodology applied to a real world problem of designing a MAV.  

 

Keywords: MAV, Design, Optimization 

 

Introduction 
 

Several flying MAVs were introduced till this day [1-3]. They achieved good range and endurance 

performance. However, they suffer from near earth boundary layer turbulence, that creates high variations in 

angle of attack, as explained in [4-5]. The MAV which will be optimized has some unique features. Presence of 

Leading Edge eXtention (LEX) and propeller working in a slot placed in the middle of the wing provide 

favorable aerodynamic lift coefficient characteristics on high angles of attack Fig.1. These capabilities with 

integrated autopilot may help making the MAV resistant on wind gusts and atmospheric turbulence, by actively 

dumping disturbances [6]. 

 

 
Fig. 1 Lift coefficient characteristics 

 

Unfortunately configuration, with propeller working in a slot, produces additional drag. The main objective of 

this research will be reduction of drag for cruise conditions, without degradation of the advantageous features of 

the MAV. Obtaining useful MAV solution, applicable in true field conditions, was also very important. Contrary 

to theoretical examples of optimization tasks, real world objects generate far more design problems. Some 

constraints meeting requirements of manufacturing and field operations has to be applied. Defining such 

constrains is connected with choosing appropriate design variables and setting limits for them basing on 

engineering assumptions. 
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Equipment components distribution 
 

Initial placement of components provided appropriate plane balance, but did not include connections 

between the components. Before starting the optimization payload components needed to be arranged Fig. 2. 

Limited volume and slot in the wing were additional issues, which had to be taken into account. Internal volume 

of the plane could be enlarged, but this is opposite the condition for minimal size of the aircraft for easy transport 

and storage. Size of payload components is easily determinable, but space for wires they occupy isn’t. Sockets of 

the equipment make desired volume even bigger. Wires which lie too close to servomechanisms can make them 

stop working. The problem arises even more during thirst experimental flights, when additional equipment and 

sensors are attached to the aircraft. Place for this additional equipment isn’t normally provided Fig. 3. 

 

 
Fig. 2 Payload distribution in the MAV 

 

 
 

Fig. 3 Wires to the equipment components and additional sensors.  

 

The most critical place in the designed aircraft is place between the slot and the leading edge where all 

needed connections between equipment components in front and rear part, must go through. There are two such 

places on the left wing and the right wing. It has to be pointed out that wires from main batteries, through which 

big currents go through, can excite currents in neighboring signal cables and become source of electric noise. To 

avoid this situation, signal wires and wires from power supply should lie separately on the opposite sites of the 

slot. Proposed solution of wiring on the MAV shows Fig 4.  
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Fig. 4 Wiring on the designed MAV.  

 

Aircraft – propeller interference 
 

Aerodynamic flow is very complicated in the area of the slot, where strong interaction is present 

between the counter rotating propeller and the wing. This paragraph treats about quantification of generated drag 

and it’s initial reduction, by testing different types of slot edges. 2D numerical simulation with application of 

“Fluent” software is done and compared with clean wing configuration, which shows how big is the drag penalty 

because of the slot and what is the most desirable edges geometry. Example of the investigated geometry shows 

Fig 5.  

 

Fig. 5 Example of investigated 2D geometry.  

 

Obtained results are shown on Fig.6. Symbols on the graph refer to the types of edges of the slot. For 

example: sharp edge in the middle of the wing, in the upper part of the wing, in the lower part of the wing, 

rounded edges. Two horizontal lines refer to the clean wing without propeller and propeller without presence of 

the wing. The last configuration was calculated for comparison reasons. For every geometry configuration, set of 

calculated and normalized parameters is shown. That is: wing’s lift coefficient, drag coefficient, aerodynamic 

efficiency, longitudinal moment coefficient and propeller’s thrust and drag coefficient. Values of the parameters 

were normalized, every value was divided by arithmetic mean for easy comparison issues, to show them on one 

chart.  

Comparing configurations with each other indicates, that thrust coefficient and drag coefficient of stand 

alone propeller are two times lower than in the rest of the configurations. What is interesting ratio of the thrust 

coefficient to drag coefficient of the propeller doesn’t change. It means that the propeller’s aerodynamic 

efficiency is insensitive for presence of the slot in the wing. In almost every configuration, with slot present, lift 

coefficient of the wing is higher than for configuration without the slot, but in consequence drag and pitching 

moment also increase. High positive pitching moment, which in the used coordinate system rises nose of the 

aircraft, has negative effect, because it increases trim drag of the MAV. It has to be compensated by elevons to 
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attain appropriate balance. For the investigated cruise conditions, on small angles of attack, it is important to 

reach MAV’s high aerodynamic efficiency, which has direct impact on the flight endurance. From Fig. 6 one can 

see that definitely the highest aerodynamic efficiency has wing without the slot and it is approximately 2.5 times 

higher than in other configurations. It is price paid for above average maneuvering capabilities. Without 

propeller working in the slot the MAV couldn’t have such good lift coefficient characteristics as presented in  

Fig 1. Comparing only configurations containing the slot the best aerodynamic efficiency has configuration with 

both sharp edges on the lower side of the wing. It occurred that in that case propeller blades pass each other 

directly in the area of the sharp edges of the slot. It has to be remembered that in the simulation propeller’s 

blades speed and position were controlled. In reality electric motors used don’t have any synchronizing 

mechanism and the blades can get through the slot in different arrangement. It is even possible that the front and 

rear propeller will pass through the slot separately. It can be also seen that configuration with the rounded slot 

edges is almost as efficient as configuration with the sharp edges. In the case of rounded edges any position by 

which blades pass can be considered as the critical point. It means that without big loss on efficiency more 

general case can be chosen, that will meet condition for any position arrangement of the propeller’s blades. 

 
 Fig. 6 Results for 2D geometry.  

Influence of the propeller blades on the front and rear part of the wing was checked and is presented on Fig 7. 

Lift coefficient on the front and rear part of the wing can differ much for individual configurations, but the drag 

coefficient is always higher on the rear part of the wing. Rear edge of the slot has crucial meaning for drag 

reduction.  
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Fig. 7 Lift and drag coefficient on the front and rear part of the wing for different slot configurations. 

Below values of the calculated parameters for clean wing and stand alone propeller are compared with the most 

practical configuration chosen with rounded slot edges. 

  Clean wing, propeller Rounded slot 

CL  0.1625  0.21 

CD  0.0058  0.0218 

CM  0.0037  0.0152 

K  27.8  9.7 

CTprop  0.193  0.39 

CDprop  0.0513  0.1025 

Kprop  3.77  3.8 

 

Observations from test flights 
 

Having unoptimized version of the MAV, set of vertical stabilizers was investigated during an outdoor 

test flights. MAV which was used for tests can be seen on Fig 8. Basing on the output from the data acquisition 

system and experienced pilot opinion first general conclusions were drown. Number of test flights were 

conducted, with varying stabilizers geometry. Type of vertical stabilizers used had significant impact on the 

lateral characteristics of the aircraft. Types of vertical stabilizers used and their influence on the plane are 

presented below. 
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Fig. 8 MAV during test flights. 

 

Type of vertical stabilizer used: 

 

 small upper stabilizer, strong undumped Dutch roll oscillations 

 

 small lower stabilizer, no oscillations, small spiral divergence, higher drag than for 

  upper stabilizer 

 bilateral stabilizer with bigger upper surface, fine flying characteristics 

 bilateral stabilizer with bigger lower surface, fine flying characteristics 

 

 enlarged upper stabilizer, butter dumped Dutch roll oscillations 

 

 enlarged lower stabilizer, no Dutch roll oscillations, small spiral divergence, higher drag  

than for upper stabilizer 

 

single stabilizer on the centerline of the plane, below fuselage, strong coupling of 

directional and lateral instability 
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enlarged single stabilizer on the centerline of the plane, below fuselage,  lateral 

instability and trimming shift 

 

Pilot was able to control the aircraft in almost every configuration. Upper vertical stabilizers at the ends 

of the wing favor lateral oscillations with simultaneous tendency to bringing out from roll during the turn. Lover 

vertical stabilizers don’t excite lateral oscillations, but cause small spiral divergence, which however can be 

easily corrected by the pilot. As the final solution bilateral stabilizers were chosen, which provided sufficient 

flight stability characteristics and limited drag. Choosing the type of stabilizers based on flight experiment 

reduced design variables and simplified optimization task.   

 

Posing optimization task 
 
 Uncertain points of the design were set and optimization task of reasonable complexity could be 

defined. Author was aware that conducting successful optimization solution is not easy. The first optimization 

was conducted on an inviscid solver with some simplifications imposed. Dropping viscous solution for the 

moment greatly speeded up computations and enabled to make tests with different solvers and solver settings. 

The additional simplifications were: coarse grid, no vertical stabilizers, no propeller and slot in the wing, no 

vortex lift – small angle of attack assumption.  

 The objective was defined as minimization of total drag for cruise conditions. Design variables were: 

angle of attack, length of the tip chord, wing sweep and parameters, which controlled nonlinear wing twist 

distribution defined as a fourth order polynomial Fig. 9. As a result of the optimization tests variable defining 

position of center of gravity was later added. 

 

 

 

 

 

 

  

 

 

 

Fig. 9 Example of the wing twist distribution. 

 

To enforce obtaining real solutions constrains on longitudinal static stability were set using penalty 

function method. This method of making constrains is sufficient for gradient [7] as well as for genetic algorithms 

[8], which were used in this work. Objective function returned to the optimization algorithm was defined by 

equation (1) and included constrains on balance of vertical forces (2) and constant static stability coefficient (3). 

µ is predefined scalar by the user. 

 

Fobjective = Cx + P1 + P2     (1) 

 

P1 = 0.5·C1
2
/µ; C1 = (m·g) - (0.5·δ·V

2
·S·Cz) (2) 

 

P2 = 0.5·C2
2
/µ; C2 = -0.1 - dCm/dCz  (3) 

 

 The first optimization results showed that the optimization task was over constrained. Solution satisfied 

stability constrains by varying angle of attack, but the geometry parameters didn’t change significantly 

maintaining the old geometry. After this experience variable of position of center of gravity was added. This way 

geometry could vary still satisfying the constrains.  

 For optimization genetic and gradient algorithms were used, both giving corresponding results. Genetic 

algorithm was very robust and gave always solutions. Contrary to that experience gradient algorithm needed 

quite some time to set be set to start solution to converge, but after it was done it converged much faster than 

genetic algorith. The best type of gradient solver was second order Newton method. Although this algorithm 
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needed second order derivatives it’s estimation of search direction was so fine that it’s efficiency overtaken 

Steepest Descent, Conjugate Gradient and Quasi Newton gradient methods. Interestingly genetic algorithm, 

which can theoretically lead to random solutions, showed that two competitive solutions are possible, with the 

current optimization task definition, with completely different geometry Fig 10. 

 

  

Fig. 10 Competitive solutions from the optimization. 

 

Dynamic stability analysis 
 

The obtained solution, from the first optimization tests, revealed question are the configurations 

dynamically stable in all modes? To have confidence about it simplified dynamic stability analysis were made 

[9]. Aerodynamic analysis were made, on viscous solver VSAero, to obtain aerodynamic derivatives from angle 

of attack and side slip. All remaining dynamic derivatives were calculated using DATCOM reports [10]. 

Actually obtained MAV solutions from inviscid optimization were investigated. Vertical stabilizers were added 

to the plain, grid was refined, propeller was added in a form of flow field disturbance. There was no vorticity and 

low angle of attack assumption stayed in force. It became clear that the investigated configuration is stable 

longitudinally and has unstable Dutch roll oscillations. 

This problem needed a closer look and further computations were done. Using pure DATCOM methods 

wide analysis of dynamic lateral stability were made. Estimations of aerodynamic derivatives in DATCOM 

reports depended on wing sweep, aspect ratio and taper ratio, so the direct impact would have optimization 

variables of wing sweep and tip chord. Root chord of the wing and the wing span were constant. Utilizing 

DATCOM methods carpet plots of Dutch roll damping coefficient and lambda parameter of spiral stability from 

wing sweep and tip chord were made Fig. 11.     

 

 

 
 

Fig. 11 Lateral dynamic characteristics from the wing sweep and the wing’s tip chord. 
 

It can be seen that the tip chord has less impact on lateral stability compared to the wing sweep. Orange color in 

a color scale shows place were stability is neutral and divides stable region from instable. Wing sweep of about 
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54deg indicates border between the regions. It would mean that the real plane isn’t capable of flying, 

nevertheless the test flights showed it flies quite well. Analysis made by DATCOM methods are only an 

approximation. They can introduce large errors, specially for such a small object like the MAV, for which they 

weren’t particularly designed. Moreover LEX part of the wing wasn’t included in the DATCOM computations 

and it means that the real plane has much bigger average wing sweep. This methods can’t directly answer if the 

MAV will be dynamically stable, but still provide some useful information. Wing sweep has crucial impact on 

the lateral stability and is equally important as the influence of the vertical stabilizers. Crossing between Dutch 

roll instability and spiral divergence is very rapid. This assumption is additionally confirmed by observations 

from the test flights, were even small changes in vertical stabilizers geometry changed lateral stability 

characteristics.  

This considerations can be widened on a wider group of MAVs. Demand on miniaturization drives 

MAV designs into configurations, which have low aspect ratios below two and have small moments of inertia. 

Very often they are built in a flying wing configuration, were vertical stabilizers aren’t far from the center of 

gravity. If the vertical stabilizers are mounted at the wing tips, the efficiency of the vertical stabilizers depends 

also partially on the wing sweep. The conclusion is that the MAVs in a configuration of flying wing should have 

significant wing sweep to maintain favorable lateral stability characteristics.  

  Utilizing the derived conclusions and knowing about good flying characteristics of the current MAV, 

the wing sweep design parameter was frozen and it’s value was taken from the flying MAV. As the wing tip 

chord had modest influence on the lateral dynamic characteristics of the MAV this design parameter remained 

free to change. 
 

Numerical optimization 
 

 Gradient optimization was faster than genetic one and since results from the previous inviscid 

optimization were available, it was used at first. It occurred that gradients obtained by numerical differentiation 

computed with the viscous solver, had unrealistic values and optimization algorithm couldn’t determine 

appropriate search direction. All the following computations were done using genetic based algorithms. 

After obtaining the first results from the optimization, which used viscous solver VSAero, new 

conclusions were drown. Analyses made during optimization showed areas of unfavorable pressure gradients, 

which couldn’t be controlled by any defined optimization variable. Four additional variables were added, which 

modified tips of the wing and added filet in the center part of the wing Fig. 12. The newly introduced variables 

defined quarter areas of ellipse, which was subtracted or added to the wing area. 

 
Fig. 12. Geometry modification with additional variables. 

 

Soon it became clear that stability constrains dominate the solution and that the drag couldn’t be 

minimized sufficiently. Weight coefficient of one hundred was added to level magnitude of total drag coefficient 

and values of penalty constrains (4). Equation (4) is a modification of equation (1). 

 

Fobjective = 100·Cx + P1 + P2   (4) 

 

The optimized MAV meets all optimization constrains and fulfills requirements for bigger internal 

volume for equipment components. Shape of the MAV became more smooth and is more practical for 

maintenance and producing composite structures from which the MAV is made. The total drag coefficient, for 

the cruise speed stayed approximately constant and is equal to 0.0595. Fig. 13 show the final optimized 

geometry. Optimization with changed airfoils, to reduce drag more, is still on going. 
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Fig. 13. The final optimized geometry. 

 

Conclusions 

 
It was shown that optimization task needs careful planning. Designer should include all needed 

constrains, with appropriate amount of flexibility needed for optimization algorithm to converge and get realistic 

solution. Number of optimization variables can be often significantly reduced, by using engineering 

assumptions.  

In case of MAVs connections between equipment components play important role. They can determine 

need for additional internal volume.  

Different types of slot edges, where wing interferes aerodynamically with the propeller, were studied 

and the best one for the current design was chosen.  

General conclusions about lateral stability for MAVs in configuration of flying wing were drawn, 

showing that such aircrafts need significant wing sweep to maintain favorable lateral dynamic characteristics.  

Final results from genetic optimization satisfy all constrains, new structure will improve maintenance 

and the total drag remained on the constant level. 
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Abstract

The paper present a mesh morphing technique
based on Moving Least Square (MLS) used for
aircraft aerodynamic shape optimization. The
objective in this case is the drag minimization
of the main wing of the three lifting surface
configuration. Since the crucial advantage of a
three surface configuration stays in the theoret-
ical ability to trim the aircraft with the mini-
mum induced drag possible the trim problem is
not tackled independently but is part of the drag
minimization problem. An initial sample prob-
lem is presented here, where only the movable
surface position and the wing twist distribution
are considered has parameters for the optimiza-
tion. However, it will be shown how the MLS
mesh morphing possess a great potential to solve
shape optimization problems applied to complex
geometries.

1 Introduction

Aircraft design is a long iterative process involv-
ing different fidelity models at different design
phases. At the beginning of the design pro-
cess designers just have a basic idea of the over-
all aircraft so that simple analytical model as
those described in are needed. As the design
keeps going aircraft models get more and more

refined and this is true for the wing too. Fo-
cusing on the aerodynamic design of the wing,
in the past designers chose main wing param-
eters based on experience, nowadays its com-
mon to rely once more upon optimization pro-
cedure, as thoroughly described by Jameson in
[1]. In the transonic regime shock waves will
most likely be present. Indeed the goal of a
pure aerodynamic optimization is a shock-free
wing, and since these features can only be cap-
tured by advanced CFD methods, these repre-
sent the basic tool for any aerodynamic design,
even thought they are still expensive in terms
of computational time required. The classic ap-
proach to shape optimization requires the def-
inition of a geometrical parametrization of the
Computer-Aided Design (CAD) model. In this
case, whenever a parameter is changed, a new
mesh must be generated for the new configura-
tion. For large three-dimensional models this
operation can have a very high computational
cost.

With the mesh morphing approach proposed
in the following, the parametrization is defined
directly on the numerical model used for cal-
culations, which is generated only once at the
beginning of the procedure and is then updated.
Thus, there is no need to mesh the CAD model
for each new configuration required by the opti-
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mizer, significantly simplifying and speeding-up
the optimization process. In addition, this is
often the only feasible approach in applications
where the requirements on the quality of the fi-
nal mesh make it difficult to fully automate the
grid generation process.

The morphing methodology is based on Mov-
ing Least Square (MLS) technique used in sur-
face reconstructions from scattered data [2].
The technique has already been successfully ap-
plied to fluid-structure interface problems [3].
The MLS scheme is based on locally supported
reconstruction operators that allow to efficiently
deform the original mesh with a limited num-
ber of control points, without changing the grid
topology and leaving the user the possibility
to easily control the smoothness of the defor-
mation. The main advantages of the proposed
technique are its independence from the nu-
merical formulation of the Computational Fluid
Dynamics (CFD) solver and its computational
efficiency, which makes this algorithm signifi-
cantly faster than other methods proposed in
literature, including the state-of-art Radial Ba-
sis Function (RBF) morphing [4]. Compared to
other strategies, the MLS morphing also pre-
serves in a more accurate way the initial quality
of the mesh. A good quality of the domain dis-
cretization is an essential requirement in CFD
when an accurate estimation of aerodynamics
forces, especially of drag, is desired [5].

As a proof-of-concept, the potential of this
new approach is exploited for the drag minimiza-
tion of the main wing of the innovative three
lifting surface configuration thoroughly investi-
gated at Politecnico di Milano [6] by means of an
aeroelastically scaled wind tunnel model denom-
inated XDIA. The aircraft currently optimized
is the Target Aircraft, an upscaled variant of
the XDIA model shown in Figure 1. This con-
figuration features an anterior all movable ca-
nard, a 15 degs negative sweep mid-wing and
a T-tail. Scientific debate about the three sur-
face aircraft is endless. Many authors claim for
three surfaces superiority, as Kendall [7, 8, 9],
because of the theoretical ability to trim the air-
craft with the minimum induced drag possible,
no matter where the center of gravity is, pro-
vided both the canard and the horizontal tail

Figure 1: CAD model of the Target Aircraft

are independently operated. The situation how-
ever is not so clear-cut, drawbacks being addi-
tional weight, complexity and interference drag
[10]; but it is believed that the TA configuration
could results in a synergic cooperation between
structure and aerodynamic toward weight sav-
ing and drag reduction [6]. The optimization
looks for the wing twist of minimal drag evalu-
ated with for the minimal drag trim configura-
tion. So a nested optimization problem is set up
that looks first for the minimal drag trim config-
uration and then for the optimal twist. Initially
the Free Mesh Morphing technique is reviewed.
Then in the following section the optimization
problem is presented and solved by coupling
the MLS morphing technique with a surrogate
model approach based on response surface to ac-
celerate the optimization procedure, a technique
commonly adopted in CFD to replace the typical
costly aerodynamics evaluations with cheaper
models [11].

2 Shaper: a mesh free morphing tool

Strictly speaking Free Mesh Morphing is a gen-
eral purpose technique used to deform an ex-
isting mesh — or better the nodes upon which
mesh connectivity is defined — without requir-
ing explicit information on the geometry initially
used to create the mesh. More in particular Free
Mesh Morphing allows to modify the position of
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a set of target nodes in the space by defining
a continuous and smooth deformation field to
be added to the original position of the nodes.
Morphing algorithms can thus be distinguished
based on the way they define the deformation
field to be applied. This paper focuses on the use
of MLS as available in Shaper [12] - a commercial
software for general purpose size-and-shape op-
timization. From a general standpoint, the MLS
techniques belong to the field of data approxi-
mation form a scattered set of points. Applica-
tions of MLS can be found many different fields:
computer graphics and visualization, image pro-
cessing, regression models, supervised learning,
mesh-free finite element methods are but few ex-
amples.

The problem can be generally formulated as
follows [13]:

Given N points located at positions
xi ∈ R3 find a globally defined func-
tion p(x) that approximates a set of
given values f(xi).

In order to have the maximum versatility, no
special structure is supposed in the data point xi

distribution, which can be considered scattered
in the space R3. This means that the method is
essentially meshless, since no information about
the nodes’ connection is used. Consequently, it
can be applied to any mesh type, either struc-
ture or unstructured, tetrahedral or hybrid and
so on.

While this problem seems quite abstract, it
may be easily applied to mesh morphing. In
fact, by solving the function approximation
problem it is possible to find the function that
represent the mesh nodes displacement field
given the displacement of few points, which will
be called the controlling handles. A classical ap-
proach to solve this problem is represented by
the Least Square ((LS) that looks for the solu-
tion of the following minimization problem

min
p∈C

∑
i

(p(xi)− f(xi))
2 , (1)

where C is a generic functional space. The prob-
lem is to find the appropriate functional space
for the function p(x) that represents a good

global approximation of the real function f(x).
Usually the space of polynomial of maximum de-
gree m is taken, i.e. C = Πm, however very often
a global polynomial may not be able to repre-
sent complex local behaviors of the function to
be approximated. To avoid the necessity to find
a functional approximation space that is valid
globally, Lancaster and Salkauskas proposed the
MLS technique [2]. The idea is to perform indi-
vidually a Weighted Least Square for each point
x in the domain. So, the global approximation
p(x) is obtained from the union of a series of
local functions i.e. p(x) =

⋃
x∈R3 px(x), where

the functions px(x) are obtained as solution of
the following minimization problem:

min
px∈Πm

∑
i

(px(xi)− f(xi))
2 θ (‖x− xi‖) . (2)

At first glance, Eq. (2) looks very similar to (1);
however, (2) contains a crucial difference: the
approximation function px(x) depends contin-
uously from the point at which is computed x
thanks to the weight function θ.

The function θ is a non-negative weight func-
tion that depends only from the Euclidean dis-
tance between points in the solution space r =
‖x−xi‖. The approximation can be further lo-
calized if θ(r) is rapidly decreasing as r → ∞.
Extremely useful as weight functions in this case
are the compact support RBF functions sug-
gested by Wendland [14]. By looking at Eq. (2)
it is easy to see that if θ(0)→∞ the MLS fit will
be forced to interpolate the prescribed values at
known points xi; Levin in Ref. [13] proposes
special RBF function that have this property.

The MLS approach is definitely more expen-
sive than other approach like the LS of Eq. (1),
because for every point x where the solution
must be computed (which means for every grid
node in our case) it is required to solve a Linear
System of Equations (LSEs) to find the mini-
mum of Eq. (2). However, the size of these
LSEs can be kept small by using small support
dimension for the weight functions.

In order to solve the MLS problem the user
has to take a decision with respect to these pa-
rameters

• The functional space at which the local ap-
proximation functions px(x) must belong.
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Usually the functions are polynomial, so the
user must decide the maximum polynomial
order.

• The type of weight functions. This choice
may have an influence on the smoothness of
the obtained approximation (see [13]).

• The size of the local support of the weight
function. Usually a good strategy is to fix
the number of points that must belong to
each support, and then adapt the local size
accordingly. In this way a natural adapta-
tion of the algorithm is realized, since where
there are few spread points the support is
large, while for more dense areas the sup-
port becomes smaller.

2.1 Samples

As a first test a simple meshed sphere is built,
as shown in Figure 2 with several handles asso-
ciates represented by red dots. By moving in a
different way the handles it is possible to modify
the mesh of the sphere in a large number of new
shapes.

Of course it is very easy to build a hierarchy
of controlling handles. For instance it is possible
to have a group of master handles that controls
the displacement of a set of slave handles that
in turns control the displacement of the mesh
nodes.

3 Drag minimization problem

In this section the optimization problem is de-
scribed. The aircraft currently under optimiza-
tion is the Target Aircraft (TA), an upscaled
variant of the XDIA aeroelastic wind tunnel
model. The TA three surface airplane features a
15 deg. negative sweep mid-wing with a T-tail
configuration, see Table 3 for a summary of the
geometric characteristics.

The goal of the present work is to optimize the
twist of seven spanwise stations of the main wing
of the TA and at the same time satisfy a lift and
a pitching moment constraint. The cruise trim
problem for classical configuration aircraft can
be solved by writing the classical three longitu-
dinal equilibrium equations: vertical and longi-

Figure 2: Mesh morphing with the MLS applied
to a simple sphere. Top left: undeformed sphere.
Top right: ellipsoid obtained by moving 2 han-
dles. Bottom left: disc obtained by moving 6
handles. Bottom right: star obtained by mov-
ing 6 handles.

tudinal equilibrium of forces and equilibrium of
moments around the pitch axis. The solution of
this problem leads to the determine the engine
thrust, the angle of attack and the the eleva-
tor angle necessary. When a multiple control
surface configuration is considered, like the one
here investigate, the solution is in general not
unique but there are several control surfaces set
up that trim the aircraft. So, among all possible
configuration it may be reasonable to look for
the one with minimal global drag.

Based on this idea the mathematical formu-
lation of the optimization problem may be ex-
pressed as follows, neglecting the thrust equa-
tion:

minCD

w.r.t.

CL = CLdesign

CM@CG
= 0

(3)

In this way the optimization formulation Eq. (3)
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Table 1: Geometric properties of Target Aircraft
Symbol Meaning Value

S [m2] Wing surface 75
b[m] Wing span 30
AR Wing Aspect Ratio 12
λ Wing Taper Ratio 0.5

Λ [deg] Wing Sweep Angle -15
Root Airfoil NACA 632 − 215
Tip Airfoil NACA 632 − 212
MAC [m] Mean Aerodynamic Chord 2.59

SC [m2] Canard surface 25
bc [m] Canard span 14.14
ARC Canard Aspect Ratio 8
λC Canard Taper Ratio 0.5

ΛC [deg] Canard Sweep Angle 0
Root Airfoil NACA 632 − 215
Tip Airfoil NACA 632 − 215
MACC [m] Mean Aerodynamic Chord 1.837

SHT [m2] Tail surface 40
bHT [m] Tail span 11.8
ARHT Tail Aspect Ratio 7
λHT Tail Taper Ratio 0.5

ΛHT [deg] Tail Sweep Angle 20
Root Airfoil NACA 64 − 009
Tip Airfoil NACA 64 − 009

MACHT [m] Mean Aerodynamic Chord 1.7519

deals explicitly with the trim problem so that
its resulting wing is a wing that has the min-
imum trimmed drag coefficient. Equation (3)
can be simplified if is interpreted as two nested
optimization problems. The first is an uncon-
strained optimization of the twist distribution.
The second, to be run every time a proposed
twist distribution is computed, is a three param-
eters problem, namely angle of attack, canard
and horizontal tail deflections, looks for the op-
timal trim.

Directly searching the design space would re-
sults in a huge amount of functions evaluation
so that extensive use of meta-modeling tech-
niques, namely the Kriging, has been made in
this work. Three different response surfaces has

been constructed, one each aerodynamic coeffi-
cient needed in optimization problem 3. Each
aerodynamic coefficient is a function of ten vari-
ables, namely seven spanwise twist variables and
three flight mechanics variables:

CL = CL (ξ, α, δc, δe) (4)

CM = CM (ξ, α, δc, δe) (5)

CD = CD (ξ, α, δc, δe) (6)

ξ being the (1× 7) vector of the twist design
variables, α being the angle of attack and δc
and δe being respectively canard and horizontal
tail rotation angles. The response surfaces have
been built upon a 200 sites Latin Hypercube
(LH) design of experiment. A fourth Kriging
of the function F = CD + 100(CL−CLdesign

)2 +
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Figure 3: CAD model of the Target Aircraft

50(CM@CG
)2 has been generated to add some in-

fill point according to the Expected Improve-
ment Approach (EIA). For the lift and pitch-
ing moment coefficients a linear mean model
has been used, while for the drag coefficient the
mean model was quadratic. For all aerodynamic
coefficients a gaussian correlation has been used.
The optimization has been performed using two
numerical software: Nexus [?] and Matlab.

3.1 CFD and surrogate meta-models

Aerodynamic coefficients has been computed at
each design sites using the Euler equations since
for the minimization of the induced drag and
interference drag caused by the canard on the
main wing these physical model is expected to
lead to correct results. Future developments
that will consider also airfoil shape optimiza-
tion for the reduction of drag will consider the
employment of Navier-Stokes models. As CFD
solver in this case as been chosen FLUENT. For
the sake of simplicity the computational model,
see Figure 3, consists of just the three lifting
surface, and no fuselage model is included.

The surface mesh has been developed accord-
ingly to the Drag Prediction Workshop prescrip-
tions [5] but volume mesh is much coarser in
order to gain computational speed. A run is
deemed converged once at least a five order of
magnitude residual drop has been achieved and
the aerodynamic coefficients suffer only minor
oscillations, as described in Figure 4.

Up to 800 handles have been used in the op-
timization. On the main wing for each of the

Figure 5: Shaper handles on the main wing

seven wing stations 12 handles have been dis-
tributed along the chord, equally subdivided be-
tween upper and lower surface. A thirteenth
handle has been placed on each section’s lead-
ing edge to define the axis of rotation of the
section, which is an axis parallel to the y-axis
of the global reference system passing through
this handle. Hence, the rotation of this so-called
master handle represent the twist of the section,
i.e. one of the seven aerodynamic design vari-
ables; then the other twelve handles move rigidly
following the master rotation. The handles dis-
tribution on the main wing is shown in Figure 5,
while the deformed surface obtained by rotating
the master handles is shown in Figure 6

For both the canard and the horizontal tail
four handles have been distributed along the
chord of twenty different spanwise station. A
twentyfirst handle has been placed on the lead-
ing edge of the root of each control surface in
order to define the axis of rotation of the whole
surface as, an axis parallel to the y-axis of the
global coordinate system through this handle.
In this way the rotation of this handle is the ro-
tation of the control surface, namely one of the
three flight mechanics optimization variables.
The remaining handles have been placed at the
far field in order to prevent the far field to ro-
tate. The global distribution of handles can be
seen in Figure 7, while Figure 8 shows the de-
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Figure 4: CFD computations convergence criteria

Figure 6: Deformed surface mesh of the main
wing obtained by rotating the master handles

Figure 7: Shaper handles on the whole aircraft

formed surface mesh of the whole aircraft model
obtained by applying different rotation to the
handles.

A linear polynomial base with a 6 order RBF
and a local support of 130 has been used to de-
fine the interpolator. These parameters are the
best compromise between mesh quality preser-
vation and mesh deformation accuracy.

The parameterized CAD model of the Tar-
get Aircraft has been used to validate Shaper
mesh deformations by manually inspecting con-
trol surfaces’ and wing sections’ rotations show-
ing good results.
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Figure 8: Deformed surface mesh of the aircraft
obtained by rotating the master handles

Table 2: Cruise conditions for the target aircraft
Altitude [ft] 26000

Mach number [-] 0.67
CL [−] 0.4

CG MAX FWD

3.2 Results

The minimal drag configuration has been com-
puted for the cruise condition described in Ta-
ble 2. Once the three response surfaces in
equation 6 have been built (see Figures 9 and
10) the aerodynamic optimization has been ad-
dressed with a genetic algorithm: each genetic-
algorithm-proposed twist distribution has been
trimmed with a gradient-based method. A mul-
tiple restart approach has shown little depen-
dency on the initial guess of the flight controls
design variables, suggesting a reasonably flat de-
sign space.

A comparison of the pressure coefficient dis-
tribution between the baseline and the Matlab
optimized wing is shown in figure 11.

Figure 9: Slices of the flat trimmed-drag design
space. Contours are in counts

Figure 10: Slices of the flat design space of the
trim function F = CD + 100(CL − CLdesign

)2 +
50(CM@CG

)2 for the optimum wing

As can be seen the baseline is itself a shock
free wing so that only small improvements are
possible, namely 3 counts. Comparison between
the baseline and optimized twist distribution
can be seen in Figure 12. Here also the twist dis-
tribution computed using Nexus is shown. The
latter optimizer finds the same final drag, with
a significantly different twist distribution, prov-
ing, once again, that the design space is flat.

Remarkably the optimum twist distribution is
not linear. Control surfaces loading is shown in
Figure 13.

It can be seen that the optimized wing gives
a little more lift than the baseline and, conse-
quently, the baseline configuration needs to use
the canard more than the optimized configura-
tion. The canard in turn gives rise to a higher
positive pitching moment coefficient that need
to be counteracted by the horizontal tail deflec-
tion, which again is higher for the baseline wing.
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Figure 11: Comparison between the baseline and the optimized wing. A small low pressure region at
the wing root has been cured by the optimization process

Figure 13: Control surfaces load distributions
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Figure 12: Comparison between the baseline
and the optimized twist distribution

4 Final remarks

An innovative mesh morphing approach for
shape optimization of grid-based numerical
models has been presented. The application
of this technique to a complex CFD problem
showed a great potential of this approach given
by the high flexibility joined with the large time
saving in the generation of good quality meshes
for modified geometry. However, a drawback
that has to be considered is the fact that the final
optimized geometry is only obtained in terms of
meshed surface, so a post-processing procedure
must be devised to transform back the obtained
results into a CAD model.

Regarding the achieved results those small im-
provement seen are most likely due to the nature
of the design variables and their limited number.
Future work will consider the possibility to em-
ploy the handles to vary the airfoil shape. In
this last case we believe there will be a much
higher improvement once the optimization has
been completed.

The optimum spanwise trimmed lift distribu-
tion is seen to load wing tips much more than
wing root and is not elliptic as one might ex-
pect. The distance of each wing section from
the center of gravity should be considered as an
explanation. This load distribution is un- desir-
able from an airworthiness point of view for at
high angles of attack wing tip will likely stall be-
fore the root and might lead to premature shock
stall or buffet when the load is increased at high
speed. However, it should be also considered
that if the canard stalls before the wing then it
will give rise to a nose down pitching moment

that will reduce the angle of attack and prevent
the wing to reach its stall angle, while still hav-
ing the horizontal tail to provide for additional
control.
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Abstract  

This paper describes preliminary studies 
concerning the design of an amphibious ULM 
PrandtlPlane and, more in particular, the 
hydrodynamic optimization of the hull through a 
CFD analysis. The main parameters affecting 
the takeoff performances are: step depth, 
foreboby and afterbody lengths, maximum width 
at the chines, dead-rise angle, angle of 
afterbody keel, step height, step planform angle, 
curvature of forebody keel at the bow. The 
effects of these parameters are examined and a 
final hull configuration, taking hydrodynamic 
efficiency into account, is detected. The  project 
is sponsored by the Regional Government of 
Tuscany (Italy). 

1 Introduction  

The market of amphibious aircraft is growing 
worldwide together with their  performances; in 
the case of ultralight aircraft (ULM), new 
solutions able to improve the performances 
during takeoff on water have been proposed.  

The regional government of Tuscany (Italy) 
has financed a project called IDINTOS, 
coordinated by the Department of Aerospace 
Engineering of Pisa University (Italy). This 

project aims to design and to manufacture a 
prototype of a ULM based on an innovative 
configuration, named PrandtlPlane ([1], [2], 
[3]), and to realize a scaled flying model to 
conduct preliminary flying tests; Figure 1 shows 
a very preliminary artistic view of the aircraft. 
The aircraft is two-seater, single-engine, with 
floating fuselage (“flying-boat” configuration) 
and retractable landing gear to fulfill the Italian 
and European flying regulations. 

 

Fig. 1: PrandtlPlane amphibious ULM 

 
The PrandtlPlane® (PrP) is the engineering 

application of the “Best Wing System” concept 
due to Ludwig Prandtl, who in 1924 ([4]) 
demonstrated that a proper box-like wing, made 
of two horizontal wings and two vertical tip 
wings, provides the minimum induced drag, for 
given wingspan and total lift. Previous studies 
have analyzed the application of this 
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configuration to commercial transport aircraft, 
land-based ULM and UAVs. The PrandtlPlane 
configuration applied to light aircraft could 
allow, in adjoin to high performances, to 
improve the safety in flight ([5]). 

The present paper concerns the development 
of the conceptual design of an ULM amphibian 
aircraft and, in particular, of the fuselage, in 
order to optimize the takeoff capabilities. This 
analysis is conducted through a CFD code with 
the aim of carrying out the best configuration to 
be followed by tests on a flying scaled model.   

2 Seaplanes characteristics 

Amphibious aircraft are seaplanes able to 
operate indifferently on water or land, being 
provided with retractable landing gear. 
Seaplanes can be divided in two main categories 
(Fig. 2): floatplanes and flying-boats; the 
present PrandtlPlane is a flying-boat. 

 

 Fig. 2: (a) floatplane; (b) flying-boat 

2.1 Hull design 

A flying-boat fuselage (and also a single  
float) has a hull with a keel and a pair of hard 
chines, which form longitudinal edges and 
generate a V-shaped bottom transversal section 
(Fig. 3). The hard chines are introduced to 
create a marked line of separation between  
water and hull sides; the V-shaped section gives 
lateral stability and, also, reduces the impact 
with water during landing. 

A fundamental element of a seaplane hull is 
the transversal step (named “Redan”), which 
creates a sharp change in the keel and the  
chines lines; the function of this element will be 
explained afterwards. The two parts of the hull 
separated by the step are named “forebody” and 
“afterbody”. 

Figure 3 illustrates the geometric parameters 
which describe a hull, namely: length (1), step 
height (2), step planform angle (3), dead-rise 

angle (4), maximum width at the chines (or 
maximum beam, 5), angle of afterbody keel (6), 
curvature of forebody keel at the bow. 

 

Fig. 3: design parameters of a hull 

 
In the forebody, the dead-rise angle grows 

from the step section to the bow; it is well 
known that a smaller angle near the step 
determines a reduction of water drag (hereafter 
“resistance”) during planing (when the contact 
with water is confined in this zone) and, also, 
that a higher dead-rise angle at the bow 
improves the ability of the hull to cut through 
waves in rough water at low speed (in the pitch-
down asset).  

2.2 Hydrodynamic behaviour  

In the takeoff run of a seaplane, different 
phases can be identified, during which speed, 
trim angle and vertical displacement vary in 
relation to the forces applied by water on the 
hull and by air on the wing system (Fig. 4). 

 

Fig. 4: typical resistance and trim angle during takeoff 

 
At rest, the trim angle and the draft are 

determined by buoyancy. After the engine 
ignition, the trim angle is decreased by the nose-
down moment introduced by the thrust; during 
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this phase, known as “displacement phase”, the 
angle of attach reaches a minimum. The nose-
down moment is sudden contrasted by the 
hydrostatic pressures (the only external forces 
acting during this phase) which increases the 
trim angle after the minimum. During the 
displacement phase, the resistance increases 
(Fig. 4); the hull accelerates as long as 
resistance remains smaller than thrust. As speed 
is increased, the water flow under the hull is not 
able to follow the sharp outline of the step edge 
and an increasing separated flow forms behind 
the step section, where water is replaced by air. 

The wetted region moves towards the stern 
and the contact area is reduced consequently;  
thus, resistance rate diminishes until resistance 
reaches a maximum, called “hump” and, after 
that, the hull “rises on the step”, the trim angle 
reduces as shown in Fig. 4 and resistance  drops 
rapidly according to the decrease of the wetted 
surface.  

The fundamental effect of the transversal 
step is now clear: it constitutes a discontinuity 
to prevent water to remain attached on the rear  
hull and it worths noting that, without the step, 
the flow would generate a resistance on the 
afterbody, delaying or even forbidding takeoff. 

Under the increase of the speed and the 
variation of the trim angle, the hydrostatic 
pressure becomes smaller and smaller 
meanwhile a new phase of motion occurs, 
named “planing phase”, where weight is 
progressively sustained by aerodynamic lifts on 
both wings and hydrodynamic lift; the hull 
emerges progressively. The stability of 
equilibrium of the aircraft when moving “on the 
step” is more and more influenced by the 
aerodynamics and the stability of flight of the 
wing system.  

Under some particular combinations of trim 
angle and speed a motion of the hull, called 
“porpoising”, may occur ([6]). Porpoising is 
characterized by coupled oscillations in pitch 
and vertical displacement of sustained or 
increasing amplitude occurring even in smooth 
water: this phenomenon causes a resistance 
increase, a worse aircraft’s controllability and 
may lead to catastrophic failure. A parameter 
that mainly influences the occurrence of 

porpoising is the distance between the center of 
gravity (CG hereafter) and the step section. 

The spray is another issue to be considered 
during the takeoff run. Spray are generated from 
the stagnation line on the forebody and are 
deflected laterally due the V-bottom effect. The 
effects on resistance connected to the spray 
generation cannot be predicted through the CFD 
analysis with an appropriate level of confidence. 
The effects of spray on the takeoff performances 
will be analyzed by means of flying tests to be 
conducted on a scale model of the aircraft.  

2.3 Conventional and Planing-Tail hulls  

In the literature ([7], [8], [9]) a hull 
configuration, named “Planing-Tail” is studied; 
this configuration differs from those commonly 
used (hereafter called “conventional”) for the 
following aspects: the CG is positioned after the 
step section rather than forward, the afterbody is 
much longer, the step is deeper while the angle 
of afterbody keel is lower. 

 

Fig. 5: lateral and section view of planing-tail (a) and 
conventional (b) configurations 

 
The distinctive feature of planing-tail hull 

lies in its behaviour during the planing phase: 
contrary to a conventional configuration, where 
the contact with water occurs only on the step 
edge, there is a second contact area at the 
afterbody tip, as shown in Fig. 5. 

Past NACA studies highlight important 
advantages, as: a lower planing resistance and a 
wider range of trim angle and speed conditions 
free from porpoising.  

3 IDINTOS configuration 

The IDINTOS project has been financed by 
the Regional Government of Tuscany with the 
aim to design and manufacture an amphibious 
ULM PrandtlPlane; the artistic preliminary 
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configuration depicted in Fig. 1 is just a starting 
point of the project.  

As mentioned above, in a seaplane, in 
addition to the stability of flight, the stability 
during takeoff on water must be accomplished; 
the positions of the CG on water is a 
fundamental parameter in the optimization 
procedure of the hull. 

3.1 Regulations  

Italian Regulations on ULM Amphibians 
require: 

- maximum operative weight of 495 Kg; 
- buoyancy guaranteed for a weight equal 

to 180% of MTOW; 
- wing tip floats able to provide a 

stabilizing moment that is at least 1.5 
times the overturning moment due to 
lateral tilt of the aircraft; 

- watertight compartments with similar 
internal volume; 

- plane must not sink with 2 compartments 
flooded. 

3.2 Weights distribution 

As shown in [10], a correct flight stability for 
a PrP configuration can easily be achieved with 
a CG roughly placed in an intermediate position 
between the wings.  

 
2	Pilots	–	Zero	Fuel	 3.108 m 
2	Pilots	–	Full	Fuel	 3.113 m 
1	Pilot	–	Zero	Fuel	–	Ballast	 3.164 m 
1	Pilot	–	Full	Fuel	–	Ballast	 3.163 m 
0	Pilots	–	Zero	Fuel	 3.318 m 
0	Pilots	–	Full	Fuel	 3.295 m 

Table 1: operating conditions and CG positions 

 
A preliminary estimation of weight and 

inertia is based on a point-like masses simplified 
model. The masses considered are: fuselage, 
wing system (divided into front, rear and 
bulkhead), two pilots (placed side by side), 60 
litres of fuel in main tank, 18 litres of fuel in 
reserve tank, landing gear, engine, transmission, 
propeller, board instrumentation, parachute, 
battery, internals. 

The total number of configurations to be 
analyzed is 10, considering: the number of 
pilots (0, 1 or 2), fuel volume (full or empty) 
and operating conditions (floating or flying) . 

The CG at full operative weight results at 
3.11 m from the bow; in Table 1 all the 
operating conditions are shown. 

3.3 Preliminary design 

 

Fig. 6: sketch of lateral view of the aircraft 

 
An artistic lateral sketch of the aircraft which 

meets all regulations and design requirements is 
shown in Fig. 6. 

 

Fig. 7: visibility check of the pilots 

 
Using code CATIA, the following 

investigations are performed: 
- ergonomics of interiors and pilots 

visibility, to optimize the internal cabin 
and the external fuselage (Fig. 7); 

- hydrostatic stability, which occurs when 
the CG of the displaced volume of fluid  
and that of the airplane are aligned along 
the vertical (Fig. 8); 

- lateral stability, in order to design wing 
tip floats (Fig. 9); 

- buoyancy in the case of failure of 2 
watertight compartments. 

All parts which have to be accessible in 
floating must stay always above the water level. 
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Fig. 8: hydrostatic stability condition 

 

Fig. 9: lateral stability on water  

4 Hydrodynamic numerical analysis 

The main part of the present paper concerns 
the numerical simulations of the effects that the 
principal hull shape geometric parameters 
produce on takeoff run characteristics, that are: 
resistance (at the hump and in the planing 
phase), trim angle, speed and stability.  

The results of this analysis will be used to 
select the hulls which will be more in depth 
analyzed with flying scale models and also 
verified into a towing tank. 

4.1 Analysis of hull configurations  

 

Fig. 10: basic fuselage shape 

 
The basic fuselage has the following 

dimensions (Fig. 10):  
- length:  7 m;  
- step depth: 150 mm;  

- maximum beam at chines: 1.2 m;  
- angle of afterbody keel: 6°;  
- step distance from the bow: 3.5 m;  
- CG distance from the bow: 3.15 m;  
- dead-rise angle at step section: 18°. 
As said before, moving toward the bow, the 

dead-rise angle increases and the V-bottom 
sides vary from straight to concave. 

Starting from this basic configuration, the 
main geometric characteristics of the hull are 
varied with the aim of investigating their 
influence on the takeoff performances. The part 
above the hull is fixed and it does not represent 
the actual top fuselage but a simplified one in 
order to reduce modeling and computational 
times. 

The geometric parameters shared by all the 
models are:  

- maximum beam, resulting from the 
definition of the internal cabin layout; 

- dead-rise angle at step section. 
The following parameters are varied: 

- afterbody keel angle; 
- step depth; 
- distance between CG and step section; 
- afterbody length; 
- longitudinal steps called “spray rails”; 
- step planform angle; 
- curvature of forebody keel at the bow. 
Spray rails are realized in two different 

configurations (Fig. 11). 
In total, 12 hull variants, including 2 

regarding planing-tail configurations, are 
analyzed. 

 

Fig. 11: spray rail analyzed 

4.2 Numerical code, models and solvers 

Numerical analyses on hulls are carried out 
with CD-Adapco Star-CCM+ (versions 5 and 6) 
CFD software. 

The integration of the two longitudinal 
differential equations give the following results: 
resistance vs time, aerodynamic lift forces and 
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moments vs time, pitch damping vs time, 
acceleration, speed, distance from start.  

The VOF (Volume Of Fluid) model is used 
to simulate the multiphase flow; this model, 
described in details in [11], is recommended for 
typical free surface problems.   

The two phases are treated as an equivalent 
fluid, assuming common velocity, pressure and 
temperature fields and solving the same set of 
governing equations for a single-phase flow. 
The physical properties of this fluid depend on 
those of constituent phases and, also, on the 
values of the so-called volume fraction: 

αi=Vi /V (1) 

where Vi is the volume of the ith phase and V is 
the total volume. This model utilizes the HRIC 
(High Resolution Interface Capturing) 
convection discretization scheme to follow the 
evolution of the interface between the two 
phases. 

The multiphase flow is solved with 
incompressible RANS equations; both air and 
water densities are assumed as constant. The 
turbulence model chosen is the Realizable Two-
Layer κ-ε; the boundary layer is modeled by 
means of the Two Layer All y+ wall treatment. 

4.3 Body modeling 

The hull is modeled as a rigid body with 
pitch rotation, vertical displacement and 
horizontal displacement degrees of freedom; 
these quantities vary versus time in response to 
pressure and shear actions exerted by the 
multiphase fluid, and to external forces and 
moments. The grid is fixed with respect to the 
body and so the whole computational domain 
rotates and moves according to the rigid body 
motion of the same. 

To reduce the computational cost, the aircraft 
is represented only by the hull. The wing system 
is taken into account by the aerodynamic 
derivatives, which have been calculated before 
and, in the present analysis, are assumed as 
inputs.  

Aerodynamic lift L and pitching moment M 
(halved, as well as all the other external actions, 
because only half of the hull is simulated, as 

will be seen afterwards) are inserted through the 
following expressions: 

L = 1/4·ρ0·S·Vx
2·                    

·(CL0+CLα·(α-tan-1((dVz/dt)/Vx))) 
(2) 

M = -1/4·ρ0·S·Vx
2·c·           

·(Cm0+Cmα·(α-tan-1((dVz/dt)/Vx))) 
(3) 

where ρ0 is the density at sea level, S is the wing 
system surface, c is the mean aerodynamic 
chord, Vx and Vz are the horizontal and vertical 
components (in wind-axis system) of the hull 
speed, α is the hull trim angle, CL0 and Cm0 are 
lift and pitching moment coefficients at α=0  
with high lift devices extended, CLα and Cmα are 
lift and pitching moment α-derivatives, assumed 
to be independent from any ground effect. Vx, Vz 
and α are updated at every time step.  

Lift is applied in the CG, assuming, for 
simplicity sake, that it is located in the mean 
position between the two wings. In principle, 
the actual positions of the aerodynamic center of 
pressure could introduce a pitching moment, 
but, in the framework of this preliminary 
analysis, it is reasonable to assume that the 
optimum hull characteristics are independent 
from this moment. This hypothesis will be 
verified by means of flying tests to be 
conducted on scale models. 

Another action exerted by the wing system is 
the moment Mq dependent on the pitching 
angular velocity q; this is applied on the body as 
a Damping Moment, which requires to specify 
only the damping constant: 

Mq /q=1/4·ρ0·S·Vx
2·c·Cmq (4) 

where Cmq is the pitching moment q-derivative, 
whose value is assessed through an analysis 
based on a panel method. 

The other external forces acting on the hull 
are gravitational force and thrust. The latter is 
inserted as a function of the hull speed, obtained 
through the actuator disk theory: this model is 
very simple, but, at this preliminary stage, it 
allows to make a quick estimate with an 
adequate level of accuracy, since only the 
engine power, the air density and the propeller 
disk surface shall be specified. In the speed 
range of interest for the takeoff run (up to 25 
m/sec), thrust is approximated as a linear 
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function of the hull speed. This force is applied 
in the point of installation of the propeller, in x 
(body-axis system) direction.  

The aircraft mass, the CG position, the 
moments of inertia (based on the weights 
distribution of the entire aircraft) and the 
directions of the initial body-axis coordinate 
system are also specified. 

4.4 Spatial discretization 

Figure 12 illustrates the control volume (CV) 
for a hull, where L represents the hull length: 
dimensions are chosen considering past 
experiences on planing hulls. 

 

Fig. 12: control volume of the analysis 

 
Since a takeoff run without yaw and roll 

angles is simulated, the xz symmetry plane is 
utilized and only a half hull is studied. 

Unstructured meshes are generated in Star-
CCM+; the elements used are hexahedra, whose 
dimensions are refined in proximity of the hull 
surface.  

Eight layers of prismatic cells are extruded 
on the hull surface, in order to  enhance the 
alignment with the local flow direction. In 
addition, 2 volumetric blocks with increasing 
anisotropic refinements (higher along the 
normal to the initial water level) are created to 
improve the grid resolution around the free 
surface. Figure 13 shows an example of mesh 
used for simulations. 

The resulting number of cells for each grid is 
about of 280,000; considering the number of 

cases to simulate, the model is judged to be 
adequate at this level of analysis, where the 
interest is basically focused on comparing  the 
performances  of the candidate hulls.  

Analyses of some configurations have been 
performed with 1,200,000 and 2,500,000 cells; a 
mesh refinement should be associated to a 
proper time step reduction because the local 
Courant number must be limited to provide 
simulations stability. This would require great 
computational resources, which are not justified 
during a comparative study. 

 

Fig. 13: example of mesh refinement 

4.5 Time integration. 

Time integration is conducted using an 
implicit unsteady solver with a first order 
temporal scheme; the calculations are carried 
out with time steps of 0.01, 0.005 and 0.001 
seconds. 

 

Fig. 14: effects of integration time steps 

 
The 0.01 sec. time step gives unsatisfactory 

results: some simulations diverge and, in the 
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other cases, unexpected vertical oscillations 
occur, meanwhile the hull is planing, the speed 
is increasing and the trim angle is reducing. 
These draft oscillations are coupled with quick 
increase of trim angle and resistance; resistance 
becomes unstable and assumes very high values. 
Hull acceleration reduces to zero and the hull 
oscillates with a speed smaller than that required 
to takeoff (Fig. 14); then, the aircraft is unable 
to takeoff. 

These effects are not connected to any 
physical phenomenon, e.g. porpoising, but 
depend on numerical problems of convergence: 
in most cases, when reducing the time step to 
0.005 sec., the dynamics of the hull remains 
unaltered,  but the draft oscillations described 
before disappear or are considerably delayed so 
that the takeoff speed is reached. In some cases 
the 0.005 sec. time step is still insufficient and, 
hence, the smaller of  0.001 sec. is adopted; in 
this case,  the oscillatory motion disappears, as  
Fig. 14 clearly shows. All the solutions in Fig. 
14 show the following characteristics: the initial 
behavior before the hump is the same; some 
small differences could be present after the 
hump and, finally, the planing phase is the 
same, apart from the possible final numerical 
oscillations, discussed before. 

 

Fig. 15: oscillations in trim angle and hull speed 

 
The variations of the angle of attach and 

speed vs time are deployed in Fig. 15. These 
results are the solutions of the two longitudinal  
equations of motion; the aerodynamic 
characteristics are taken into account as said 
before. In particular, the aerodynamic damping 
Cmq of the present PrandtlPlane is much higher 
than a conventional aircraft. When this damping 

is not introduced, the oscillatory motion 
happens very soon; when it is introduced, 
motion becomes stable but, as shown in Fig. 15, 
the stability of motion of the aircraft becomes 
critical when ddt = q  tends to zero. In other 
words, the oscillations are numerical but they 
occur when all the damping effects on motion 
vanish. 

4.6 CFD results 

CFD simulations confirm that planing-tail 
hulls present a lower resistance than a 
conventional one during takeoff; the drawback 
of this configuration, however, is the pilots 
visibility, because the trim angle remains higher 
than a conventional one throughout the 
complete run.  

 

Figure 16: comparison between planing-tail and 
conventional hulls 

 
Figure 16 shows a comparison between a 

planingtail and a conventional solution; the 
planingtail  presents a lower resistance hump in 
the first phase (Fig. 16a), a trim angle with a 
higher peak and also higher values along the 
complete run (Fig. 16b) with a consequent 
limitation of visibility during the complete 
takeoff maneuver. The aircraft speed vs time is 
deployed in Fig. 16c; it is quite evident that the 
speed vs time is not very different and the 
takeoff distance of the two aircraft is quite the 
same (Fig. 16d). A conventional hull is then 
adopted for the present ultralight amphibious 
aircraft because an excellent visibility for 
almost all maneuvering conditions is guaranteed 
without significant performance penalty. The 
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planing-tail hull could be adopted in the case of 
bigger aircraft provided with sophisticated 
control instrumentations. 

 

Fig. 17: effect of step depth on resistance 

 
The effect of step depth is described in Fig. 

17. A deeper step results into a reduction of the 
resistance hump, which is also anticipated; this 
positive effect is the consequence of the onset of 
separation between afterbody and water,  
(anticipated by a deeper step). On the other side, 
a deeper step reduces the aerodynamic 
efficiency during flight; thus, we need to 
achieve a compromise, by adopting the 
minimum step depth which permits a safe and 
acceptable takeoff run. 

 

Fig. 18: effect of step planform angle on resistance 

 
The effect of step planform angle is shown in 

Fig. 18. An angle of 10° represents a good 
compromise between easy manufacturing and 
good performances. 

The effect of spray rails is depicted in Fig. 
19. The use of spray-rails leads to lower trim 
angles during the planing phase (Fig. 19a) with 

a better visibility during the takeoff maneuver 
and, also, a higher acceleration achieved (Fig. 
19b). 

 

Fig. 19: effect of spray rails on trim angle (a) and hull 
speed (b) 

 
The effect of longitudinal distance between 

step and CG can be observed in Fig. 20; an 
intermediate position of the CG produces the 
best performances and the higher stability in the 
takeoff run. 

 

Fig. 20: effect of CG-step distance on resistance (a) 
and trim angle (b); XSTEP = 3.5 m from the bow 

 
The effects of a shorter afterbody are a faster 

transition between the displacement and the 
planing phases but also an increase of the trim 
angle peak (Fig. 21). 

 

Fig. 21: effect of afterbody length on trim angle 

5 Conclusions 

A CFD analysis have been performed on 12 
hull configurations of a ULM amphibious 
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PrandtlPlane; results show that a configuration 
exists with a high hydrodynamic efficiency 
coupled with a trim angle history that permits an 
excellent visibility to the pilots. 
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Abstract  
Hybrid Laminar Flow Control (HLFC) is a very 
promising technology with respect to high fuel 
savings for future aircraft. Great advances have 
been made regarding the ability to specify the 
aerodynamic requirements. However, for the 
design of an integrated HLFC aircraft, also 
structure and system technologies have to be 
understood and optimised. 
This paper presents a detailed system sizing 
methodology with the objective to determine 
main system parameters such as power con-
sumption and mass in an early design phase. 
This methodology is then applied for a suction 
system architecture study for a long range re-
search aircraft. In this study different architec-
tures with varying numbers of compressors and 
plenum chambers are analysed. The results are 
recommendations about number and locations 
of the compressors and the main parameters of 
the systems that can be used in preliminary de-
sign at overall aircraft level. 

1 Introduction 
The increase of the lift-to-drag ratio (L/D) is 

an important objective towards the design of fu-
ture eco-efficient aircrafts. Regarding the drag 

breakdown of a typical twin-jet in cruise flight, 
the friction drag contributes with nearly 50% to 
the overall drag [1], see Fig. 1. Therefore, its re-
duction is an important topic for scientists and 
aircraft industry. 

 
Fig. 1 Drag breakdown of a typical twin-jet in 

cruise flight [1] 

On conventional swept wings of transport 
aircraft the boundary layer (BL) transition oc-
curs very close to the leading edge [2], due to 
three distinct mechanisms: Tollmien-Schlichting 
instability, cross flow instability and attachment 
line transition [3]. Since the friction drag of the 
turbulent BL is up to ten times higher than for 
the laminar BL [1], it is desirable to maintain 
laminarity as long as possible. 
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1.1 HLFC Principal 
The BL can be stabilised with the following 

techniques: acceleration of the flow through a 
negative pressure gradient or suction of the BL 
[1]. The first technique is called Natural Lami-
nar Flow (NLF) if it is used solely. It is limited 
to smaller sweep angles and Reynolds numbers 
[4] and therefore not applicable for today’s 
transport aircraft. The second is called Laminar 
Flow Control (LFC). Laminarity can be main-
tained for higher sweep angles and Reynolds 
number, but it has the disadvantage of a high 
energy effort and additional and large systems. 

Hybrid Laminar Flow Control (HLFC) com-
bines suction near the leading edge with a nega-
tive pressure gradient, see Fig. 2, and over-
comes the disadvantages of NLF and LFC. 

 
Fig. 2 Laminar-turbulent boundary layer transition 

of an HLFC airfoil 

Applying HLFC on wings, tailplanes and na-
celles, an overall drag reduction of approximate-
ly 15% is expected in [5]. However, the range of 
predicted overall drag reduction is large in pub-
lications. It depends on the assumptions made 
for the laminar extent and applied surfaces, but 
usually lies in a range between 10% and 20%. 

The design of an integrated HLFC aircraft 
includes the optimisation of the aircraft configu-
ration, airfoils, suction system, leading edge 
high-lift device, suction structure and surface. 
Compared to conventional aircraft, the suction 
system is a completely new system that adds ex-
tra mass and power consumption and has a neg-
ative contribution to the net benefit (fuel reduc-
tion) of the HLFC technology. 

An important degree of freedom for the sys-
tem design is the topology of the suction system 
(including number and location of compres-
sors). This aspect is investigated in this paper. 

1.2 Suction System and Structure 
In the ALTTA programme (Application of 

Hybrid Laminar Flow Technology on Transport 

Aircraft) a concept was developed that simpli-
fies HLFC structures and systems [5]. The 
ALTTA double structure in Fig. 3 consists of a 
porous outer skin and an inner skin with meter-
ing holes. Stringers in between the skins form 
closed suction channels. The size of the meter-
ing holes and the pressure in the plenum cham-
ber below the double structure defines the suc-
tion distribution over the surface. The complexi-
ty of ducting and valves can be reduced com-
pared to former HLFC experiments, where the 
adjustment of the suction distribution was real-
ised by ducts and valves connected to a certain 
number of suction chambers. 

 
Fig. 3 Principal of suction double structure, devel-

oped in the ALTTA programme [5] 

The schematic layout of a simple suction sys-
tem is shown in Fig. 4. The main component is 
the compressor which has the task to generate 
an underpressure in the plenum chamber in or-
der to realise a mass flow through the double 
structure. 

 
Fig. 4 Schematic layout of a simple suction system 
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The requirements at the outlet depend on the 
type of usage of air, e. g. blowing out or usage in 
the environmental control system (ECS). There-
fore, the compressor has to generate a desired 
pressure and flow speed at the system outlet. 
Also pressure losses in the ducting down- and 
upstream of the compressor have to be over-
come. 

The compressor’s shaft power is provided by 
a motor. Regarding the trend of the More Elec-
tric Aircraft (MEA), the use of an electric motor 
is probable, but in general other motor types can 
be used. 

2 Sizing Methodology 
An important step is the calculation or esti-

mation of component and system parameters for 
a given architecture. Fig. 5 shows an overview 
of the sizing methodology. 

 
Fig. 5 Flow chart of sizing methodology for HLFC 

suction systems 

The objective of this methodology is to esti-
mate power consumption, mass and size of the 
components during aircraft preliminary design 
phase. It is not necessary to design each compo-
nent in detail, if accurate information about the-
se parameters can be generated by other means. 

The main step is the preliminary design of 
the compressor, which is done using the CORDI-
ER diagram. It allows the determination of the 
best (dynamic) compressor type and important 

dimensionless parameters, such that the effi-
ciency is maximised. Besides the requirements 
on the suction surface and of the system outlet, 
the compressors are sized through internal pres-
sure losses in the ducting network and plenum 
chambers. If the compressor parameters are 
known, the drive system can be designed. 

Wing and airfoil geometry, the pressure coef-
ficient 𝐶𝑝 [6] and the suction coefficient 𝐶𝑞 [7] 
are needed as input data, where:  

𝐶𝑝 =
𝑝𝑠  −  𝑝∞
1
2 𝜌∞ 𝑣∞2

  ,   𝐶𝑞 =
𝑤𝑠
𝑣∞

  . (1) 

The following sections give an overview of 
the formulas used in the sizing methodology. A 
more detailed description can be found in [8]. 

2.1 Losses in Double Structure 
The air flow in the double structure passes 

the porous outer skin, enters into the chamber 
and then passes the metering hole, as illustrated 
in Fig. 6. 

 
Fig. 6 Flow conditions in the double structure 

Pressure and velocity on the surface can be 
calculated with Eq. (1). The temperature on the 
surface is determined through the boundary lay-
er temperature [9]: 

𝑇𝑠 = 𝑇∞ + 𝑟 ⋅ 𝑇∞ ⋅
𝜅 − 1

2
⋅ 𝑀𝑀∞2   , (2) 

where 𝑟 is the recovery factor and 𝜅 the isen-
tropic exponent. The density can be estimated 
with the ideal gas law. The flow condition on 
the surface is then fully known. 

The micro-sized holes of the outer skin are 
usually produced with laser or electron beam 
drilling that produces approximately conical 
forms [10]. The pressure losses can be modelled 
by: 
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𝛥𝑝𝑠𝑐 = 𝐴 ⋅ 𝜇𝑠 ⋅ 𝑤𝑠 + 𝐵 ⋅ 𝜌𝑠 ⋅ 𝑤𝑠2  , (3) 

where 𝐴 and 𝐵 reflect the loss characteristics of 
the hole geometry and drilling matrix [10]. 

In early design phases often the problem 
arises that the geometry of the double structure 
chambers and the metering hole diameters are 
not yet defined. Regarding the fact that the ple-
num chamber pressure 𝑝𝑝 has to be smaller than 
the smallest pressure in the double structure 𝑝𝑐, 
one can use an estimation:  

𝑝𝑝 = min( 𝑝𝑠 − 𝛥𝑝𝑠𝑐) − 𝛥𝑝𝑐𝑝  , (4) 

using a reasonable value for 𝛥𝑝𝑐𝑝 . 
If the geometry is known, a mean pressure in 

the chamber 𝑝𝑐 and the losses through the me-
tering holes have to be calculated. 

The mass flow of a suction area 𝐴 is calcu-
lated by the following surface integral: 

�̇�𝐴 = ∬ 𝜌𝑠𝐴 𝑤𝑠 d𝑠 d𝑦  .  (5) 

This implies the knowledge of the airfoil ge-
ometry and the suction and pressure coefficient 
at each point of the suction area. Often only few 
2D profiles are given, which require an interpo-
lation.  

 
Fig. 7 Typical 2D suction mass flow profile 

A typical mass flow profile is given in Fig. 7. 
Suction begins below the stagnation point in or-
der to account for shifting of the stagnation 
point in off-design cases. 

2.2 Losses in Plenum Chamber 
After passing the double structure, the air 

flows in plenum chambers through the leading 
edge (LE). The plenum chamber could be a sep-
arated closed structure or the LE box itself, if it 
can be achieved to seal it, in particular with re-
spect to moving high lift systems. A continuous 
mass flow is entering into the chamber in span-

wise direction, which causes the overall mass 
flow in the chamber to increase in flow direc-
tion. Therefore, it is reasonable to expand the 
chamber cross section from outboard to inboard, 
which corresponds to expanding LE box geome-
try. To withstand aerodynamic loads, the sur-
face has to be supported by ribs that the air flow 
has to pass through. 

A pressure loss model was developed in or-
der to account for pressure losses in the plenum 
chamber and ribs. The principal is shown in Fig. 
8. The chamber is divided into 𝑛 parts, where 𝑛 
is the number of ribs that the flow is passing 
through. 

 
Fig. 8 Pressure loss model of plenum chamber 

Since the divergence angle of the chamber is 
very small between two ribs, the losses are mo-
delled using a formula for a rectangular tube 
[13]. The whole mass flow of one part is as-
sumed to enter directly after a rib without flow 
mixing losses. 

Pressure losses at ribs are calculated using a 
pressure loss coefficient 𝜁 [13]: 

∆𝑝rib = 𝜁 ⋅ 𝜌 ⋅
𝑤2

2
  . (6) 

𝜁 depends on the geometry of the ribs and 
can only be roughly estimated in this design 
phase. It is assumed that the rib is designed as 
an open truss. In [13] formulas and diagrams are 
given to calculate the pressure loss through 
“barriers uniformly distributed over a duct cross 
section”. Although this is not exactly the case, it 
can be used for a first estimation of the rib loss-
es, but experiments or flow simulations should 
verify the real losses, when exact rib geometry 
is known. 
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Fig. 9 Pressure loss coefficient through two-plane 

screen [13] 

For this work the loss coefficient for a flow 
through a two-plan screen is used, see Fig. 9. 
The coefficient 𝜁 is calculated by: 

𝜁 = 1.28 ⋅
1 − 𝑓̅

𝑓̅
  , 𝑓̅ =

𝐹0
𝐹1

  , (7) 

where 𝐹0 is the free area and 𝐹1 is the whole ar-
ea. A ratio 𝑓  ̅around 0.9 is assumed in this work, 
which means that 10% of the cross section is 
occupied by rib beams. 

2.3 System Outlet Condition and Losses in 
Ducting 

The compressors have to be designed such 
that the required system outlet condition is ful-
filled. A simple reverse-computing from system 
outlet to compressor outlet is not possible. This 
can be seen in the formula for the pressure loss 
of a compressible fluid in a pipe [11]:  

∆𝑝pipe = 𝑝in − 𝑝out  , 

𝑝out = 𝑝in�1 − 𝜆
𝐿
𝑑

 
𝜌in

2
 𝑤�in

2  
2
𝑝in

 
𝑇in + 𝑇out

2 𝑇in
 . 

(8) 

For a given flow condition at the pipe outlet, 
it is not possible to determine directly the flow 
condition at the inlet. 

The solution is an iterative process, where 
the condition at the inlet is varied until the re-
quired outlet condition is reached. For the here 
presented methodology this means that the 
compressor outlet condition has to be varied 
during the iteration. The main influence parame-
ter is the pressure ratio 𝑝2/𝑝1 of the compressor, 
whereby the total pressure at the outlet can be 
changed. The diameter of the ducting influences 
the flow speed (and the pipe losses). 

The procedure includes the following steps: 
definition of the ducting geometry, definition of 

the compressor pressure ratio, calculation of the 
losses in the ducting, comparison between the 
actual and the required outlet condition. If the 
difference is too large, the procedure is repeated 
using adapted parameters. 

Depending on the accuracy of the duct rout-
ing definition, several components like bends, 
diffuser, junctions and valves can be considered. 
The pressure losses of these components can be 
estimated using empirical data which is availa-
ble for example in [12] and [13]. If a detailed 
routing is not possible, due to very early design 
phases, mark-up factors can be applied to esti-
mate such components.  

Special attention has to be given to combin-
ing junctions of a collective duct, see Fig. 10. 
The outlet of a junction is influenced by both 
flow conditions of the inlet ducts. A required 
outlet condition can therefore be reached with 
various combinations of inlet conditions. 

 
Fig. 10 Several compressors feeding into a collective 

duct via combining junctions 

With the requirement that the flow conditions 
at both inlet ducts of a junction should be equal, 
the mixing losses become small and the calcula-
tions are simplified. An inside-out procedure 
can be conducted, beginning with the compres-
sor nearest to the system outlet. The subsequent 
compressor has to be designed such that the al-
ready given flow condition at the junction inlet 
is fulfilled. 

It has to be noted, that the effort to estimate 
pressure losses for complex ducting is very 
high. If possible, the ducting should be kept 
simple and mark-up factors should be applied in 
preliminary aircraft design. For complex duct-
ing an internal flow simulation software should 
be prioritised. 

2.4 Compressor Selection and Parameters 
The required flow conditions at the inlet and 

outlet of the compressors are now known, so the 
compressor design process can begin. The suc-
tion system application requires a high constant 
flow with moderate pressure ratios. Size, mass 
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and power consumption of the compressors 
should be minimised. The dynamic compressors 
are suitable for this application; especially the 
radial, diagonal (or mixed flow) and axial com-
pressors, due to their high efficiencies. 

The objective is to find a high efficient com-
pressor. The parameters of such compressor de-
pend on the requirements for volumetric flow �̇�, 
pressure ratio 𝑝2/𝑝1, rotational speed 𝑛 and 
blade diameter 𝑑. The preliminary design is 
conducted using the CORDIER diagram [14], 
which is based on the dimensionless parameters 
specific speed 𝜎 and specific diameter 𝛿: 

𝜎 = 𝑛 ⋅
��̇�

(2 𝑌)
3
4
⋅ 2√𝜋  , (9) 

𝛿 = 𝑑 ⋅ �
2 𝑌
�̇�2

�
1
4
⋅
√𝜋
2

  , (10) 

where 𝑌 is the specific energy transfer [15]. 
Assuming an isentropic compression, 𝑌 can 

be computed with [15]: 

𝑌is = ∆ℎis +
𝑤2
2 − 𝑤12

2
  , (11) 

∆ℎis =
𝜅

𝜅 − 1
 𝑅 𝑇1 ��

 𝑝2
 𝑝1
�
𝜅−1
𝜅
− 1�  . (12) 

CORDIER calculated for a high number of 
very efficient turbomachines their 𝜎 and 𝛿 val-
ues and the efficiency curves and displayed 
them in a (𝜎, 𝛿)-diagram. Fig. 11 shows the 
original diagram from [14], the so called COR-
DIER diagram. It can be seen, that the points are 
located in a narrow band around the CORDIER 
line. The diagram can be used for the compres-
sor design: when either 𝜎 or 𝛿 is fixed, the other 
value can be determined, such that compressor 
efficiency is maximised. 

Different impeller types (radial, diagonal, ax-
ial) are optimal for specific ranges of 𝜎. Accord-
ing to [15] these ranges are: 

• Radial: 𝜎 = 0.06 … 0.32 , 
• Diagonal: 𝜎 = 0.25 … 1.0 , 
• Axial: > 0.8 . 
The efficiency is of course not only influ-

enced by the specific speed and diameter, but by 

a number of other variables. Therefore, the effi-
ciencies in the diagram present rather upper lim-
its that are possible when choosing the optimal 
𝜎 and 𝛿 values. 

 
Fig. 11 CORDIER diagram for turbomachines [14] 

The shaft power Pcmp
 is calculated by [15]: 

𝑃cmp =
�̇� ⋅ 𝑌
𝜂cmp

  . (13) 

2.5 Drive System Parameters 
For this project an electric motor, driven by a 

frequency converter to control the speed, is 
used. A detailed design is not necessary for the-
se components, since there is reliable data avail-
able to estimate their efficiencies. 

The efficiency of an induction motor is esti-
mated using the standard IEC 60034-30 [16], 
which defines different efficiency classes, see 
Fig. 12. Efficiencies are defined on the rated 
output power. In the European Community the 
IE2 class shall be applied to all motors sold or 
traded since June 2011. The IE3 class will be 
mandatory from 2015 on [17]. 
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Fig. 12 IEC 60034-30 efficiency classes of 4-pole, 

3-phase cage-induction motors [16] 

Eq. (13) provides the required power of the 
compressor in nominal operation mode. With 
this value, a minimal efficiency 𝜂mot of an IE2 
or IE3 induction motor can be determined with 
Fig. 12. 

Based on different manufacturer data, the ef-
ficiency 𝜂cnv of frequency converters is in gen-
eral 95% or higher. The electric power con-
sumption for the nominal operation can then be 
estimated by the following formula: 

𝑃el =
𝑃cmp

𝜂mot ⋅ 𝜂cnv
  . (14) 

2.6 System Mass Estimation 
The focus of the preceding sections was on 

the determination of the system power con-
sumption. Another important parameter for the 
aircraft design is the system mass, which has to 
be determined for competing architectures. A 
direct physical calculation based on volume and 
density is only in rare cases possible. For the 
other cases two methods can be applied: 1) a re-
gression analysis based on existing mass data or 
2) a physical-technical model from KOEPPEN 
[18]. The former has the disadvantage that the 
model is only valid for similar components, 
which decreases the validity range. The latter 
can be very accurate, but could require very de-
tailed and complex physical formulas. 

The methodology from KOEPPEN [18] con-
sists of three steps, see Fig. 13. The first step is 
the identification of the parameters importances 
with respect to the mass of the component or 

subsystem. Only those with a large influence on 
the mass will be used. The second step is the 
forming of physical or technical motivated func-
tionals for the mass computation. The last step 
is the adaption of this functionals to existing da-
ta of built aircraft by scaling factors. 

 
Fig. 13 Physical-technical mass estimation method-

logy from KOEPPEN [18] 

For the estimation of the ducting and wiring 
network mass the methodology from KOEPPEN 
is used. Compressor, induction motor and fre-
quency converter masses are estimated with lin-
ear regression models. 

For the determination of the ducting mass, it 
is necessary to decide on the material and wall 
thickness. Lengths and diameters are given from 
the architecture sizing methodology. The mass 
of a single duct is calculated by: 

𝑚d = 𝐴d ⋅  𝑙d ⋅ 𝜌d
 

=
𝜋
4

(𝑑o
2 − 𝑑i

2) ⋅ 𝑙d ⋅ 𝜌d  . 
(15) 

This mass reflects the pure duct mass. To ac-
count for brackets, couplings etc. an adaption 
factor is applied. 

The mass of a single wire can be obtained in 
a similar way by: 

𝑚w = 𝐴w ⋅  𝑙w ⋅ 𝜌w  . (16) 

The cross section has to be sized according to 
its load, voltage and other parameters. Accord-
ing to [19] the cross section of the wire is opti-
mal, if: 
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𝐴w =  
𝜌w,el ⋅ 𝑃
𝑃w,sp ⋅ 𝑈2  . (17) 

Again, an adaption factor that reflects the dif-
ference to built aircraft is applied. 

Masses of the electric motors and inverters 
are estimated using linear regression models: 

𝑚mot =  𝑀 ⋅ 𝑃mot,nominal + 𝑏  , (18) 

𝑚cnv =  𝑐 ⋅ 𝑃cnv,nominal  . (19) 

The regression coefficients 𝑀, 𝑏 and 𝑐 were 
derived from internal project data in the context 
of electrical aircraft system investigations. 

The estimation of the compressor mass is a 
very difficult task, because it is influenced not 
only by the compressor type (axial, diagonal or 
radial), but also significantly by several parame-
ters such as the blade diameter, the rotational 
speed or the number of stages. A model that 
takes these parameters into account is not avail-
able at the moment. 

The data of known compressors, built or 
computed for HLFC projects, showed that a re-
lation of the compressor mass to the casing vol-
ume 𝑉 and the (design point) mass flow �̇� can 
be used for a linear regression model: 

𝑚cmp =  𝑑 ⋅ 𝑉casing + 𝑒 ⋅ �̇� + 𝑓  , (20) 

where 𝑑, 𝑒 and 𝑓 denote the regression coeffi-
cients. Because only few supporting points are 
available, this model contains some uncertainty, 
especially because the compressor speed range 
of the here investigated compressors is much 
larger than for the given compressors. Neverthe-
less, the model allows showing mass tendencies 
for the compressors. 

3 Reference Aircraft and Requirements  
The investigated aircraft in Fig. 14 is a large 

long-haul twin-jet with 80 m span and 85 m 
length and has a design range of 8150 nm. 

 
Fig. 14 HLFC research baseline aircraft (turbulent 

reference) [20] 

It is designed as a conventional (turbulent) 
aircraft and serves as the reference aircraft. For 
the investigation of the HLFC technology, vari-
ous characteristics are changed, such as the 
wing, tailplanes, (suction) systems and also sin-
gle top level aircraft requirements (TLAR). 

In a first step, the HLFC technology is inves-
tigated for a flight condition with cruise speed 
of Ma = 0.8 at 35000 ft altitude. 

 
Fig. 15 Aerodynamic inputs for 2D section cut at 

𝜼 = 0.375 [22] 

The aerodynamic inputs are given for 2D 
profiles as shown in Fig. 15. This data is con-
verted to mass flow profiles and plenum cham-
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ber pressures and interpolated over the wing 
planform. 

Detailed data is only available for the wings. 
For the tailplanes the data is estimated using in-
formation from the former HLFC project ALT-
TA [21]: mass flow per m2 suction area and ple-
num chamber pressures. For the definition of 
the available space, scaled profiles from actual 
aircraft are used. 

4 System Architecture Studies 
The objective of this work is the investiga-

tion of different suction system topologies, basi-
cally in terms of number compressors. The set 
of aerodynamic requirements and the aircraft 
configuration stay fixed. 

4.1 Requirements 
In the investigated configuration in Fig. 16, 

suction is applied to the wings (upper side only) 
and the tailplanes (both sides). The air is blown 
out through outflow valves, whose positions are 
shown in Fig. 16. The frequency converters are 
located in the E/E bay (electrical and electronics 
bay) near the landing gear bay. This configura-
tion is fixed for this work, but of course differ-
ent configurations are possible. 

 
Fig. 16 Suction areas and position of outflow valves 

and E/E bay 

As wing high lift device a Krüger flap with 
additional shielding functionality is assumed. 
The flap and its kinematics reduce the available 
space in the leading edge box. A space alloca-
tion model based on Fig. 17 is used, where the 

upper part of the leading edge box, up to the 
front spar, is available for the system and ple-
num chamber. Actuators and kinematics are lo-
cated at dedicated spanwise stations. So the 
minimum available space for long spanwise ex-
tended elements (such as ducts) is reduced by 
their occupied space included their travel paths, 
whereas short elements can use the full space, 
when they are displaced in spanwise direction.  

 
Fig. 17 High positioned Krüger flap for HLFC lead-

ing edge [23] 

This space allocation model was geometri-
cally simplified and scaled to the used airfoils. 

The tailplanes do not employ high lift sys-
tems, so it is assumed that the whole leading 
edge box is available for system installations. 

4.2 Topology Study 
For the wings the following configurations 

are investigated: 1, 2, 4, 6 and 8 compressors. 
For the tailplanes 1, 3 and 6 compressors are 
analysed, see Fig. 18. Previous computations 
showed that a connection between wing and 
tailplane suction system is not reasonable due to 
very high mass of the connection ducts. There-
fore, both systems are investigated as separated 
systems and can be combined arbitrarily. 

In this study each compressor is connected 
via a separate duct to the nearest outflow valve. 
In terms of mass, collective ducts for several 
compressors are advantageous, but failures 
could lead to the disconnection of several com-
pressors. Future studies should determine the 
required reliability of the suction system and 
conduct an architecture study taking reliability 
analysis into account. 

 

1468



T. Pe, F. Thielecke 

 

 
Fig. 18 Investigated number of compressors on wings 

and tailplanes 

The compressors are designed such that at 
the system outlet a flow speed slightly above 
Ma = 0.2 and a static pressure equal to the am-
bient pressure is reached. 

The main output of this study is the power 
consumption and mass breakdown for different 
topologies, see Fig. 19 to Fig. 22. 

 
Fig. 19 Overall electrical power of the wing suction 

system architectures 

The power consumptions for the wing archi-
tectures in Fig. 19 show a considerable higher 
power for the 1-compressor configuration. The 
reason is that the blade diameter had to be de-
creased so that the compressor fits into the 
available space. This caused a decrease of the 
efficiency (according to the CORDIER diagram in 
Fig. 11). The dashed line represents a compres-

sor design, if no space limitation is given. In this 
case all compressor efficiencies are nearly equal 
and the higher power consumption of the archi-
tectures with a higher number of compressors is 
the result of higher pressure losses in the longer 
ducts. 

The mass breakdown is shown in Fig. 20. 
Again, the dashed lines represent the compres-
sor design without space limitations. Motors, 
frequency converters and wiring is summarised 
as “electrical equipment” and is basically depen-
dent on the power consumption. 

 
Fig. 20 Mass breakdown of the wing suction system 

architectures relative to Operating Weight 
Empty (OWE) 

The ducting network contributes with a con-
siderable part to the overall mass, especially for 
architectures with a higher number of compres-
sors. Of course, this is influenced by the con-
straint that in this study each compressor has a 
separate duct to the outflow valve. A collective 
duct would decrease the slope of the ducting 
mass curve. Since the duct lengths to the out-
board compressors are long, even with collec-
tive ducts, the ducting mass would stay quite 
high. 

As mentioned in Sec. 2.6, the compressor 
mass calculation contains uncertainties. Because 
the compressor mass is small compared to the 
ducting and electrical equipment, the influence 
on the overall mass is small.  

Power consumption and mass breakdown of 
the tailplane architectures are shown in Fig. 21 
and Fig. 22. Here, all compressors fit into the 
assumed space allocations. The increase in 
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power and mass is caused mainly by the in-
crease in overall duct lengths. 

 
Fig. 21 Overall electrical power of the tailplane suc-

tion system architectures 

 
Fig. 22 Mass breakdown of the tailplane suction sys-

tem architectures relative to Operating 
Weight Empty (OWE) 

Using the CORDIER diagram for compressor 
design yields high efficiencies, which are in this 
work nearly equal, except for the 1-compressor 
wing architecture. The specific speed 𝜎 was 
chosen to be around 0.5, resulting in an effi-
ciency of around 0.8. For 𝜎 = 0.5 a diagonal 
compressor is optimal. Recalling the definition 
of the specific speed [15] 

𝜎 = 𝑛 ⋅
��̇�

(2 𝑌)
3
4
⋅ 2√𝜋  , (21) 

one recognises that a decreasing volumetric 
flow rate (higher partition of the suction areas) 
results in an increasing speed to keep 𝜎 at the 
same value. This effect appears in this topology 
study results: the maximal rotational speed of 
the compressors increases with increasing num-
ber of compressors, see Fig. 23. 

Such high rotational speeds are not unusual 
for compressors (e.g. compressors in aircraft 
environmental control systems), but could be 
difficult for electric motors and frequency con-

verters. Further investigations should include an 
analysis of reasonable speeds for the electric 
drive system. 

 
Fig. 23 Maximal compressor rotational speeds of sys-

tem architecture 

5 Conclusion and Outlook 
The results of this study in terms of mass and 

power consumption suggest using an architec-
ture with few compressors. One reason is that 
fewer and shorter ducts can be used, which have 
a considerable contribution to the overall mass. 
Furthermore, slower rotational speeds (with 
high compressor efficiencies) are possible, 
which eases the drive system design and con-
trol. For the wings architecture the asymmetric 
1-compressor configuration is not recommended 
due to the necessary cross duct. 

For the wings a 2-compressor configuration 
and for the tailplanes a 1-compressor configura-
tion is recommended (for an integrated HLFC 
aircraft). It should be noted that no safety and 
reliability issues have been included into this as-
sessment. In terms of reliability it is favourable 
to have a higher partition into subsystems. The 
probability that several (independent) subsys-
tems fail is lower than the probability that a sin-
gle (similar) system fails. This characteristic 
could be used to guarantee that a certain per-
centage of the suction system is functional. 

A major problem for the suction system is 
the available space. This applies especially for 
the wing LE box, where the suction system has 
to share the space with high lift devices, anti- or 
de-icing systems and other systems. The here 
used space assumptions are rather optimistic. 
For a more accurate assessment of the integra-
tion into the LE box, a feasible high lift and an-
ti-/de-icing concept have to be available. If pos-
sible, the compressors should be moved into the 
belly fairing or to a part of the LE box near the 
wing root, where no high lift system is located.  
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Because the tailplanes do not use high lift 
devices, the available space is larger, but a 1-
compressor configuration would lead to prob-
lems anyway. It is recommended to locate the 
suction system in the tailcone, where more 
space is available. 

The here presented sizing methodology and 
architecture studies are intended to be used in 
preliminary aircraft design. Besides the system 
data, of course detailed aerodynamic infor-
mation regarding the airfoil geometries and drag 
reductions, as well as structural information are 
necessary. 

From a systems point of view the next im-
portant step is the linking of this architecture 
studies with reliability analysis. The reliability 
of the system (and also of the structure and sur-
faces) is of great importance. If laminarity is 
lost, the aircraft operates with considerable 
higher drag and carries the additional mass of 
the suction system. This could lead to a flight 
diversion, if the destination airport cannot be 
reached anymore. To encounter this, additional 
reserve fuel could be carried with, but this extra 
mass decreases the aircraft’s efficiency. The 
other possibility is to design suction systems 
and structures such that (a certain percentage) of 
laminarity can be guaranteed with high proba-
bility. For the system this could be realised by 
redundancies, but causing extra mass. It is nec-
essary to find an optimal configuration taking 
these considerations into account and assess the 
technology on mission level with respect to mis-
sion fuel consumption. 
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Abstract  

EADS-CASA, now Airbus Military, Static Loads 

Dept. has been working on the definition of a 

new methodology for fast loads calculation 

based on optimization techniques. This project 

is, oriented to time and cost reduction in the 

field of load calculation. 

  

The main target of this new methodology, 

christened Aircraft Response Confinement 

(ARC), lays in the de-coupling of Flight Control 

Laws design from Loads Analysis, something 

that has become necessary due to the evolution 

of Flight Control Systems incorporating more 

complex features and not being available at the 

time Design Loads are required, as well as in 

the enormous advantage in terms of time cost 

and computational effort implied in the 

avoidance of flight simulations for loads 

analysis. 

The present paper develops an application 

exercise of this methodology to a medium range 

UAV (Unmanned Aerial Vehicle) currently 

under design, comparing the results against 

those obtained via classic simulation.  

 

1 Introduction 

Current A/C Load Calculation is based on 

maneuver simulation, i.e. the calculation of the 

A/C response to control surface deflection (in 

terms of flight parameters) and of the loads 

appearing at each A/C section for the previously 

obtained flight parameter evolution. 

 

This usually means performing a huge number 

of simulations to guarantee structural integrity 

at all flight conditions required by the 

international regulations (CS, FAR, JAR...) 

and/or the Structural Design Criteria (SDC). 

The simulation being rather time costly by 

itself, it also implies the availability of a flight 

simulator of the aircraft by the time Load 

Analysis begins, something that is not usual, 

especially in modern fly-by-wire or fly-by-light 

A/Cs with complex guidance laws, which 

development generally spans all through the 

design phase and is performed in parallel to 

Load Analysis by the Flight Mechanics 

Department. 

 

Adding the fact that the standard procedure for 

Static Loads Calculation within a full A/C 

project requires of several load calculation loops 

(Preliminary Design, Design, Check-Stress, 

Maneuver Loads Calculation via Optimization Techniques 
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Certification, etc.), a methodology that 

significantly reduces the load calculation time 

and simultaneously frees the Loads Department 

from its dependency of the Flight Mechanics 

Department would be of great value. 

 

The present paper demonstrates the validity of 

the optimization based load calculation 

procedure by comparing the results achieved by 

this methodology with those obtained via classic 

simulation based methods. It has been 

conceived as a follow up of the work presented 

at CEAS 2009 by J.M. Roman “A New 

Approach to the Aircraft Manoeuvre Loads 

Problem” [1], where the optimization based 

approach to the aircraft maneuver loads problem 

is described theoretically for a standard A/C 

equipped with an advanced flight control system 

(FCS). 

 

2 Loads Model 

The methodology described in this paper is built 

around the A/C’s Loads Model [4]. The Loads 

Model is the foundation of any loads calculation 

procedure, whether via classic simulation 

approach, via optimization or any other. It is a 

dataset relating loads at different aircraft 

stations, called Monitor Stations (MS), with the 

variable (aircraft parameters) set used to 

describe the A/C’s state (attitude, configuration, 

speed, acceleration, etc.), whether in flight or on 

the ground. 

 

The Loads Model is structured at EADS-CASA 

in three main parts: 

 Aerodynamic Loads Model 

 Inertial Loads Model 

 Miscellaneous Loads Model 

 

The Aerodynamic Loads Model relates Loads at 

MS with a set of aerodynamic variables, such as 

Mach, Dynamic Pressure, angle of attack (α), 

side-slip (β), control surface deflection (δ’s) 

etc... It is constructed with the aerodynamic 

unitary effects for each variable provided by the 

Aerodynamic Dept., which are obtained 

generally through fluid dynamic computations 

and corrected with Wind Tunnel Test data.  

 

The Inertial Loads Model relates Loads at MS 

with the inertial variables, usually 12, including 

load factors (Nx, Ny, Nz), angular accelerations 

( p , q , r ), and the cross products of the A/C’s 

angular rates ( 2p , 2q , 2r , pq ...) for each 

considered mass state of the A/C. 

 

 

The Miscellaneous Loads Model is created to 

consider any other load affecting the A/C, such 

as thrust, propeller 1P loads or loads introduced 

by the landing gear. For the present exercise 

only thrust and 1P effects have been considered. 

 

Thus a generic formulation of the Loads Model 

is: 

 

  iL f V   (1) 

 

Where Li represents forces and moments at each 

MS and V  includes aerodynamic, inertial and 

miscellaneous variables. 

 

The Loads Model is formulated as linear as 

possible, but it is non-linear at least for the 

quadratic angular rates terms in the inertial 

model. Some aerodynamic effects are treated as 

linear in the model, but corrected with 

efficiencies to take into consideration possible 

non-linearities (section wise linear). 

 

3 Classic approach to Maneuver Load 

Calculation  

The classic approach to Maneuver Load 

Calculation is generally based on maneuver 

simulation to obtain the variation of the A/C 

parameters V  in the time domain. This allows 

calculating via Loads Model the evolution of 

loads at all MS. This procedure must be 

repeated to cover all maneuvers required by the 

certification standards (FAR, CS, DEFSTAN, 

STANAG etc.) [5], [6], [7], [8] or the high level 

Design Criteria. (An exception to this standard 

procedure are those A/C designed by trimming 

the A/C at the borders/corner points of the flight 
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envelopes defined in the SDC, under the 

assumption that those are the worst possible 

conditions. Still an usually complex trimming 

software is required). Some typical maneuvers, 

classified in longitudinal or lateral are: 

Longitudinal: 

 Pull-Up and/or Push-Down, balanced 

quasi-steady conditions. 

 Coordinated Turn, balanced steady 

condition. 

 Pitch maneuvers, including Pull-

Up/Push-Down from 1g, pitch 

recoveries from max./min. Nz etc.  

Lateral 

 Yaw maneuvers, including sudden 

rudder action, overswing to maximum 

side-slip, steady side-slip conditions and 

centering of yaw control. 

 Roll maneuvers considering limiting 

combinations between Nz and roll 

rate/acceleration 

 

These maneuvers have to be repeated for each 

considered mass state across the flight envelope 

to ensure compliance with the requirements. 

 

The loads obtained are afterwards post 

processed in accordance with a selection criteria 

defined by the Stress Dept. to determine the 

critical load cases for each MS, usually in form 

of maximum and minimum of each load 

function (1D envelopes, i.e. Fx, Fy, Fz, Mx, My 

and Mz at each MS) and of convex envelopes 

(2D envelopes), i.e. critical combination of two 

functions, like Fy vs. Fz at a specific station. 

 

The described 1D and 2D envelopes are the 

basis for design and structural sizing of the 

aircraft. 

  

This overall process is subject to the availability 

of an adequate flight simulator, which is to 

allow a simulation as similar as possible to real 

flight. As already mentioned, the flight control 

laws are developed by the Flight Mechanics 

Dept. all across the A/C’s design phases. 

Unfortunately many times this implies that these 

control laws are not available in a representative 

state until the latter phases of the overall 

process.  

 

This means that load calculation has to begin 

with generic, provisional, little representative 

versions of the flight simulator, which usually 

renders less accurate loads and can lead to 

erroneous dimensioning. This has to be 

corrected on later stages, representing a 

considerable amount of effort for all 

departments involved (Loads, Flight Mechanics, 

Stress etc..).  This is especially dramatic for 

A/Cs with natural instabilities along the flight 

envelope, which cannot be controlled without a 

system with the proper stabilization functions 

and control schedules. 

 

Here is where the new methodology sets in, 

offering a fast, non-expensive and simple way 

to estimate loads at all monitor stations without 

the need of a flight simulator or complex 

trimming software.  

 

4 Structural Design Criteria 

The main requisite for the proposed 

methodology is the clear definition of the design 

criteria, i.e. a clear definition of the borders of 

the flight and/or maneuver envelopes in terms of 

flight parameters that the A/C will have to 

endure and sustain without damage.  

 

This means defining the intended operational 

envelope before starting the design process in 

terms of parameter response boundaries. It 

represents an agreement between Loads and 

Flight Mechanics teams, where the former will 

analyze the boundaries of the defined envelopes 

for structural design and the latter will ensure 

that the final flight control laws do not let the 

A/C leave these areas, in terms of parameters, as 

depicted in Fig.1. This is why the new 

methodology has been named “Aircraft 

Response Confinement” (ARC). The definition 

of such a detailed Structural Design Criteria is a 

task that requires important amounts of 

engineering expertise and a very clear idea of 
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what the final product is expected to do in terms 

of maneuver performance. 

 

 
Fig.1 ARC concept 

 

For the present exercise an aircraft, an 

Unmanned Aerial Vehicle (UAV) currently 

under development, with a relatively simple 

Loads Model and Flight Control System has 

been chosen. Official design is being performed 

applying the classic, simulation based method, 

which means that there is already sufficient data 

and knowledge on the A/C’s operation to 

contrast the results obtained via the proposed 

optimization methodology. It also means that 

the SDC had to be defined purposefully for this 

exercise, as none was available. This was not a 

simple task, and most envelopes are based on 

the applying regulations, on the future mission 

of the aircraft and on previous experience with 

some more complex A/Cs where a SDC was 

developed. 

 

The following graphs show the final applied 

SDC. The first one depicts the maneuver 

envelope, a single flight point (marked in Fig.2) 

having been chosen to develop the optimization 

exercise, as for the initial stage of the study it 

was decided to consider speed and altitude as 

known parameters instead of variables. The 

chosen flight point is Vc=60m/s EAS 

(Equivalent Air Speed) and hc=20000ft, where 

Vc and hc are cruise speed and altitude. Also a 

single mass configuration was chosen, in this 

case the ZFW (Zero Fuel Weight) of the 

baseline configuration. 
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Fig.2 Maneuver Envelope 

 

Figure 3 shows the limitations for combinations 

of vertical load factor and the lateral parameters, 

i.e. roll and yaw rate and acceleration. As can be 

seen, the A/C is expected to sustain maximum 

Nz up to 50% of roll and yaw rates/acceleration. 
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Fig.3 Nz vs Max. Lateral Maneuver Response 

Parameters 

 

Figure 4 depicts the restrictions imposed on 

lateral load factor and yaw acceleration. 
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Fig.4 Ny vs Yaw Acceleration 
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Figure 5 shows the last restriction imposed on 

angular rates and accelerations, specifying that 

at a 100% of any of them, a maximum of a 33% 

of the other can be reached. This restriction 

deserves a special mention in the chapter 

addressing the optimization constraints, as it is 

none-linear. 
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Fig.5 Angular Rates vs Accelerations 

 

Apart from these high level restrictions each 

variable is assigned a maximum and a minimum 

value, as described in the next section. 

 

5 Loads Calculation via Optimization 

The new load calculation methodology is based 

on the Loads Model, as it is the model that 

describes the loads at each MS as a function of 

the flight parameters. Thus each function of the 

Loads Model is taken sequentially as target of 

an optimization process, to determine the 

variable vectors that render its maximum and 

minimum value. The word sequentially has been 

highlighted to emphasize the fact that in this 

initial exercise each function’s maximum and 

minimum has been searched independently, and 

not in a multi-objective way, something that 

would be of great interest when trying to define 

2D load envelopes (combination of two loads). 

Multi-objective optimization has inherent 

complexities that have not been addressed in 

this study yet, although at the end of this paper 

some methodologies are proposed to obtain 2D 

load envelopes based only on single objective 

optimization. 

 

The Loads Model of the UAV considered for 

the present exercise accounts for 15 independent 

variables, given that for simplicity some 

variables were taken as constant parameters. 

These parameters are listed below: 

 hc=20000ft 

 Vc=60m/s EAS 

 Mass State 

 Thrust & Torque 

Thrust and Torque require special 

considerations. Both are defined for this UAV 

in a Thrust and Torque Map, which is function 

of speed and altitude, as well as operation 

condition, which can be either maximum thrust 

or braking. Speed and altitude being parameters, 

the optimization procedure is performed for 

both conditions each time, and the worst 

resulting load (maxima & minima) for each 

section taken. 

 

Table 1 depicts the independent optimization 

variables, its description and also its maximum 

and minimum value. 

 

Variable Description Max. Min. Units

AOA Angle of Attack 30 -30 deg

QND Pitch Rate* 60 -60 deg/s

SDP Side-Slip 25 -25 deg

PND Roll Rate* 60 -60 deg/s

RND Yaw Rate* 30 -30 deg/s

NX Long. Load factor 0.7 -0.2 -

NZ Vert. Load Factor 3.8 -1.2 -

NY Lat. Load Factor 0.6 -0.6 -

PD Roll Accel. 140 -140 deg/s²

RD Yaw Accel. 130 -130 deg/s²

QD Pitch Accel. 230 -230 deg/s²

DR1_ef Left Rudder 17.25 -17.25 deg

DR2_ef Right Rudder 17.25 -17.25 deg

DA1_ef Left Aileron 9.4 -20 deg

DA2_ef Right Aileron 9.4 -20 deg

* Angular Rates are non-dimensioned in the Loads Model

with Mean Aerodynamic Chord and True Speed
 

Table 1 Loads Model Variables 

 

These variables are either applied directly or 

combined to form other ones, such as symmetric 

and antisymmetric rudder deflection, which are 

the ones actually used for the Aerodynamic 

Model. Regarding the variable set someone 

might miss elevator deflection, but the UAV 

taken for this exercise has a V-shaped tail, 
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which means that rudder and elevator are a same 

surface that couples both effects. 

 

The optimization target function Li, where Li 

can be any of the Loads Model functions, is in 

all cases non-linear, as the Inertial Model is 

quadratic with respect to angular rates. The 

Aerodynamic Model has a certain level of non-

linearity, as some variables (e.g. asymmetric 

rudder deflection or tail side-slip) are corrected 

with different effectiveness values depending on 

the angle of attack.    

 

The optimization is performed attending to all 

restrictions mentioned in section 4 and to the 

variable limits in table 1. These last ones are 

included as upper and lower boundaries for the 

variables: 

 

 
B BL V U    (2) 

 

The constraints in Fig.3 & Fig.4 are introduced 

as linear inequalities, i.e.: 

 

 A V b    (3) 

  

The ones in Fig.5 are introduced as non-linear 

inequalities. 

   

   0c V    (4) 

 

But the most important constraints of all are 

those that ensure that the aircraft is trimmed in 

its movement as a rigid body in all conditions. 

The first six functions in the Loads Model 

describe forces and moments in the centre of 

gravity of the aircraft and these must be zero to 

fulfil this vital condition. 

 

   0iL V     
 i =1 to 6

  (5) 

  

If the problem weren’t complex enough, one 

final consideration has to be done on the 

calculation of the 1P loads. 1P loads are those 

loads deriving from the aircraft’s propeller in its 

own rotation plane, i.e. Fy, Fz, My and Mz, as 

can be seen in Fig.6. 

  

  
Fig.6 1P Loads 

 

For the classic simulation based method the 1P 

loads were formulated in accordance with 

ESDU-89047 [2], which means that the 

derivatives of forces and moments with respect 

to the local inflow angle Φ were interpolated as 

a function of Thrust Coefficient (CTH) and 

Advance Ratio (J), which are function of thrust 

and speed. The same formulation was used for 

the optimization problem, but with a 

simplification in the decomposition of the angle 

of attack and side-slip of the propeller. This was 

necessary due to convergence problems that 

appeared when using the original 

decomposition. Still the 1P loads depend in the 

end on the angle of attack, side-slip, and all 

three angular rates. The error introduced is 

small, but still sufficient to explain small 

deviations in the final results, as will be 

explained later on. 

 

The optimization code was also prepared to 

simultaneously render all correlated loads Li for 

each different variable vector V.  

 

The whole exercise was developed in a 

commercial optimization software suite with the 

capability of solving non-linear problems 

subject to linear and non-linear constraints. 

More information on this software can be found 

in [3].  
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Though the optimization code has not yet been 

optimized for fast computation, the overall 

optimization process of all functions and the 

simultaneous calculation of the correlated loads 

took just a few minutes. This gives an idea of 

the potential benefit in terms of computational 

effort this methodology may offer. 

 

6 Results 

The evaluation of the results for all load 

functions of this model is an exhausting 

exercise, because even though this is a rather 

simple model there are 204 of them. Therefore 

this chapter will focus on a representative 

subset, composed of the foremost fuselage 

monitor station (FUS_C01), the wing root 

section (WR_0300), and the V-tail stabilizer 

(EL_ESB0), depicted in Fig.7 (for visual 

reasons ER_ESB0 has been graphed, it is the 

symmetric right hand station to EL_ESB0). This 

figure also shows the local reference systems in 

which loads are calculates. Maximum positive 

force is along the axis, while maximum negative 

(minimum) one is in negative axis direction.  

 

 
Fig.7 Monitor Stations and Axes 

 

In the following table 2 a summary of the results 

obtained for these stations is given and 

compared to the results achieved via flight 

simulation.  

 

Function Max Min Max Min Max Min

FUS_C01_FY 0.683 -0.709 0.795 -0.658 16.4 -7.2

FUS_C01_FZ 0.955 -3.323 1.017 -3.448 6.5 3.7

FUS_C01_MX 0.259 -0.182 0.252 -0.189 -2.6 4.0

FUS_C01_MY 0.520 -1.225 0.736 -1.607 41.4 31.1

FUS_C01_MZ 0.442 -0.442 0.550 -0.650 24.6 47.1

WR_0300_FZ 6.456 -1.738 6.566 -1.861 1.7 7.1

WR_0300_MX 10.623 -3.049 11.280 -4.287 6.2 40.6

WR_0300_MY 1.105 -1.353 1.234 -1.475 11.7 9.0

EL_ESB0_FZ 0.731 -1.384 1.031 -1.891 41.0 36.6

EL_ESB0_MX 0.711 -0.962 0.780 -1.200 9.8 24.8

EL_ESB0_MY 0.157 -0.263 0.208 -0.289 32.0 10.0

Results in kN and kNm

Simulation Optimization Difference (%)

 
Table 2 Results & Comparison 

 

As can be seen optimization results are in 

general conservative, something that was 

expected and intended, but not overly so. It all 

depends on the quality of SDC. In this case a 

rather simple set of restrictions was imposed, 

but a more extensive one would probably have 

narrowed the margins. Notice that the two 

greatest loads, wing shear force and bending 

moment are rather well approximated. 

 

Worrisome are those cases where the 

methodology was not conservative, like 

minimum fuselage Fy and maximum Mx, even 

if it is a very small percental difference. These 

two stations presented the greatest under-

estimations of the whole study, and considering 

that they are directly affected by the 1P-loads 

and the thrust and torque modeling, this level of 

error is considered acceptable. 

 

Thus it may be concluded that this methodology 

is capable of offering in a short time a 

conservative but rather realistic approximation 

of the loads. 

   

Now the question arises if some information can 

be gained in terms of convex envelopes of two 

forces or moments, and not only maximum and 

minimum of each. With the information 

currently available, a coarse approximation to 

this 2D problem would be plotting the original, 

(simulation based) envelopes against the 

rectangle shaped by the maximum and 

minimum of each load. 
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The following graphs, Fig.8 to Fig.10, show 

several examples. 
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Fig.8 Fuselage FY-FZ. Original envelope vs. 

MAX/MIN 
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Fig.9 Wing Root MY-FZ. Original envelope vs. 

MAX/MIN 
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Fig.10 Stabilizer MX-MY. Original envelope vs. 

MAX/MIN 

 

It is evident that such a coarse approximation to 

the 2D envelope is of little use. But this doesn’t 

mean that nothing better can be achieved with 

the single objective optimization. Two different 

methods are proposed to obtain more accurate 

convex envelopes with the same optimizer. 

 

The first method is of pure geometrical nature. 

Given two loads (L1 and L2), each with its 

maximum, minimum and correlated loads, one 

can define four points of the plane, which means 

having at least eight conditions, four related to 

position of the points and four related either to 

horizontal or vertical tangency. Eight conditions 

are too many to determine a conic section. Thus 

the problem has to be split in four sub-problems, 

one per arch section between two of these 

points. Then there are four conditions for each 

elliptical section, i.e. two points to pass through 

and two tangency conditions. The fifth 

condition necessary to define a single ellipsis is 

chosen to be the selection of the ellipsis, which 

principal axes also pass through the two 

available points. 

Fig.11 tries to give a graphic explanation of the 

method. 

  

F2

F1

F2

F1

 
Fig.11 Graphic explanation of Method 1 

 

Another approach to the convex envelope 

problem using single objective optimizers is the 

definition of a target function for the 

optimization problem that is a balanced 

combination of both loads, L1 and L2. 

 

The combination is done through the 

components of a rotating vector, i.e. the maxima 

are projected on this vector, while the equation 

is balanced between both loads by dividing each 

term by its absolute maximum. Mathematically 

the function is: 

 
 1 2

1 2

cos
max ( ) max ( )

L L
F sen

abs L abs L
  

  
(6) 
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For each value of θ an optimization process of F 

has to be performed. For this exercise θ was 

varied in five degree steps, and each step takes 

about a minute to converge. Also the absolute 

maximum of each load has to be known 

beforehand, which means that this process can 

only be applied after the original optimization 

process.  

 

Figures 12 through 14 compare the results 

obtained with both methods, in comparison with 

the original convex load envelopes resulting 

from simulation. 
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Fig.12 Fuselage FY-FZ. Original envelope vs. Methods 
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Fig.13 Wing Root MY-FZ. Original envelope vs. 

Methods 1 & 2 

 

-1.5

-1

-0.5

0

0.5

1

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3

M
X

 (k
N

m
)

MY (kNm)

EL_ESB0_MX vs MY

Max/Min

2D Env

ENV_2D_met2

ENV_2D original

 
Fig.14 Stabilizer MX-MY. Original envelope vs. 

Methods 1 & 2 

 

As can be seen both methods show an 

appreciable reduction of the envelopes area if 

compared to simple MAX/MIN approach. Yet 

Method 1 seems more case dependant, as can be 

seen comparing Fig.12 and Fig.14. In the former 

Method 1 results rather non-conservative, 

especially in the left lower corner, while in Fig. 

14 it results overall conservative.  

Method 2 gives very good approximations in 

Fig.13 and 14, while in Fig.12 it is overall 

conservative (remembering that the overall 

procedure was non-conservative in terms of 

negative FY by a 7%). 

 

Therefore it seems that the effort of doing an 

extra set of optimization loops to apply Method 

2 is worthwhile, even if Method 1 is probably 

more robust and reliable, being based on simple 

geometrical considerations. Another advantage 

of method 2 is its capability to render correlated 

loads along the A/C for each one of the corner 

points forming the 2D convex envelope, 

something that method 1 can’t do. 

 

7 Conclusions 

The present paper proposes a new methodology 

for loads calculation, based on the Loads Model 

and single objective optimization.  

 

Starting from the work done for a UAV 

currently under development, the methodology 

has been proven to give valid, generally 

conservative results, accurate enough to be used 
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as Preliminary Design Loads, if not directly 

Design Loads. 

 

The optimization based calculation process is 

fast, in the order of minutes, and has no need for 

a simulation tool. These two properties enable 

the Loads Dept. to overcome two major 

bottlenecks in the overall load calculation 

process, i.e. the dependency on the Flight 

Mechanics Dept. to deliver updated simulators 

in time and the considerable cost in terms of 

computation of the simulation of all required 

maneuvers.  

 

The methodology only requires the clear and 

adequate definition of a Structural Design 

Criteria, something that isn’t trivial either. 

 

Finally two methods are proposed to obtain 

convex load envelopes using only single 

objective optimization. Both methods result 

satisfying, especially the second one, based on 

the optimization of a function combination of 

two loads. 
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Abstract  
During this work  a cost efficient methodology 
of small wing design and optimisation was 
developed. A parametric model of aircraft/wing 
has been designed. In this model both clean 
wing and wing with high lift system were 
parameterised. The multi-disciplinary, multi-
objective optimisation technique was applied to 
design a turbulent wing for small aircraft. 
Finally the properties of designed wing have 
been tested for achieving given requirements. 

1 Introduction 
The costs of air transport on small and 

medium-sized  distances are significantly 
greater than the costs of alternative modes of 
transport such as road or rail transport. This is 
one of the important barriers to improve the 
competitiveness of this sector. To reduce the 
costs generated in the different phases of 
aircraft’s life cycle is the only way to change 
this situation. The Cost-effective Small Aircraft 

(CESAR)1 project supported by the EU in 6th 
Frame Program was exactly focused on the 
development of technologies that reduce time to 
market entry and decrease the cost of such 
process for small aircraft. Two basic Aircraft 
Configurations (AC) [1] were selected as 
demonstrators: AC1 − low speed aircraft 
(turboprop) and AC2 − transonic speed very 
light business jet. For both configuration the 
turbulent and natural laminar wing technologies 
were developed. 

In this paper the results of work performed at 
the Institute of Aviation (Instytut Lotnictwa) in 
the development of numerical methods of wing 
design for a small aircraft will be presented. The 
proposed methodology is based on parametric 
modelling of complex aerodynamic objects 
[2],[3] and numerical multi-criteria and multi-
disciplinary optimization taking into account 
a various types of design constraints [4]. The 
method has been used to design the AC2 
turbulent (AC2T) wing with high lift system for 
very light business jet. 

                                                 
 
 
 
1 This research was supported by the FP6-AIP5-CT-2006 
Integrated Project CESAR (Cost-effective Small 
Aircraft), Contract No.: 030888, www.cesar-project.eu 
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2 Design and Optimisation Methodology  
The method for multidisciplinary and multi-

objective optimisation, based on a genetic 
algorithm was adapted to small aircraft design.  
The general scheme of the method is presented 
in Fig. 1. The methodology couples two 
approaches: "automatic" numerical optimization 
(upper part of scheme) and "manual" direct-
optimization (lower part of scheme). The 
"automatic" optimisation is fully controlled by 
CODA3dgenetic (generic algorithm) software 
calling other subsidiary codes. The program 
CODA3Dparam (parametric modelling of wing/ 
/aircraft) works in batch mode, delivering for 
given input - genotype, the real geometry of 
parameterised wing/aircraft, written in different 
formats readable by other software. The 
optimisation method used the typical objectives 
and constraints for aerodynamic design. Besides 
quantitative objectives additional qualitative 
criteria were applied. The aerodynamic 
performance was determined using 3D full 
potential method (CODA3Dfps3dbl) and 3D 
panel method (CODA3Dpanel3dbl) both 
coupled with 2D integral boundary layer 
solution and Vortex Lattice Method taking into 
account viscous effects (Coda3Dvlm2). The 
box-beam model [5] of the wing  structure was 

used to estimate a weight of the wing 
(Coda3Dstruct) . When it is possible, with 
respect to cost of the calculation, the objectives 
are obtained directly by CFD and/or CSA 
software. In other cases the Response Surface 
Method is used to evaluate objectives. The 
scheme of multidisciplinary analyses is shown 
of Fig. 2. 

 
The result of numerical-optimisation process 

is a Pareto Set containing Pareto-optimal 
solutions. Final down selection of potentially 
"best" solutions from Pareto Set is done directly 
by designer. Next, selected solutions are tested 
in detailed analysis process. If needed, the 
designer, basing on his experience, may 
"manually" modify designed object to improve 
its properties. At this stage of design process, 
usually more sophisticated software is used for 
evaluating physical features of designed object. 

The parametric modelling method, developed 
earlier in Institute of Aviation was adapted to 
small aircraft wing description. It uses a system 
of design components: scalars, points, curves, 
surfaces and solids. Curves, surfaces and solids 
are described using NURBS (Non-Uniform 
Rational B-Splines) [3]. Each component can be 
modified by change of value attributed design 
parameters set. To calculate  

 

 

 

 

 

 

 

 

 

 

 

Figure 1.   Design and optimisation methodology.  
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new values of design parameters some standard 
actions (e.g. translation, rotation, scaling) are 
used. For specific procedure (e.g. calculation of 
wing area or fuel tank volume) additional 
functions can be implemented and used.  

Finally the generic parametric model of small 
aircraft wing geometry was proposed. In this 
model a relatively small number of parameters 
describe wide class of wing geometries without 
and with high lift devices. Parametric model of 
the wing/aircraft enables to parameterise both: 
the external surface of the wing/aircraft (for 
Computational Fluid Dynamic (CFD) analysis) 
and the internal structure of wing box (for 
simple Computational Structure Analysis (CSA) 
analysis). 

3 Parametric Model of AC2-T Wing 
Top Level Aircraft Requirements for AC2T 

aircraft concept was defined by Piaggio Aero 
and EADS-Socata [6].  

Based on them it was assumed that wing 
platform was trapezoidal in form and fixed. It 

was considered that wing panels should have 
a classical, cost saving oriented  manufac-
turability. It was assumed that the wing would 
consist of two segments having panels modelled 
by ruled surfaces: 

 Flap Zone (FZ) 

 Aileron Zone   (AZ)  
The span of AZ was established to 32,3% of 
wing semi span [6]. 

Three end-sections of wing segments 
completely defined the wing surface: Root 
Section (RS), Middle Section (MS) − border 
section between FZ – AZ  and Tip Section (TP) 

As basic airfoils, two airfoils [7] ,[8] were 
chosen: 

 ILM115 (with relative thickness 15%c)  

 ILM111 (with relative thickness 11%c) 
All airfoils having other relative thicknesses 
were created by mixing two above basic airfoils. 

The wing box was parameterised because its 
geometry was the input data for wing weight 
evaluation. Following positions of spars were 
established:  

 
Figure 2   Scheme of simplified CFD and CSA codes used in turbulent-wing-optimisation process.  

Cp: -1.6-1.4-1.2 -1 -0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8 1

Pressure distribution  
on aircraft surface  

CFD 

Load [N/m]: 0 600 1200 1800 2400 3000 3600 4200 4800 5400 6000

Bending Moment [Nm]: 0 20000 40000 60000 80000 100000

Aerodynamic load distribution   
along box-beam structure 

Bending moment distribution  
along box-beam structure 

CSM + 

CODA3Dpanel3dbl: panel method coupled  with 
boundary layer analysis (strong viscous-inviscid 
interaction) 
CODA3Dfps3dbl: solution of full potential 
equation coupled with boundary layer analysis  (strong 
viscous-inviscid interaction) 
Coda3Dvlm2: Vortex Lattice Method taking into 
account viscous effects  

Coda3Dstruct: structural analysis based on box-
beam model. Evaluation of minimal weight of wing 
structure being able to withstand aerodynamic loads. 
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 Front Spar: 10% of the wing chord 

 Rear Spar:  63% of the wing chord 

For fuel capacity purpose it was assumed that 
the wing box total volume should not be lower 
than 0.6205 m3 on each semi-wing. Parametric 
model of the wing enabled to control the 
volume of fuel tank. It was assumed that it 
would not be possible to create any geometry of 
the wing having this parameter smaller than 
acceptable minimum. 

Finally, six design parameters were defined 
for the design and optimisation of clean wing: 

 Parameter 1:  Thickness of MS 

 Parameter 2:  Twist angle of MS  

 Parameter 3:  Twist angle of TS 

 Parameter 4:  Camber of mean line of RS 

 Parameter 5:  Camber of mean line of MS 

 Parameter 6:  Camber of mean line of TS 
According to the design of high lift system 

for basic airfoil ILM115 [7], it was assumed that 
within the FZ the designed wing would be 
equipped with Fowler Flap (FF). The chord of 
the flap was established to 30% of wing chord.  

Taking into account cost-saving-oriented  
manufacturability, it was assumed that the flap 
panel would be a ruled surface defined by its 
limiting cross sections: Flap Inner Section (FiS) 
and Flap Outer Section (FoS). The twist axis of 
the wing is placed at 36.5% chord, which is an 
equidistant point from front and rear spar 
positions. 

A way of FF positioning in given cross-
section of wing FZ is explained in Fig. 3.  

∆Z

∆X

Lower Point
of Main Trailing Edge

Flap Nose

 
Figure 3 The definition of flap position  

in given wing cross-section. 

It leads to following set of five parameters 
defining the position and deflection of flap:  
 Parameter A: ∆Xi flap-nose position in FiS 

 Parameter B: ∆Zi flap-nose position in FiS 
 Parameter C: ∆Xo flap-nose position in FoS 
 Parameter D: ∆Zo flap-nose position in FoS 
 Parameter E:  flap-deflection angle δFL 

4 Multi-Disciplinary Optimisation of  
AC2-T Clean Wing 

At the first stage of the design process, the 
clean wing was designed. It was achieved by 
solving appropriate multi-disciplinary, multi-
objective optimization problem. The main goal 
of optimization was to design possibly low-drag 
and low-weight wing, having possibly high 
values of CLmax. 

4.1 Definition of optimisation problem 
In design process some Flight Conditions 

(FC) were considered −Table 1 

Table 1. Flight condition [6] 

 Mach 
number 

Reynolds 
number 

CL Altitude 
[ft] 

FC1 0.716 10.0⋅106 0.16 31000 

FC2 0.610 10.0⋅106 0.50 41000 

FC3 0.610 6.0⋅106 0.75 41000 

FC4 0.136 5.7⋅106   

 
Base on then four following objectives were 
established 

maxLCF =1   
1

1
2

wD

L
F =  

 
2

2
3

wD

L
F =   

3

3
4

wW

L
F =  

Where:  
CLmax – maximum of CL @ FC4 
L1     – lift of the wing  @ FC1 
DW1  – drag of the wing  @ FC1  
L2  – lift of the wing  @ FC2 
DW2  – drag of the wing  @ FC2 
L3        – global lift of aircraft    @ FC3,  
WW3   – minimal weight of the wing structure 

being able to withstand an aerodynamic 
load    @ FC3 
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Additionally some aerodynamic constraints 
were defined. They expressed the following 
requirements: 
 wing pitching moment coefficient must be 

higher than -0.08 
 maximum of local Mach on the wing upper/ 

lower surface  must not exceed assumed 
limits 

No geometrical constraints were established 
because all of them were taken into 
consideration within the parametric model of 
the wing. 

The goal of the optimisation was to find 
solution having possibly largest values 
of objectives F1, F2, F3, F4 and which fulfils all 
assumed constraints. The objectives and 
constraints were evaluated using cost effective, 
simplified codes – Fig. 2.  

4.2 Solution 
The multi-objective genetic algorithm was 

used to solve defined above optimization 
problem. Starting from random population of 
optimized wings, the genetic algorithm 
generated subsequent generations of wings 
which were generally better and better  fitted to 
design criteria. A population of each generation 
was constant and set to 380 individuals. The 
solution process was stopped after achieving the 
180-th generation. 

The solution of multi-objective-optimisation 
problem was the Pareto set, including 2559 
Pareto-optimal wings. Projections of Pareto set 

on 2D spaces of selected pairs of objectives are 
presented in Fig. 4. 

Finally from obtained Pareto set, the optimal 
solution was selected. The following order of 
criteria was used: 

Priority 1:  F3 = L2/DW2 
Priority 2: F2 = L1/DW1 
Priority 3: F1 = CLmax 
Priority 4: F4 = L3/WW3  

Taking into account above priorities and all 
pros and cons, the wing denoted as AC2T-IoA-
08 was selected form then Pareto-set as the final 
version designed AC2-T wing.  

4.3 Geometric properties of wing  
Geometry of the wing AC2T-IoA-08 fulfils 

all geometrical constraints and preferences, 
particularly concerning cost saving oriented 
classical manufacturability. According to 
assumed geometrical constraints, the wing 
ACT2-IoA-08 has fixed trapezoidal planform. 
The wing AC2T-IoA-08 consists of two 
segments, corresponding to FZ and AZ zones. 
The surface of each segment is a ruled surface, 
defined by its end-sections: RS, MS and TS. 
These section were obtained by some 
modifications and combinations of airfoils: 
ILM115 and ILM111.  

Spanwise distributions of sectional: relative 
thickness, camber of mean line and twist for the 
wing AC2T-IoA-08 are shown in Fig. 5. The 
RS, MS and TS sections of the wing, projected 
on symmetry plane are shown in Fig. 6. 
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Figure 4 Projection of Pareto Set on F1-F2 (left),  F1-F3 (middle)  and F1-F4 (right) spaces.  
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Y= 840.000 mm (Root Section)
Y= 4515.635 mm (Mid Section)
Y= 6665.635 mm (Tip Section)

 
Figure 6  Root, Mid and Tip sections of wing  

AC2T-IoA-08. Projection on aircraft  
plane of symmetry. 

4.4 Aerodynamic properties of wing 
The main goal of optimization was to design 

possibly low-drag and low-weight wing, having 
possibly high values of CLmax. To check 
whether the goal was achieved, a wide spectrum 
of aerodynamic characteristics for the wing 
AC2T-IoA-08 was calculated. 

Cruise Properities (CP) 
Ones of most important aerodynamic 

characteristics concerned CP1 and CP2 for 
which the objectives (FC1 and FC2 
respectively) of optimisation were formulated:  

CP1:  M=0.716,  Re=10⋅106 ,  0.16 ≤ CL  ≤ 0.23 
CP2:  M=0.610,  Re= 6⋅106,    0.34 ≤ CL  ≤ 0.50 

For above CP, flow calculations were 
performed for isolated wing AC2T-IoA-08. 
Two independent CFD codes were used: 
CODA3Dfps3dbl and FLUENT [8] to check 
whether the simplified code CODA3Dfps3dbl 
(used in optimisation process), gives reliable 
results in comparison with Navier-Stokes-
Equations solver.  

Figure 7 shows the drag polars calculated for 
wing AC2T-IoA-08 for CP1 and CP2. 
Relatively good agreement  can be seen between 
two, completely different, CFD codes. 
Concerning calculated values of drag, which has 
been  minimised during optimisation process, it 
may be noticed, that for turbulent wing the drag 
level is quite good. Particularly, the drag-
divergence phenomenon has not appeared 
within assumed range of flight conditions. 

Figure 7 also shows, that required levels of 
CLmax for cruise CP1 and CP2 are achievable 
taking into account results of CFD 
computations. 

Figure 8 presents the analysis of pitching 
moment coefficient for CP1 and CP2. Although 
the differences between two CFD codes are 
quite big, it is worth to underline that both codes 
gave results confirming that pitching moment 
coefficient of the wing AC2T-IoA-08  fulfils 
defined limitations [6].  
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Figure 5 Spanwise distributions of: relative thickness 

(left side), camber of mean line (middle)  
and twist (right side) for the AC2T-IoA-08 wing 
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Figure 7 Drag polars for cruise CP1 &CP2.  
Results of computations performed using  

FLUENT and CODA3Dfps3dbl codes. 
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Figure 8 Dependencies CL vs. Cm for CP1 &CP2. 

Results of computations performed using  
FLUENT and CODA3Dfps3dbl codes. 
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Wing aerodynamic properties concerning 
quality of flow are well illustrated by flow 
parameter distributions in wing cross-sections. 
Figures 9 and 10 show distributions of local 
Mach number in selected wing cross-sections 
for CP1 and CP2 respectively. Both figures are  
illustrating results of calculations performed 
using CODA3Dfps3dbl code. 

Generally, the presented graphs show good 
quality of flow, particularly good transonic 
properties, without shock waves and without 
drag divergence. Within assumed ranges of lift 
coefficient limiting cruise flight conditions, 
there are only weak supersonic regions on the 
wing surface.  

 
 

Low Speed Property(LSP) 
According to [6], the analysis of maximum 

lift coefficient was performed for 

LSP:    M=0.136,  Re= 5.7⋅106 

Figure 11 shows dependencies CL versus α 
calculated by different codes at above flight 
conditions. In the graph there are compared 
results of program CODA3Dpanel3dbl obtained 
from calculations of flow around complete 
aircraft AC2 with the wing AC2T-IoA-08 (in 
this case aerodynamic characteristics of 
separated wing were appropriately extracted 
from results concerning complete aircraft) and 
results of simplified analysis performed using 
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Figure 9 Distribution of local Mach number in selected wing section calculated for CP1. 
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Figure 10 Distribution of local Mach number in selected wing section calculated for CP2. 
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Figure 11 Comparison of curves CL vs. α  calculated 
for the wing AC2T-IOA-08 by codes: 

CODA3Dpanel3dbl and CODA3Dvlm2. 

 
code CODA3Dvlm2 for clean wing ( this code 
was used during numerical-optimisation 
process) Above characteristics are compared 
with required value of maximal lift coefficient 
(CLmax ≥ 1.72) according to [6].  

Generally it seems that code CODA3Dvlm2 
considerably overestimates CLmax. Partially it 
may result from overestimated (probably) 2D 
characteristics of wing sections calculated by 
MSES [9] and used by the CODA3Dvlm2 
program as input data. 

The results of code CODA3Dpanel3dbl 
seems to be more accurate. Presented results 
lead to the conclusion that required value of 
CLmax is rather unreachable by the wing AC2T-
IoA-08 in considered flight conditions. The 
open question is whether the lack of CLmax is 
considerable or slight. 

4.5 Design and Optimisation of High Lift 
System 

In the second stage of design process high 
list system for AC2T-IoA-08 was optimised. 
The positions and deflections of FF for takeoff 
and landing configurations were established by 
Direct Optimisation method. 

Starting from flap position and deflection 
being optimal for 115 airfoil [7], some 
alternative solutions were taken into 
consideration by changing appropriate design 

parameters concerning wing high lift system. 
For each configuration, calculations of flow 
around complete aircraft were performed to 
assess expected value of CLmax. The 
calculations were performed using 
CODA3Dpanel3dbl code for the following 
flight conditions: 

 Takeoff  (FC5) :   M=0.125, Re=5.2⋅106, 

 Landing (FC6) :     M=0.104, Re=4.4⋅106. 
From among considered sets of design 

parameters defining flap deflection and position, 
the most promising solutions for both takeoff 
and landing were chosen and assumed as 
"optimal". 

4.6 Geometric properties of high lift 
configurations 

Table 2 shows established optimised values 
of parameters defining flap positions and 
deflections for cruise, takeoff  and landing 
configuration.  

Table 1. Established values of parameters defining 
optimised positions and deflections of flap for  

cruise, takeoff and landing configuration. 
 ∆X1 

 
∆Z1 

 
∆X2 

 
∆Z2 

 
δFL 

 Cruise 20.00  20.00 3.22   0.00 

Takeoff 7.00 3.90 7.00 3.35 15.00 

Landing 1.00 3.00 1.00 2.50 37.50 
 
The limiting cross-sections FiS and FoS of 

designed high lift system are shown in Fig. 12. 
 

Flap-Inner Section

 
Flap-Outer Section

 
Figure 12. Flap-Inner and Flap-Outer cross-sections of 

wing AC2T-IoA-08 with high lift system. 

4.7 Aerodynamic properties of high lift 
configurations 

CFD calculations for high lift configurations 
of complete aircraft AC2 with wing 
AC2T-IOA-08 equipped with Fowler flap, were 
performed using code CODA3Dpanel3dbl, 
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taking into account following flight conditions 
[6]: 

 Takeoff: M=0.125, Re=5.2⋅106 

 Landing:   M=0.104, Re=4.4⋅106 
From obtained results, global aerodynamic 

characteristics concerning separated wing 
(segment of the wing from RS to TS) with FF 
were extracted. These characteristics are 
presented in the Fig. 13. 

Table 3 shows basic aerodynamic properties 
of wing AC2T-IOA-08 with high lift system.  

 

Table 2. Basic aerodynamic properties of wing  
AC2T-IoA-08 with high lift system. 

 Calculated Requited 
Takeoff 

CLmax 2.389 ≥ 2.1 
CLmax/1.44 1.652  
CL/CD at 

CLmax/1.44 
13.794  

CM at 
CLmax/1.44 

-0.085 > -0.2 

Landing 
CLmax 2.739 ≥ 2.8 

CLmax/1.69 1.620  
CL/CD at 

CLmax/1.69 
10.020  

CM at 
CLmax/1.69 

-0.246 > -0.4 

 
Summarising presented results, the following 

conclusions concerning aerodynamic properties 
of wing AC2T-IoA-08 with Fowler flap may be 
formulated: 

Takeoff configuration 

 Wing lift coefficient CLmax fulfils assumed 
requirement.  

 Wing pitching moment coefficient fulfils 
the requirement also 

 At CL=CLmax/1.44  the lift to drag ratio 
reaches satisfactory value: CL/CD=13.794 

Landing configuration: 

 Wing lift coefficient reaches maximal value 
CLmax which is slightly below the 
requirement. The lack of CLmax is relatively 
small, so maybe further improvement of 
high lift system would solve this problem.  

 Wing pitching moment coefficient fulfils 
requirement 

5 Conclusion 
In the paper the cost efficient methodology of 

small aircraft/wing design and optimisation has 
been presented. The methodology was adapted 
to specific design process of AC2T wing for 
small aircraft. To improve efficiency of this 
process, a parametric model of AC2 
aircraft/wing has been developed. Within the 
model both clean wing and wing with high lift 
system were defined. The Multi-Disciplinary 
Optimisation technique was applied to design a 
turbulent wing for AC2 concept of small 
aircraft. The final result of performed design 
process is the wing AC2T-IoA-08 without and 
with the high lift system (FF). For selected fight 
conditions the aerodynamic characteristics of 
the wing were obtained. The results of 
calculation shows, that the wing AC2T-IoA-08 
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Figure 13 Takeoff and landing configurations of wing AC2T-IOA-08 with Fowler flap aerodynamic 

characteristics  CL vs. α − left side, Cm vs. CL − middle part and CL/CD vs. CL − right side 
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fulfils most of defined objectives and 
constraints, and seems to be interesting solution 
of turbulent wing for high-speed, cost-effective 
small aircraft.  

Nomenclature 
CL lift coefficient 
CD  drag coefficient 
CM  pitching moment  coefficient 
CLmax  maximum lift coefficient 
M Mach Number 
Re Reynolds Number 
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Abstract

A transonic aerodynamic optimization problem

of industrial interest may require several gen-

erations of a classical genetic algorithm, with

population sizes that may demand tremendous

amounts of CPU time, because the evaluation

of the objective functions requires the usage of

a full-order numerical flow solver. This work

presents a different approach aimed to reduce

the computational effort. In particular, it re-

lies on a hybrid method to solve, rapidly and

efficiently, the aerodynamic flow field while en-

suring at the same time the aerodynamics accu-

racy. A RANS solver is coupled with a Reduced

Order Model, based on Proper Orthogonal De-

composition Technique, through a Domain De-

composition algorithm, in order to solve the flow

field around an airfoil with a reduced number of

Degrees of Freedom (DOFs) and an application

of the method to the airfoil shape optimization

problem by using a genetic algorithm will be pre-

sented.

1 Introduction

Multi-objective aerodynamic shape design is of-
ten approached with methods based on evolu-
tionary computing as this class of techniques
may offer better flexibility and robustness if
compared to other more classical approaches like
gradient based optimization techniques. On the

other hand, a transonic aerodynamic optimiza-
tion problem of industrial interest may require
several generations of a classical genetic algo-
rithm with population sizes that may demand
tremendous amounts of CPU time because the
evaluation of the objective functions requires the
usage of a full-order numerical flow solver. In
these cases it becomes mandatory to find a pro-
cedure able to reduce the required CPU-time to
make evolutionary computing techniques practi-
cally applicable to a wide range of aeronautical
problems of industrial interest, even with todays
computing power. A common way to overcome
this limit, is the introduction of surrogate mod-
els in the design loop [1]. These models signif-
icantly reduce the CPU time for each objective
function evaluation at the cost of an increased
approximation error in the objective function
evaluation. This work presents a different ap-
proach to reduce the computational effort, it re-
lies on a hybrid method to solve, rapidly and
efficiently, the aerodynamic flow field around an
airfoil while ensuring at the same time the aero-
dynamics accuracy. The method is here limited
to 2D bodies and illustrated through the appli-
cation to a wing section design problem. The
POD is a technique introduced in aeronautics by
Lumley [2] to extract coherent structures from
turbulent flow. In 1987 Sirovich [3] built a ROM
of a dynamical system using POD in order to re-
duce the degrees of freedom of a system. Since
from then, numerous works on ROM/POD are
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published in various disciplines of the aeronau-
tic world such as experimental [4], flow control
[5], fluid-structure interaction[6] and design[7].
In aerodynamic design, a ROM technique based
on POD and a collocation least square over the
whole domain for airfoil shape optimization has
been investigated by LeGresley et al. [8]. Do-
main Decomposition [9] technique is widely used
since from the 1980s when parallel computing
is introduced to numerical methods. Lucia [10]
performed the flow analysis around a 2D blunt
nose in high-speed conditions by coupling ROM
and full-order models, tanks to Domain Decom-
position technique. LeGresley [11] developed a
more sophisticated approach by applying a Dy-
namic DD technique. In this case, the domain
is divided in several subregions and an error
estimation algorithm allows to individuate the
subregions where the application of a full-order
solver is necessary. Buffoni et al. [12] coupled,
iteratively, DD and POD to solve a 2D internal
flow. In this work a hybrid method based on DD
technique and POD is presented and extended
to compressible flow field [13]. A validation of
the ROM is showed in the Application section.
Furthermore, the Hybrid Method is introduced
in a classical optimization loop (see Fig. 1), in
place of a FOM model, and an airfoil shape op-
timization problem is performed with a Genetic
Algorithm, in order to assess the method in a
design loop. A qualitative comparison of the
CPU-time between FOM and ROM in a genetic
optimizer is also given, noting that a quantita-
tive analysis will be showed in future works.

2 The Hybrid Method

The aim of this research activity is to develop
a computational procedure able to reduce the
cpu-time required by a genetic optimization tool
and preserving the same level of accuracy of
the RANS approach. A Domain Decomposi-
tion technique is used to split the whole do-
main in two subdomains (see Fig. 2): Ω1 (far
field region) and Ω2 (airfoil region), where dif-
ferent numerical models have been selected to
solve the flow fields in these subdomains, with
the aim to preserve the accuracy of the aero-
dynamic solution and, at the same time, save

Figure 1: Layout of an Optimization Loop

cpu time. Therefore, a Reduced Order Model
(ROM) of the RANS equations, obtained by us-
ing the POD technique, is applied in the Ω1 sub-
domain. A Full-order model, such as the RANS
approach, has been used to solve the flow field
in the Ω2 subdomain ensuring a solution with
an high level of accuracy in the region where
high non-linearity may occurs, such as strong
shock wave and flow separation. A family of
airfoils, defined by 10 weighted functions, has
been generated and numerically investigated by
using a RANS solver on the whole domain. A

Figure 2: Zoom of DD Regions

POD technique applied to the previous RANS
solutions in a partial external subdomain Ω1,
allows to compute the evolution coefficient αi,
and related modes φi. A kriging technique is
then used to set a functional form of the rela-
tionship between the evolution coefficients and
the design variables defining the generic airfoil
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geometry. From this Kriging/POD model, an
approximated boundary condition is derived and
is imposed on the Ω2 border line (naming Γ2

in Fig. 2). The coupling of the POD and full
order solver requires special attention because
the boundary condition, for the subdomain of
the full-order solver, will be an approximation
generated by the POD solver and, in general
will not correspond to a physical solution. To
match the solution of the coupled POD and full-
order solver, an overlap region Ωov, is considered
and a Dirichlet-Dirichlet iteration, in the frame
of a classical Schwarz method, is applied. The
flowchart of the algorithm describing this proce-
dure is shown in Fig. 3. The procedure foreseen
the following step:

1. Solve the problem in the Ω2 region with the
RANS model, imposing the Dirichlet bcs on
Γ2;

2. Project the solution in Ωov on the space of
the traces of POD modes φi;

3. Reconstruct the flow field in Ω1 with the
POD mode;

4. Impose the new bcs on Γ2 obtained by the
trace of the reconstructed flow field in (3);

5. Go to 1, until convergence is attained.

More details on the step 2 will be provided in
the following paragraph.

Figure 3: Hybrid Method FlowChart

3 The Numerical Models

In this section, a short description of the tech-
niques used in the procedure are presented.
First, the sampling process of the design vari-
able space to conduct numerical simulations that
forms the dataset, is achieved by using the De-
sign Of Experiment. Then, a short overview of
the POD technique will be provided. The Krig-
ing technique, used to relate design variables and
evolution POD coefficients, will be briefly exam-
ined. Finally, the Domain Decomposition tech-
nique and the main features of the full RANS
equations solver used in this work will be de-
scribed.

3.1 DataBase Design

In order to obtain a reliable ROM, it is manda-
tory to build a Database of simulations with a
sampling of the design variable. Since the CPU-
time required of each single RANS simulation is
relevant, a Full Factorial design is not applica-
ble for a large number of design variables. Sev-
eral techniques to reduce the number of sample
points are based on the fractional factorial de-
sign [14]. These methods ensure the uniformity
property, for example, by maximizing the min-
imum distance among the design points. Here,
the design space is constituted by ten geometric
variables defining the parametric model of the
airfoil. By changing the geometry of a reference
airfoil, the design space is uniformly filled by
using an Optimum Latin Hypercube that guar-
antees the uniformity property. This approach
has been preferred since gives the chance to se-
lect the number of samples. In order to obtain
a reliable kriging surface, the number of airfoils
has to range between eight and ten times the
number of design variables. In this study, a
main DataBase (DB1) consisting of 85 airfoils
have been generated by maximizing the mini-
mum distance between the sample points. Two
additional datasets with 20 airfoil configurations
are also built. One of them, DB2, is used to
build a second ROM model in order to test the
size of a DB on the Hybrid Method results. The
last one, DBt, is built to conduct a validation
analysis of the two ROM models.
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3.2 Proper Orthogonal Decomposition

(POD)

In this paper, the Snapshots procedure of
Sirovich [3] has been used. The POD method-
ology allows to have the best representation, in
the average sense, of a given data set, uk, where
k is the number of the experiments or numeri-
cal simulations. The representation is achieved
through a linear approximation of uk in a new
space defined by a set of optimal basis function,
φ:

u(x, s) = ū+
N
∑

i=1

αi(s)φi(x) (1)

where ū is a base solution [10, 15] (i.e. an av-
erage), and the scalar αi are the unknown evo-
lution coefficients (to be defined). The modes
φi are optimal in the sense that are the best ap-
proximation, in average, of the entire dataset.
The mathematical formulation of this optimiza-
tion problem is:

max
φ

〈‖(u, φ)‖2〉

‖φ‖2
(2)

where ‖ · ‖ denotes the modulus and ‖ · ‖ the
L2 − norm. The problem in Eq.(2) is a calculus
of variations problem constrained by ‖φ‖ = 1.
The Sirovich model is particularly useful when
a large number of grid points is used, as in these
numerical simulations. A modified correlation
matrix [3] is given by:

Rij =
1

M

∫

Ω
uiujdΩ (3)

where ui is the i − th snapshot and i, j =
1, 2, . . . ,M , and M is the total number of snap-
shots. R is a non-negative definite symmetric
matrix and therefore has non-negative eigenval-
ues and a full set of orthogonal eigenvectors.
The eigenvectors of R are then computed solving

Rα = λα (4)

where αk
i is the i− th element of the eigenvector

corresponding to the eigenvalue λk. The POD
basis function can be calculated projecting the
α coefficient on the snapshots of the dataset:

φk =

M
∑

i=1

αk
i [u(x, y)− ū] K = 1, 2, . . . ,M (5)

These POD modes are orthogonal and have
been normalized. The eigenvalue λk is a mea-
sure of the related information content associ-
ated with αi. The total information content in
the dataset is evaluated by:

K =
1

2
u · u =

1

2

∑

i

λi (6)

It is possible to define a threshold to truncate
the series in Eq.(1) based on the total energy
content, in order to reduce the degrees of free-
dom of the system. This information is available
from the following equation:

Ej =

∑p
j λj

∑M
i λi

(7)

where p < M . If p = M then E is equal to
unity. Here, the variables that define the vec-
tor states u are: the velocity components of a
2D field; static pressure; and static temperature,
u = (u, v, p, T ). These variables are scaled in or-
der to give a balanced weight for each variable in
the correlation matrix computation of Eq. (3).

3.3 Kriging

The ROM, has a dual purpose:

1. to generate the Dirichlet boundary condi-
tion on Γ2 line in order to start and speed
up the full-order solver;

2. to update the boundary condition in order
to match the solution of the coupled POD
and full order solver, as shown in Fig. 2.

Point (1) is achieved by using a Kriging tech-
nique that allows to find a relationship between
the evolution coefficient α and the design vari-
ables. In the frame of computer experiments,
the kriging technique has been widely adopted
since has the advantage of providing smooth in-
terpolating functions [14]. The response of a de-
terministic function Y (x) can be modeled as:

Y (x) = f(x) + Z(x) (8)

where f(x) is a regression model, such as polyno-
mials, and Z(x) is a random function (stochastic
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process) that models deviations from the regres-
sion model. The random process Z(x) has zero
average and covariance given by:

E[z(w), z(x)] = σ2C(θ,w, x) (9)

where σ2 is the process variance of the response
and C(θ,w, x) is the correlation model with pa-
rameter θ which is a measure of the degree of
the correlation among the data. A quadratic
polynomial model has been selected for the re-
gression model of f(x). A Gaussian correla-
tion has been chosen for the random process
Z(x). The accuracy of the kriging technique to
predict a boundary condition close to the real
value has been estimated by using the following
R2 −metric:

R2 = 1−

∑

(yi − ŷi)
2

∑

(yi − ȳi)2
= 1−

MSE

V ariance
(10)

where ŷi is the predicted value, yi is the actual
value and ȳ is the average of the actual values.
The Mean Square Error (MSE) measures the dif-
ference between the estimated and the actual
value.

3.4 Domain Decomposition

The Domain Decomposition has been used to
split the spatial domain of the problem in two or
more blokes (sub-domains). However, the cou-
pling does require special attention to the in-
terface between the approximated flow solution
generated via POD (that in this work is used to
update the boundary condition) and the full or-
der solver. This section focus on the treatment
of the transmission condition between Ω1 and
Ω2. The transmission condition is approached
by using the projecting method. In order to il-
lustrate this method, it is necessary to define ϕ

as the trace of the POD mode φ on the overlap
region Ωov. The modes restricted to this region
are not orthogonal [15], therefore, to obtain the
POD evolution coefficient α it s necessary to de-
fine a minimization problem in Ωov, such as:

α = minβ∈ℜM ‖uΩ − (ū+
M
∑

k=1

βkϕk)‖
2
Ωov

(11)

where ‖ · ‖ is the norm induced by the canon-
ical L2 scalar product. The solution of the min-
imization problem in Eq. (11) is approached by
the Least Square method, resulting in the linear
problem:

M
∑

i=1

a(ϕi, ϕj)Ωov
= (uΩov

, ϕj)Ωov
1 ≤ j ≤ M (12)

Once obtained the RANS solution in the Ωov

region, the optimal set of POD coefficients are
computed solving the linear system of equation
PuΩov

= α. P is a Moore-Penrose pseudo-
inverse matrix, defined by the POD modes and
computed once:

Pi =
M
∑

j=1

[(ϕi, ϕj)Ω]
−1ϕj (13)

At this point, the new boundary condition for
the RANS solver through the POD expansion
equation (1) is obtained. However, care should
be taken over Pi and its inversion [16].

3.5 The Flow Solver

The full order model (FOM) is a steady RANS
solver that computes the flow solutions on
the dataset of airfoils, from which POD/ROM
model is derived. The flow solver used for the
numerical simulations is the FLUENT TM com-
mercial code. It solves the Reynolds Averaged
Navier-Stokes equations on unstructured hybrid
grids by means of the Finite Volume Method.
A Density Based algorithm is used to solve the
compressible flows over the airfoils, where the
governing equations of continuity, momentum
and energy are solved simultaneously as a set
of equation, with a coupled implicit formulation.
The ROE flux difference splitting was choosen in
order to evaluate the convective flux of the NS
equations. At the end, the steady flow fiels was
obtained with an implicit pseudo time-marching
algorithm. The turbulence model used in the nu-
merical simulation is the SST k−ω model, with
compressible correction.

3.5.1 Computational Grid

A structured C-grid type was used as shown in
Fig. 2 . 203 grid points were placed in the
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streamwise direction and 130 grid points in the
transverse direction, with a first raw spacing en-
suring the y+ = 1 requirement. The Ω1 grid is
fixed while the internal one is generated accord-
ingly to the changes in the airfoil geometry. A
tool for fusing mesh is used in order to match
the two subdomains.

3.5.2 Boundary Conditions

The freestream values for the calculation on the
whole domain are fixed and reported in Table 1.
In the DD procedure, a velocity Inlet profile is
imposed on Γ2 to start the RANS analysis, in
the Ω2 sub-region.

Table 1: Farfield boundary Condition
Freestream Parameters

Reynolds Mach AoA[deg]
6.5M 0.73 2

4 Applications and Results

A main database (DB1) with a population of
85 airfoils have been generated by modifying
the RAE 2822 airfoil geometry. These airfoils
have been analyzed in a steady compressible flow
with a FOM solver with fixed freestream values,
showed in Table 1. From this dataset of flow-
fields, a ROM model was built as described, to
solve new flowfields in region Ω1. The accuracy
and efficiency of the Hybrid Model have been
validated by performing a flow analisys using the
FOM and ROM approaches, on a set of airfoil
geometries, named DBt, not included in DB1.
Furthermore, the HM has been included in an
Evolutionary Algorithm based Design Problem,
to validate it in a shape design frame. A sum-
mary of the steps followed to obtain the results
are here reported:

1. RANS solver solutions on whole domain ap-
plied to DBt elements.

2. Hybrid Method on reduced domain Ω2:

• ROM of DB1 tested on DBt configu-
rations

3. Hybrid Method applied to an Airfoil Shape
Design problem

The Hybrid simulations have been stopped when
a target value of residual level on the continuity
equation has been reached. The level of energy
is used as parameter in the truncation of series in
Eq. (1): the number of modes retained in ROMs
is as much as necessary to reach the 99.5% of E
(Eq. 7).

4.1 Validation of DB1-ROM

This analisys is performed on a new set of air-
foils (DBt), not included in the DB1. The first
results here showed are related to the compua-
tional effort of this approach in terms of CFD
iterations. On the left side of Fig. 4 is showed
the total amount of CFD iterations needed to:

• achieve the requested level of residual on
the continuity equation, starting the RANS
solver with the ROM-Krig bc’s

• iterate with DD procedure for a fixed num-
ber of cycle

In this frame of the research, the DD-cycles
number is fixed and based on previous experi-
ences. On the right side of Fig. 4, a cfd-iteration
DD-cycles sensitivity is showed: increasing in
DD-cycles, a less number of CFD iteration is
required in order to achieve the target residual
level.
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Figure 4: Computational Effort of DD- cycles

In order to evaluate the efficiency of the
method, the CPU-time saved are showed. On
the histograms of Fig. 5 are showed the cpu-
time saved for each configuration, estimated as:

CPUi[%] = (1−
Tot

Hyb
It

Tot
cfd
It

S
hyb
it

S
cfd
it

) (14)
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where S
hyb
it and S

cfd
it are the solver cpu-time

per iteration. In this case, with the solver set-
tings described in a previous section, the ra-
tio is equal to 0.55, thanks to the reduced
DOFs related to the reduced extension of Ω2.
The variable in Eq. (14) Tot

Hyb
It is equal to

TotO
thDD

It +TotDD
It . Here, TotO

thDD
It is the num-

ber of iterations to reach the convergence level
of the continuity equation (see Fig. 2 and 4).
Fig. 5 shows that, in average, the CPU-time
saved is the 50%, except for the configuration n.
8, where, as highlighted in Fig. 4, an increased
number of CFD iterations has occured to reach
the fixed convergence level.

0 5 10 15 20
0

20

40

60

80

100

# Configuration

C
P

U
−

tim
e 

sa
ve

d 
[%

] 

 

 

Tot
Hybrid

DD
it

Figure 5: CPU-time saved and CPU of DD-cycle

The accuracy on the aerodynamic coefficients
has been evaluated. In particular, the drag co-
efficient for the DBt airfoils has been estimated
by using the FOM and the Hybrid Method.
The picture in the left side of in Fig. 6 has
been achieved by building the ROM model us-
ing the DB1, while the picture on the right side
is achieved by building the ROM model using
the DB2 dataset.

The black line is obtained when no discrepan-
cies between FOM and Hybrid method exists,
i.e. maximum accuracy. The blue circles are
the drag coeff. values achieved without using
the DD cycles, while the use of this technique
provide the red points. It can be noted that
the application of this technique strongly im-
prove the solution accuracy. The comparison be-
tween the left and right pictures in Fig. 6 shows
that the accuracy on the drag coefficient for the
two ROM built on DB1 and DB2, is compara-
ble, although the second starts the DD-cycles
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Figure 6: Drag coeff. at end of DD cycles

from worst results in terms of aerodynamic co-
efficients. Table 2 provides quantitative data on
the accuracy of the aerodynamic coefficients in
terms of R2 (Eq. 10) and ¯∆Cd and ∆̄Cl (aver-
aged over the 20 configurations of DBt). The
¯∆Cd is defined as:

∆̄cd =
1

N

N
∑

i

(‖
cd−FOM (i) − cd−Hybrid(i)

cd−FOM (i)
‖)

(15)

Table 2: Validation Results Summary

ROM(DB1) ROM(DB2)
DD-cyc. 0th 20th 0th 20th

∆̄Cl 0.0027 0.0020 0.0039 0.0024
¯∆Cd 0.0594 0.0217 0.0787 0.0189

R2(Cl) 0.9991 0.9995 0.9984 0.9995
R2(Cd) 0.4398 0.9541 0.2230 0.9515

It could be noted that the application of the
DD technique reduces the ∆cd from 6% to 2%
at least.

4.2 Optimization

A simple airfoil design optimization problem is
used to test the above descripted hybrid flow-
field evaluation method. A genetic algorithm is
used to reduce the drag of a given airfoil. No
constraints are imposed, with the exception of
airfoil thickness, which is scaled to a given value
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after the airfoil has been changed using the pre-
viously described airfoil modification method.
This simple problem is only significant as a de-
sign loop validation test. Indeed, a realistic
problem would require, at least, a constraint on
lift and pitching moment.

Table 3: Optimization Settings
Optimization Parameters

Obj.function min{Cd}
Constraint tmax = 12.1%
Design Point See Tab.1
Generation 6

Population size 12
Initial Pop. Random

Crossover 100%
Bit-Mutation 2%

The design variables and the design point are
the same that have been used for the Database
of FOM simulations (see Table 1). It is worth
to note that the number of generation evaluated
is small, but it is enough for this simple valida-
tion problem. The other optimization parame-
ters are summarized in Table (3). For a detailed
description of the genetic algoritm see [17]. A
total of 82 configurations was evaluated. The
evolution of the objective function is reported in
Fig. 7, where a descending trend is appreciable.
In particular, the element n. 79 is characterized
by the minimum drag.
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Figure 8 illustrates the evolution of the design
variables in the design space. The variable b4
and b6 are those characterized by a large change,

because they are related to the camber change,
yhat is the most significant change in the airfoil
shape. Hence, except b4 and b6, the weights of
the final generation were located around a nar-
row range of values, upper limited by 0.1. In
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Figure 8: Geometric Design variable evolution

Fig. 9 is illustrated the convergence history of
cd in the Hybrid calculations. Finally, in Fig.
10, the best airfoil shape is compared with the
base airfoil shape, the RAE2822. In the same
picture, the pressure coefficient distributions for
the two airfoils are also showed. It is clear that,
lowering the curvature of the base airfoil, the
optimizer finds a shock-free solution, at a quite
lower value of cl. In Table 4 the final results

0 1000 2000 3000 4000 5000
−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

C
d
 − Best Configuration

CFD iterations

C
d 

 

 
best

Figure 9: cd conv. History for best Config.

in terms of cd are showed for the best airfoil
configuration, and compared with a FOM sim-

1500



POD and Domain Decomposition Hybrid Method for Compressible Aerodynamics Computation

ulation. The relevant point of this validation
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Figure 10: Cp and shapes: base v.s. best(ID 79)

exercise is about the computational effort of the
hybrid method in the context of a design loop.
As described in the precedent subsection, the
cpu-time saved is evaluated as a percentage of
the FOM-Full Domain solutions, see Eq. (14),
for all the configuration evaluated in this design
loop, and showed in Fig. 11.

Table 4: Optimization Results and Comparison
Base Airfoil Optim. Airfoil

ROMCd
0.01153 0.01059

FOMCd
0.01229 0.01100

∆Cd 6.1% 3.8%

From this Figure it is possible to note a light
but steady trend to the decrease of the CPU-
time: this trend is probably related to the shock-
free flow solutions, typical of the last genera-
tions. In average, the CPU-Time saved for this
model, is the 50%. With the aid of the following
formula, it’s possible to find a break-even point:

Nc+ kcM = cM (16)

where N is the evaluation of the objective func-
tion evaluated with the FOM, c is a normal-
ized time per simulation, and M is the objec-
tive function evaluated with the ROM. The left
term is the summation of the time needed to
build the DB of the ROM model plus the time
of M evaluations of the objective function made
with the ROM in the Design loop. The right
term is the time needed for M evaluations made
using FOM in the optimizer. Figure 12 clarifies
the break-even concept. Assuming a normalized

value for time, k = 0.5 and c = 1, with a DB of
N1 = 85, the number of simulation M1 is equal
to 170: this number of simulations with ROM
are needed to reach the same number of evalua-
tion in a design loop with FOM.
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In order to anticipate the breakeven point,
two strategies are possible: to enhance the Hib-
rid Method efficiency, in order to obtain a lower
value of k, or to evaluate a reduced number of
configurations in the DB. In the previous subsec-
tion, the validation of the ROM based on DB2

shows that, thanks to the DD-cycle, it is possible
to reach the same level of accuracy of the larger
DB1. Indeed the algorithm of the DD-cycles ap-
pears to compensate the low quality of the start-
ing reduced subspace, obtained from a number
of samples quite low for a given parameter space
size. If N2 = 20, M2 is equal to 40, hence, the
breakeven point is reached before, and the gain
in CPU-time is more consistent if the number of
evaluation increment. In a next work the results
of a design loop with a ROM based on DB2 will
be presented, in order to compare the accuracy
in terms of the best solution and CPU-time.
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Figure 12: Breakeven point estimation
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5 Conclusion

Due to the simple design problem, where con-
straint on lift and moment coefficient were not
considered, this work has to be considered only
a preliminary discussion, focused on the feasi-
bility of a design loop with the Hybrid Method
with additional, but qualitative comments on
the computational feasibility. The design prob-
lem has to be further enhanced in future works
with engineering consistent desing problems,
also together with a quantitative validation of
the model from the computational point of view.
Clearly, some improvement can be achieved
working on various aspect of the Hybrid Method
too: the number of FOM simulation in the DB,
the number of DD-cycles and so on. These ef-
forts can further improve the efficiency of the
method here presented.
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1 Abstract  

This paper presents an efficient Computa-

tional Fluid Dynamics (CFD)/Computational 

Aero-Acoustic (CAA) coupling strategy for in-

dustrial applications, that enables the reduction 

of the overall computational cost. The proposed 

method relies on coupling an unsteady CFD 

solver in the acoustic near field with an integral 

solver accounting for sound propagation in the 

far field, using an automatic interpolation of the 

CFD data on the interface between the flow 

field and the acoustic far field region. 

This procedure is described in the paper 

and some results of the numerical simulations of 

the non-punctual monopole source and of a 

three-elements high-lift wing profile are pre-

sented. 

2 Introduction  

The aerodynamic noise of airplanes at take-

off and landing is a critical factor in the future 

development of aviation. In fact, following the 

demand of more and more stringent internation-

al regulations on aircraft noise in the vicinity of 

airfields, major improvements need to be 

achieved. This is one the objectives of the Clean 

Sky - Green Regional Aircraft initiative 

launched by the European Community, aimed at 

demonstrating and validating the technological 

breakthroughs for a new future generation 

“green” aircraft. The main target is to reduce the 

aerodynamic noise by 4 dB. This can only be 

achieved through the application of reliable, ad-

vanced simulation techniques for noise genera-

tion and propagation. 

Our purpose is to compute the aerodynamic 

flow field around a body and to predict the far 

field noise generated by this flow. Several au-

thors [1, 2] have proposed a coupling technique 

based on the interpolation method, which per-

mits to take out the informations concerning the 

acoustic sources, that will be used to compute 

the far field noise. The numerical simulation of 

the complete problem, including the simulation 

of the local noise sources and the far field noise 

radiation faces the difficulty of handling fluc-

tuations covering a very extended range of 
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length scales and amplitudes. Hybrid methods 

typically combine CFD techniques to simulate 

the near field flow which contains the aerody-

namic noise sources, and acoustic numerical 

techniques for the prediction of the far field 

noise. The idea is to split the physical space into 

several domains, in which specific physical me-

chanism are simulated using the most adequate 

set of equations with the most economic discre-

tization strategy. For these reasons a coupling 

strategy become an essential issue. 

The present paper describes a more 

straightforward technique based on the coupling 

of the Navier-Stokes equations, for the aerody-

namic generation of sound, and the Linearized 

Euler equations, for the acoustic propagation in 

a non-uniform medium. If the region where 

acoustic propagation occurs is characterized by 

a uniform steady mean flow, the Linearized Eu-

ler equations reduce to the scalar wave equation 

which can be efficiently solved using the 

integral formulation of Ffowcs Williams-

Hawkings [3]. The assumption of uniform flow 

in the far field is always valid, and it enables to 

solve an integral problem with a gain in effien-

cy.  

This approach involves the interpolation 

operator, used to perform the CFD/CAA coupl-

ing. It is based on the finite element 

interpolation theory. 

To assess this method, two applications are 

presented: the first application is the simulation 

of the sound generated by the non-punctual mo-

nopole source and the latter is the simulation of 

the aerodynamic noise of a three element high-

lift wing profile.  

The first application allows us to assess the 

method by comparing the results to a reference 

test case, for which the analytic solution is 

known, that is the acoustic monopole generated 

by a pulsating sphere.  The noise source is due 

to the wall movement, therefore the flow can be 

computed using Euler equations.  

The second application is on a more com-

plex test case. The flow field is computed using 

the unsteady Navier-Stokes equations, with a 

Detached Eddy Simulation (DES) [4]. 

Moreover, a detailed analysis of the influ-

ence of the interpolation method, for the recon-

struction of the solution on the integration sur-

face, is presented. 

 

 

3 Hybrid method 

In this work an hybrid method is presented. 

The flow field computation is done using the 

compressible flow solver UNS3D, developed by 

Alenia Aeronautica and the sound field compu-

tation is done using the Ffowcs-Williams and 

Hawkings analogy, implemented in the aero-

acoustic code FWH, developed by the Politecni-

co di Torino [5].  

 

3.1 The code UNS3D 

 

The computations have been performed using 

the code UNS3D. The solution algorithm is 

based on a finite volume, node centred approach 

operating on an hybrid unstructured grid.  The 

artificial dissipation model is derived from the 

nonlinear scheme of Jameson, with no 

eigenvalue blending. Scalar or matrix 

dissipation can be chosen. 

The Navier-Stokes equations are integrated 

in time with a second order backward difference 

scheme and dual time stepping. A five stage 

Runge-Kutta scheme is used to drive toward 

zero the residual at each time step. With the use 

of residual averaging, a local CFL number of 

4.9 could be employed in the multistage sub 

iteration process. 

The Weiss and Smith version of low Mach 

number preconditioning is implemented in the 

code. A sensor depending on cell Reynolds 

number was also introduced to avoid applying 

the preconditioning inside boundary layers. For 

the computation of the present test case, its 

application was found to be beneficial in order 

to reduce numerical dissipation and enhance 

convergence in low-Mach number pockets. 

Matrix dissipation was also found to be 

beneficial, allowing a strong reduction of the 

dissipation associated with convective 

eigenvalues well below the SGS eddy viscosity 
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levels, hence enabling a better resolution of 

vortices. 

 

3.1.1   URANS turbulence model 

 

A k-  turbulence model was employed, that 

has been developed by Hellsten
 
[6]. The model 

constants have been calibrated requiring 

consistent behaviour near boundaries between 

turbulent and laminar flow, inside shear flows 

and for zero pressure gradient wall flows. In 

particular, the calibration have been considered 

taking into account a variable c  , as it is the case 

if an algebraic stress model (EARSM) is 

included.  

The Wallin-Johansson Explicit Algebraic 

Stress Mode (WJ-EARSM) [7] is implemented 

using  Hellsten’s k-  as the basis RANS model.  

The model is an exact solution of the 

corresponding ARSM in two-dimensional mean 

flow. In three dimensions there still is a 

complete, while approximate, solution. 

The full anisotropic version of the model is 

used, i.e. the anisotropic part of the Reynolds 

stress tensor is directly introduced in the 

momentum equations, while the isotropic part is 

taken into account in the form of an effective 

variable c . 

  

3.1.2 DES turbulence model 

 

The DES methodology essentially 

consist into using k- -EARSM as a subgrid 

scale model for LES in the regions where the 

grid resolution is sufficiently fine [4], while 

URANS is employed in the rest of the domain. 

The switch between URANS and LES zones is 

determined using the so-called DES length 

scale, defined to be the minimum between the 

characteristic URANS length scale and a length 

related to the local grid, times an appropriate 

scaling coefficient: 

 

           (1)

             

 

where 

 

 

 

(2) 

 

 
    (3) 

and  can be the maximum distance between a 

cell vertex and the surrounding ones, 

. In the case where very high aspect 

ratio cells are present in the LES region, it may 

be better to take the square root of the maximum 

surface between the cell faces, . 

CDES is a constant, depending on the RANS 

model used and on its particular numerical 

implementation. In the present case, CDES is 

derived analytically imposing identity between 

the eddy viscosities given by the present SGS 

model and the Smagorinsky model in  

equilibrium conditions.  It is 

given by 
 

 
(4) 

 

where CSMAG is the Smagorinsky constant, 1, 2 

are  k-  constants and F is the Menter blending 

function, to be used as a “shield” to prevent the 

LES model switching on inside boundary layers. 

   The switch between RANS and LES was 

implemented expressing the kinetic energy 

dissipation in the k-equation in the following 

form: 

 

 (5) 

 

The modified length scale is also 

employed in the constitutive relations, to obtain 

the time scale  used in the computation of eddy 

viscosity and also to normalize the vorticity and 

the strain rate tensor. We have therefore 

, where c   is a function of the scalar 

invariants of , and 

 

 (6) 
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It is worth to note that by this formulation, 

in LES regions the ω-equation has no influence, 

so that SGS model reduces effectively to a one-

equation model. 

 

3.2 Coupling method 

 

The method presented here is a simplified 

overlapping grid technique. It permits to extract 

the informations about the noise sources on a 

generic integration surface around the solid 

(sphere, airfoil, …). 

First of all, it is necessary to make a 

correspondence between the overlapping node 

of each grid and an element of the other grid.  

An efficient search by using Alternating Digital 

Tree (ADT) is performed in order to select 

candidate elements.  Then, a test on the 

elements is performed in order to select the one 

which contains the node. The method is based 

on the finite element interpolation theory. 

Following this theory, a function F is 

approximated as: 

 

 (7) 

 

where ξ represents the coordinates in the 

parametric space, Ni  the shape functions 

associated to the node i of the element and Fi  

the value of the function at this node. Using Eq. 

(7), the following function can be built: 

 

 (8) 

 

which corresponds to the difference between the 

interpolation of the coordinates within the 

element and the coordinates of a given point  

Xp. The parametric coordinates ξ are solution of 

, which is solved using the Newton-

Raphson method, i.e. 

 

 (9) 

 

where Gξ  is the Jacobian of the function G. 

Then, the interpolation weights are computed as 

Ni(ξp). 

For 2D, triangles and quadrilateral have 

been taken into account. For 3D application four 

kinds of elements were taken under 

consideration: tetrahedra, pyramids, prisms and 

hexahedra. Suitable shape functions were 

defined for each of them. Checks on the 

feasibility of the value of  ξp are performed on 

the basis of the knowledge of the valid intervals 

of variation related to the element. 

This procedure is very efficient and cheap 

but it enables the extraction of the noise sources 

in a correct way if the integration surface is 

closed to the solid bodies contained in the com-

putational domain, because the UNS3D code 

does not propagate correctly the acoustic solu-

tion for long distances. In fact if we consider the 

behavior of the pressure after interpolation 

along a line in the case of the pulsating sphere, 

we found that it decays as 1/r for short distances 

of the integration surface from the sphere (Fig. 

1).  

 

 
Fig. 1 Interpolated pressure along a line for a pulsat-

ing sphere.  Numerical solution,  Analytic so-

lution. 

 

3.3 The code FWH 

To evaluate the acoustic fluctuations in 

the far field, the three dimensional Ffowcs Wil-

liams and Hawkings equation is solved [7]. 

This equation is an exact rearrangement of 

the Navier–Stokes equations and allows one to 

determinate the acoustic signal at distant ob-
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server locations if the details of the source re-

gion are already known. The idea behind this 

approach is to extend the definition of all fluid-

dynamic quantities to the whole domain, as well 

as to the regions occupied by a body. To do this, 

the fluid-dynamic quantities are multiplied by 

the Heaviside function of argument f, H(f), 

where f =0, defines the region outside of which 

the solution is desired: 

 

 (10) 

The only limitation in the choice of this sur-

face is that it must enclose all the solid bodies 

contained in the computational domain. 

The FW-H formulation can be written in 

differential form as: 

  

 

 

            

(11) 

 

 
 

where 

 

 (12) 

 

 (13) 

 

The Eq. 11 are resolved on an integration 

surface. A prime denotes a perturbation from 

the freestream condition denoted by the sub-

script . The fluid velocities are , wheras  

represent the velocities components of the sur-

face f. The total density and pressure are given 

by  and , respectively. 

The FW-H formulation is used for the 

propagation of the acoustic fluctuations in the 

far field. It is reasonable to assume that in the 

far field the mean flow is uniform. 

 

 

 

4 Results 

4.1 Model validation: non-punctual mono-

pole 

To validate the numerical model, the 

sound emitted by a pulsating sphere was com-

puted.  

The value of the parameters used for the 

CFD simulation are presented in Tab. 4.1. 

 

Parameter Value 

Frequency of pulsation 2000 Hz 

Amplitude of pulsation 6.8 m/s 

Position of the receiver 1 m 

Number of time steps 200 

Time step 0.00005 sec 

Ambient density 1.225 kg/m
3
 

Ambient pressure 101325 Pa 
Table 4.1 Parameters used to the analysis of the sound 

produced by the monopole. 

 

In order to reproduce the pulsations of 

the sphere, we choose to use a velocity boun-

dary condition. In particular we impose a har-

monic velocity normal to the sphere wall equal 

to: 

  

 
 (14) 

where   is the amplitude of the pulsation. 

The amplitude of the pulsation velocity of 

the sphere, , must be kept sufficiently small to 

avoid the non-linearities linked to the propaga-

tion of the wave. For these reasons, during our 

computation, we use an amplitude of the pulsa-

tion velocity equal to the 1% respect to the ve-

locity of the freestream, with Mach number 

equal to 0.2. 

Concerning the time step, since we are using 

a compressible solver, it has been chosen in or-

der to obtain a CFL number close to unit to cor-

rectly represent the acoustic wave propagation. 

Therefore in our case the time step is equal

10−5 .  

In Fig. 2 is represented the computational 

domain used for the CFD simulation: it is a non-

uniform unstructured grid composed by 255,473 

points and 1,465,151 tetrahedral elements.    
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Fig. 2 Computational domain for CFD solution 
 

The choice to use a spherical geometry is 

useful because all the sources of sound used in 

this calculation have a spherical symmetry. The 

computational parameters are reported in Tab. 

4.2. 

 

Parameter Value 

Radius of the sphere  0.1 m 

Radius of the domain 8.5 m 

Number of points 255473 

Number of elements 1465151 

Table 4.2 Characteristics of the mesh used 

 

The noise source is due to the wall move-

ment, therefore the flow can be computed using 

Euler equations. 

Looking at the computed acoustic results, 

which are obtained using a integration surface, 

with a radius equal to 0.125 m, it is possible to 

note that the directivity of the acoustic source 

(Fig. 3) is influenced both by the distance be-

tween the acoustic source and the integration 

surface (Fig. 4) and by the mean flow velocity 

(Fig.5), in agreement with the analytic behavior. 

In Fig. 6 is represented the time history of the 

acoustic pressure in the point showed in Fig. 3, 

for which theta is equal to 225 degrees.  

 

Fig 3  Sound Pressure Level for an acoustic monopole: 

Mach number of the free stream equal to 0.2, radius of 

the integration surface equal to 125 mm. Numerical 

solution, Analytic solution, Point used for the  
time history plot. 

 
Fig 4  Sound Pressure Level for an acoustic monopole: 

Mach number of the free stream equal to 0.2, radius of 

the integration surface equal to 150 mm. Numerical 
solution, Analytic solution. 

 
Fig 5  Sound Pressure Level for an acoustic monopole: 

Mach number of the free stream equal to 0.01, radius 

of the integration surface equal to 150 mm. Numeri-

cal solution, Analytic solution. 
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Fig 6 Time history of the acoustic pressure in a point  

of integration surface with theta equal to 225 degrees. 

 

4.2 High-lift wing airfoil 

The F15 three-element airfoil was used as 

a more challenging benchmark for the method. 

The acoustic flowfield around such airfoil has 

been studied in the DLR project LEISA (Low 

noise exposing integrated design for start and 

approach), combining activities in the research 

areas of high lift system design, flow control 

and aero-acoustic design methods [8]. 

The geometry consists of three elements, i.e 

slat, main wing and flap. The inclination angles 

are 28,814° for the slat and 38, 296° for the flap 

A 2D hybrid grid was initially generated, that is 

composed by hexahedra and  prisms. The 3D 

grid was then built stacking 41 layers of the 2D 

grid in span-wise direction. The step size in 

spanwise direction was chosen to be 0.002 c 

(chord) with c=0.6m, according to the minimal 

edge size in the slat cove. Thus the resulting 

span between periodic boundaries is 0.08 c (Fig 

7, Fig 8). The final grid is made by 4,254,078 

points and 7,184,400 grid elements. 

 

 
Fig 7 Mesh around the airfoil 

 

 
Fig 8 Zoom of the mesh around the slat 

 

The parameters used for the CFD simula-

tion are presented in Tab. 4.3. 

 

Parameter Value 

Mach number 0.15 

Incidence 6°  

Time step 0.00007 sec 

Number of time steps 1800 

Ambient density 1.225 kg/m
3
 

Ambient pressure 101325 Pa 
Table 4.3 Parameters used for the CFD simulation. 

 

To initialize the flow field, an URANS 

computation was carried out until the mean flow 

converged to a constant value, then the DES 

computation was started. During the initial tran-
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sient, a DES simulation was initially conducted 

for a time interval of 15 time scales, where the 

time scale tscale is equal to: 

 

 (15) 

 

where the length scale ( ) is the chord of 

the airfoil and the velocity scale ( ) is the 

freestream velocity. In order to ensure the time-

accuracy of the results, the physical time step is 

taken equal to 0.00007 s, meaning a sampling 

frequency of 15 kHz.  

At the end of this initial computation, a slow 

drift of the mean flow features still existed, but 

the mean flow was considered sufficiently es-

tablished. The computation was then performed 

over 1,800 time steps with a total duration of 

126 ms, corresponding to 11 time scales. 

Fig. 9 and Fig. 10 display the instantane-

ous y-component of vorticity in the plane (x,z), 

while in Fig. 10 the instantaneous x-component 

of vorticity is shown. 

 

 
Fig 9 Y-Vorticity around the airfoil 

 

 

 

 
Fig 10 Y-Vorticity around the airfoil 

 

 
Fig 11 X-vorticity around the airfoil 

 

 These results show the presence of a vor-

tex shedding from the trailing edge of the slat. 

Vortices impact the leading edge of the main 

airfoil and are carried out by the flow up to the 

mid-chord of the slat, where a separation region 

is present and the vortex structure breaks down 

into a large-scale resolved turbulence. The time-

averaged Cp on the profile can be seen in Fig. 

12, compared with the DLR experimental val-

ues. 
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Fig. 12 Time-averaged Cp on the profile 

 

Fig. 13 displays the integration surface, on 

which it has been possible the extraction of the 

informations about the noise sources. 

 

 
Fig 13 Integration surface 

 

Far-field directivity is computed at r = 

1.22 m. The directivity pattern, presented in Fig. 

14,  shows a dipolar character, with the silence 

cone in front of the leading edge, due to the fi-

nite chord of the airfoil. The main lobes are def-

lected in forward direction, as result of the con-

vective effect.  

The far-field directivities for three differ-

ent frequencies are presented in Fig. 15, Fig. 16 

and Fig. 17. It can be noticed that while for the 

lowest frequency the pattern is almost dipolar, 

for the higher frequencies extra lobes appear in 

the directivity patterns. This phenomenon can 

be ascribed to the ratio between the wave num-

ber and the airfoil cord. For the lower wave 

numbers, the wavelength is comparable to the 

chord, so they are less influenced by its pres-

ence. For higher wave numbers, multiple dif-

fractions are possible on the walls, causing the 

extra peaks in the patterns. 

 

 
Fig. 14 Far-field directivity (r=1.22 m) 

 

 
Fig. 15 Far-field directivity  f= 15.87 Hz 
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Fig. 16 Far-field directivity  f= 4 kHz 

 

 
Fig. 17 Far-field directivity  f= 15 kHz 

 

5 Conclusions 

A CFD/CAA coupling method is presented. 

This hybrid process combine several numerical 

methods, each one simulating specific fluid me-

chanisms (unsteady aerodynamics or acoustics) 

in a particular domain, by solving the adequate 

set of equations using the most economic discre-

tization strategy: a compressible unsteady CFD 

(URANS/ DES) is used to simulate the local un-

steady flow around the airfoil configuration and 

a FW-H integration provides the farfield noise. 

The critical point of the method is the coupling 

between the domain of unsteady CFD and the 

aeroacoustic domain. 

The present study uses a straightforward 

technique based on the interpolation of CFD da-

ta, a process which relies on the compressibility 

of the unsteady CFD and its ability to correctly 

simulate the local acoustic field. 
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Abstract  

The paper introduces a functional shape 
parametrization approach for the design and 
the optimization of unconventional aircraft 
configurations. The proposed design 
methodology is tailored for the preliminary 
design stages, and it is based on the use of 
mixed fidelity simulations.  The approach is 
integrated in the DLR collaborative design 
framework, which makes use of a centralized 
model, and distributed analysis modules. The 
overall design process is applied for the 
multidisciplinary shape optimization of a 
Blended Wing Body configuration, including a 
large number of design variables. Single and 
multi-objectives optimization problems are 
formulated, and the optima designs are 
compared and discussed.    

1 Introduction  

The expected development of the air 
transportation system’s ecological impact 
constitutes challenges for the design of next 
generations’ air vehicles. For instance, the 
ICAO (International Civil Aviation 
Organization) member states agreed in 2009 on 

the global goal of an annual two percent fuel 
efficiency improvement till the year 2050 [1]. 
Therefore unconventional configurations are 
currently investigated in order to meet these 
ambitious design requirements. However, 
revolutionary air vehicle concepts cannot be 
assessed using the established predesign 
methodologies, which primarily rely on 
statistical data. Nevertheless, the recent 
advances in computational performance and 
simulation capabilities of computers provide 
accessibility to sophisticated physics based 
models, which can be included in the early 
stages of the design process. At the same time in 
order to correctly determine the vehicles’ 
performance and to minimize the risks 
associated with the development of 
unconventional designs, multidisciplinary 
design and optimization (MDO) techniques are 
necessary to understand the interdisciplinary 
dependencies and the coupling effects of novel 
configurations and technologies. Nevertheless, 
state of the art aircraft predesign approaches are 
often based on automated, but monolithic design 
codes which cannot easily be adapted to cope 
with unconventional designs. In such cases a 
novel technology is taken into account by the 
use of technology factors, which are an 
estimation of the technology’s impact on the 
performance properties of the air vehicle. The 
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final results depend to large parts on this 
estimation and may be subject to large 
uncertainty. Ideally the integration of novel 
technologies into the overall aircraft design 
process should make use of physics-based 
simulation. DLR is developing a collaborative 
design environment, which allows for the 
development of MDO-workflows utilizing high-
fidelity simulation codes, to account for 
flexibility in the workflow definition and the 
straightforward exchangeability of individual 
analysis modules. 

Recently the interest in higher fidelity 
analysis has shifted from single discipline to 
multidisciplinary shape optimization (MSO) 
applications, which commonly involve sizing, 
topology and shape optimization [2]. In order to 
cope with the increase in model complexity and 
computational resources demanded by hi-fi 
codes, efficient aircraft parametrization 
techniques are necessary to support a cost 
effective MDO process [3]. Herein, desirable 
properties include for instance a small number 
of design variables, a well-behaved analytical 
description of the aircraft geometrical shapes, 
and the capability to provide consistent model 
information for the disciplinary analysis tools.  

 
In this paper a functional parametrization 

approach is presented for MSO applications for 
unconventional air vehicle configurations. The 
process is tailored for aircraft predesign 
activities, making use of high fidelity analysis 
methods at the early stages of the development 
process. First the employed parametrization and 
the corresponding functional model generator 
are described. Subsequently, DLR’s 
collaborative design environment and the 
multifidelity analysis codes used in the study are 
briefly introduced. With these building blocks a 
methodology for the design and optimization of 
Blended Wing Body [4] configurations is 
developed.  

2 Functional Parametrization 

Core of the design optimization process is the 
shape parametrization of the aircraft and its 
components. Several parametrization techniques 

are available [5]. The right selection is 
dependent on the complexity and the level of 
detail of the aircraft configuration, as well as on 
the fidelity of the analysis codes in use, and on 
the control the designer wish to retain in the 
optimization formulation. Since the 
parametrization defines the degrees of freedom 
of the modeling and the type of allowed shape 
perturbations, the resulting optimum 
configuration is highly dependent on this 
fundamental choice. However a 
parameterization for MSO applications needs, 
among others, to be suitable for the integration 
into an automated process, providing consistent 
model information among the disciplines as 
well as analytical sensitivity derivatives [6]. 
Additionally, a straightforward interface of the 
parametrization to a geometrical data structure 
is desired. 

Here, the presented approach combines the 
parameterization of the aircraft’s outer shape 
surfaces and planform, by adopting a series of 
surface polynomial representation and a spline 
approach, well suited for representing three 
dimensional surfaces in the preliminary 
development stages. 

The parametrization for the outer shape of 
wing-like surfaces is based on the Class-Shape 
function Transformation (CST) [7], an 
analytical formulation which is capable of 
describing complex aeronautical geometries 
(e.g. airfoils and wing-shaped surfaces) by 
mathematically well-behaved and smooth 
functions. The formulation allows for an 
accurate representation of the overall smooth 
geometry with a limited number of design 
parameters (shape function coefficients), and 
thus desirable for the implementation in large 
scale optimization problems. The CST approach 
is based on the definition of the physical 
geometry as a combination of a class function 
and a shape function, as follows in Equation 1 
for the 3D case of a wing-like aero surface 
component: 

 

),()(),( 5.0
0.1  SC  (1) 
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where ζ and ψ are the airfoil coordinates 

normalized over the airfoil chord, and   is the 
normalized span. The class function “C(ψ)” 
defines the shape type, for instance airfoil-like 
geometries, whereas the shape function 
“S(ψ, )” in Equation 2 provides the 
transformation function from the physical 
design space of an airfoil to a well behaved 
analytic function. In this case the shape function 
is represented by a Bernstein polynomial of 
order Nx for the chordwise distribution, and Ny 
for the spanwise distribution, and whose 
coefficients jiB ,  control the perturbations of the 
wing geometry. 

 

 
Fig. 1a CST shape surface S(ψ, ) 

  

Fig. 2b CST aero surface 

Figure 1a shows the shape function S associated 
with a wing-like segment (and its polynomial 
components). Figure 1b represents the 
corresponding aero surface in the physical 
design space. Multiple CST aero surface 
segments can be assembled together for 
complex shapes.  

In a previous study [7] the authors 
implemented the CST concept into a model 
generator and proved the efficiency of the CST 
shape coefficients as driving parameters of an 
MDO problem for a fixed planform aircraft In 
comparison to this previous study, planform 
variations are taken into account in this paper, in 
order to cope with the wider scope of MSO. 
Therefore, the set of design variables is 
extended by planform functions, whose 
coefficients drive the distributions of the aircraft 
planform parameters such as wing sweep 
angles, twist angles, and taper ratio. Several 
types of functions (e.g., Bezier curves, NURBS) 
are available to control the planform shape, 
according to the desired complexity of the 
model, and the scope of the optimization task 
(global or local shape perturbations). Additional 
requirements which are taken into consideration 
in the presented approach are the minimization 
of the amount of data, which the designer has to 
initially provide (e.g. number of airfoils, and 
general planform and structural layout), and the 
automated enhancement of the model for 
suitable higher fidelity analysis.  

Figure 2 shows an example of planform 
distribution functions, each with an independent 
number of control points along the 
nondimensional span. This allows for the 
tailoring of the scope of the analysis, and for the 
integration of the available design knowledge. 
For instance, the designer may wish to retain a 
larger number of control points on the twist 
distribution of the outer wing, without the need 
to specify the same amount of input parameters 
for taper ratio, and at the same time predefine a 
known dihedral distribution, or a typical 
behavior. 
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Fig. 2 Planform functions 

The planform functions for a wing-like 
geometry define in space the reference plane 
separating the lower and upper surface, as 
shown in Fig. 3, which is fully controlled, and 
thus deformed, by the coefficients values of the 
control points. Figure 3 shows the planform 
produced for a Blended Wing Body 
configuration with a continuously varying swept 
leading edge, and nonlinear twist distribution. 
The corresponding twist, sweep and dihedral 
distributions are applied along a curvilinear 
abscissa running from the wing root to the wing 
tip and placed at an arbitrary chordwise 
position. 

 
 

Fig. 3 Reference planform plane 

 
Therefore the CST surfaces, which control 

the type of airfoils and their properties such as 
thickness and camber, are placed and deformed 
along the planform reference plane.  

The functional model generator implemented 
includes a set of knowledge base design rules 
determine the relations between the design 

variables in order to define how perturbations of 
the design variables are propagated along the 
geometry when changing values of the functions 
coefficients (e.g. straight lofting between 
airfoils, or mesh deformation of the initial 
geometry).  

The BWB configuration can be completely 
described as an assembly of wing-like CST 
surfaces in spanwise direction, deformed by the 
planform distributions. The set of the overall 
function coefficients represents the design 
variables. The number of input CST segments 
depends on the number of airfoils the designer 
wants to specify and control during the 
optimization process, whereas the output model 
is enriched by the automated addition of 
transition airfoils, dependent on the shape 
surface coefficients and on the gradients of the 
planform distributions over the reference line. 
 

The overall outer shape is completely 
described by a unique set of analytical 
functions, which can be evaluated for different 
types of discretization, in order to extract 
computational grids with different levels of 
complexity and accuracy. Figure 4 shows the 
BWB shape produced by the functional model 
generator, and a typical structured paneling grid 
evaluated on an equivalent spanwise spacing 
and cosine chordwise spacing of the parametric 
design space. 

 
Fig. 4 BWB functional model generator 

In this paper the setup of the functional 
model generator is tailored for the preliminary 
design stages, hence with the goal to minimize 
the time to initialize the aircraft modeling, 
which will be subjected to large variations 
during optimization. In fact, a fundamental 
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feature of the chosen parametrization is the 
capability to produce local planform 
deformations, but smooth surfaces 
perturbations. This allows to extensively sweep 
through the design space, such as for large MSO 
problems, in order to generate a wide variety of 
loading-performance cases, but at the same time 
minimizing the number of geometrically 
infeasible solutions which may be generated 
during the optimization process. 

3 Collaborative Design Environment 

In this study the proposed functional 
parametrization is integrated into DLR’s 
collaborative design environment. The 
framework provides a mean for the 
development of intricate flexible workflows in a 
distributed computing architecture and consists 
of three individual building blocks.  

The basis for communication is the central 
data model CPACS (Common Parametric 
Aircraft Configuration Schema), which is based 
on XML technology. CPACS holds detailed 
constructs for the exchange of information 
between the analysis modules in 
multidisciplinary workflows. It contains model 
information as well as data on the process to 
control parts of the overall analysis workflow, 
such as necessary input to initialize the 
individual disciplinary analysis modules, e.g. 
aerodynamic and structural solvers. CPACS has 
been under development at DLR since 2005 and 
it is designed to accommodate data for 
numerous disciplines involved in the conceptual 
as well as preliminary design phase and is also 
seeing application in high-fidelity analysis, e.g. 
crash simulation of fuselage sections, see Fig. 5. 

 

 
Fig. 5 CPACS concept 

The second building block is the toolset of 
disciplinary analysis modules which exchange 
information using the common language. The 
workflow is developed to make use of a 
decentralized distributed computing 
architecture, in which the analysis modules are 
hosted and run on dedicated servers located at 
the corresponding institute of DLR or at any 
partners’ sites. Whereas only input and output 
data are made accessible to the user, the 
disciplinary modules remain on these locally 
distributed servers during the workflow 
execution. All analysis modules in the toolset 
require a CPACS interface. For legacy codes 
which do not feature this direct interface, a 
straightforward wrapper component translates 
between the codes’ proprietary format and 
CPACS. 

The third fundamental component is the 
engineering framework software which 
manages the workflow control as well as 
product optimization. Currently the environment 
uses a commercial engineering framework 
software solution for these tasks, which has 
been enhanced by DLR’s Chameleon-
components [8]. They provide further 
capabilities for the handling of CPACS within 
the framework software, such as central 
program libraries specifically tailored to the 
central model for unified interpretation of 
geometric data. 

The collaborative design environment is in 
operational use at all aeronautical institutes of 
DLR. First applications have been presented in 
recent works, in which the environment has 
been used to develop workflows for aero-
structural optimization [9] and preliminary 
aircraft design [10]. 

4 MDO Analysis Architecture 

In this study the functional parametrization 
module is used for the generation of a 
centralized geometrical model. The 
parameterized geometry is transferred and 
stored in the structured XML data format 
CPACS.  

 
 

1517



A Functional Shape Parametrization Approach for Preliminary Optimization of Unconventional Aircraft  

CEAS 2011 The International Conference of the European Aerospace Societies 
 

4.1 Aerodynamics Modules 

The aerodynamic analysis is based on the 
potential multiple lifting line code for non-
planar wings LIFTING_LINE [11] chosen for 
the calculation of the aerodynamic polars. The 
three dimensional panel code VSAERO is 
chosen for the computation of the aerodynamics 
loads which are used for the structural analysis. 
Friction drag is estimated by the flat plate 
turbulent boundary layer correlation. All the 
codes are available through the distributed 
environment, and interfaced to the CPACS 
centralized model by the disciplinary experts. 
Figure 6 shows two types of aerodynamic 
models extracted from the common CPACS 
representation, for the BWB configuration 
under study: the zero thickness panel grid for 
the port side, and the three dimensional panel 
model for the starboard side.   

 

 
Fig. 6 Aerodynamics models 2D (left side) and 3D 

(right side) 

4.2 Structural Module 

The structural model is generated by the 
DLR in-house application PARA_MAM [12], 
which is capable of assembling multilayered 
shell Finite Element (FE) models based on the 
external geometry (parameterized as previously 
described), and on the parametric description of 
the inner structural topology in terms of spars, 
ribs number, and relative positioning of the 
structural components. PARA_MAM, which 
consists in a set of MATLAB macros, fits the 
inner structures in the reference outer surface, 
and generates a collection of matrices 
containing the data required to define the model 
within the pre-processor of the FE package. For 

the current approach the multilayered shell FE 
model generated is described by the ANSYS 
Parametric Design Language (APDL) format, 
which can be interpreted by the FE software 
package ANSYS in batch execution. The 
assembly of the structural module is fully 
automated. The model is used for the evaluation 
of the strength constraints under a series of load 
cases.  

In this study the structural analysis considers 
only the aerodynamic loading produced from a 
2.5g pull-up maneuver, as representative load 
case for the structural sizing. Hence the 
corresponding aerodynamics loads over the 
three dimensional surface elements are mapped 
and distributed over the structural FE grid.  

The sizing infrastructure S_BOT (Sizing 
roBOT) developed by DLR is used to determine 
the thickness distribution of the shell elements. 
The tool's main input file calls the FE software, 
reads the generated FE model, applies the 
mapped aerodynamic loads, launches the 
analysis solver, and post-processes the loading 
state for each element of the structural 
components. On the base of the chosen sizing 
criterion, the new elements thicknesses are 
calculated, and the dimensions of the skin 
element layers are updated for all the wing 
elements within the specified optimization 
regions. After updating the model, the load path 
is changed, and the analysis-sizing process is 
iteratively repeated till convergence criteria are 
met. The tool explicitly models the primary 
structure components (i.e., ribs, spars, and skin), 
whereas the substructures (e.g., stiffeners) are 
implicitly modeled by equivalent stiffness layers 
[13]. 

Figure 7 shows the model generated for the 
automated structural analysis of a Blended 
Wing Body configuration as interpreted by the 
finite element software package. In the figure 
half of the PARA_MAM generated FE model is 
displayed without the upper skin surface 
elements to visualize the inner structural 
components, whereas the other half of the 
model shows the aerodynamics loads as output 
from the aero solver and mapped on the 
structural surface elements.  
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In this study the parametric topology of the 
inner structure (i.e. relative positioning and 
number of primary structure components) is 
kept fixed. As for the aerodynamics, all the data 
needed for the disciplinary model preparation 
and analysis are extracted from the CPACS 
structure. 

 

 
 

Fig. 7 Structural FE shell model 

4.3 Weight and Balance Module 

A weight and balance module is implemented 
for the estimation of the nonstructural masses 
such as payload, systems, furnishings, engines, 
and landing gear in order to estimate the 
Operating Empty Mass (OEM) and evaluate the 
aircraft’s mission performance. Taking the outer 
shape as reference, additional inner geometrical 
components are derived, such as fuel tanks, 
cabin and cargo compartments. Additional 
components are added such as engines, and 
landing gears, as shown in Fig. 8. Based on the 
components dimensions the module provides an 
estimation of the masses and relative centers of 
gravities. Here, the number of passengers and 
are a function of the floor area of the cabin. 
With the aircraft masses, the aerodynamic 
performance of the trimmed aircraft, the 
propulsion systems, as well as the desired 
design range, the mission fuel is calculated 
using the established Breguet formulation 

 
Fig. 8 Weight and balance model 

4.4 Reference Configuration 

A baseline aircraft is generated in order to 
check the quality of the functional model 
generator, and the disciplinary models derived. 
The baseline geometry is taken from a previous 
European project known as MOB [14], for 
which aerodynamics studies are available in 
literature.  

The aerodynamics performance are 
computed for the reference configuration at the 
cruise design point Mach 0.85, with angle of 
attack of 3 degrees. The reference MOB results 
have been computed by RANS simulations [15], 
and thus total drag includes induced drag, wave 
drag, drag due to boundary layer displacements 
and friction drag. The reference values are 
compared with the lifting line code, and the 
three dimensional panel code, which account 
only for induced drag, and an estimation of the 
friction drag.  

Additionally, an Euler code has been 
interfaced with CPACS in order to take into 
account wave drag. The resulting total drag 
obtained from the Euler computations is within 
1% of the reference. Table 1 shows the lift 
design coefficient Cl and the total drag 
coefficients Cd calculated by the different tools 
(including the friction drag estimation), and 
compared with the reference values. 

 
Analysis Code Cl Cd total 
Reference (RANS) [13] 0.4136 0.03268 
Lifting_Line (2D) 0.3461 0.01553 
VSAERO (3D) 0.345 0.01525 
 Euler (3D) 0.431 0.03210 

Table 1 Reference aerodynamics performance 
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In order to check the sizing process of the 
structural model with the reference value, 
aluminum technology has been selected, and the 
sizing case for a quasi static 2.5g maneuver 
chosen as representative. Respect to the 
reference value [3], the sized mass of the 
primary structures results 14% lower, and the 
difference is due to a different set up of the 
optimization regions, and of the design 
allowables defined. 

5 Optimization of BWB 

The functional model approach is tested for 
the optimization of the Blended Wing Body 
configuration. Table 2 gives the reference 
transport mission requirements used for this 
study, which are assumed to be comparable with 
the class of a large transportation aircraft, such 
as A380. 

 
Design mission A380-800 DLR-BWB 
Range [km] 13500 14000 
Mach 0.85 0.85 
Altitude [m] 10000 10000 
Payload PAX 525 500  

Table 2 BWB TLAR 

5.1 Multidisciplinary Design Workflow 

Figure 9 shows the design workflow for the 
test case using the collaborative design 
environment, and the aforementioned analysis 
modules. The overall workflow can be 
described as follows. 

 
Fig. 9 Design workflow 

 
The geometry is initialized by the functional 

model generator and transferred to the CPACS 
format. A first estimation of the structural and 
nonstructural masses based on the model 
dimensions is calculated by the weight and 
balance tool. During this stage, the aerodynamic 
polar is calculated by the lower fidelity code 
LIFTING_LINE and used for the calculation of 
the trimming condition. Subsequently, the 
mission performance module calculates the 
required fuel mass for the mission, and this 
overall preliminary loop is repeated till the 
global aircraft masses reach convergence. After 
the preliminary design loop has converged, the 
aerodynamics loads are calculated by the 3D 
panel code for the 2.5g maneuver. In parallel the 
high fidelity FE structural model is generated. 
The aerodynamic loads, which are used in the 
structural sizing of the primary structures, are 
mapped from the aerodynamic grid to the FEM 
grid. The structural sizing process is run until 
convergence of the thickness distributions of the 
main components is reached, satisfying the 
required strength criteria. The sized structural 
mass is fed back into the mission calculation, 
and the initial estimated global aircraft mass is 
then updated. The mission fuel and the trim 
conditions are recalculated, producing a new 
load distribution to be used in the sizing 
process. The overall design loop is repeated 
until the calculated sized structural masses have 
converged. Finally, the masses, the aerodynamic 
and the mission performance results are 
collected. 

5.2 MSO Methodology 

This paper focuses on the feasibility of a 
functional approach for design optimization 
with a large number of design variables. Here 
the design space is limited to 12 design 
variables for the control of the planform 
functions (twist, sweep, dihedral, wing span, 
root chord, and cabin width), and 36 coefficients 
for the control of the aerodynamic surfaces. To 
accommodate a rather computationally 
inexpensive optimization process, a Design of 
Experiments (DOE) is generated using a space-
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filling stratified Latin Hypercube sampling plan, 
which then allows for the construction of a 
Kriging metamodel. Table 3 shows the surface 
coefficients bounding values, and corresponding 
variations for some of the representative 
characteristic planform geometrical parameters.  

 
Design Variables Lower Upper 
Bi,j coefficients 0.05 0.3 
Twist at 75% span [deg] -8 +8 
Sweep outer wing [deg] -40 60 
Span [m] 50 80 
Root chord [m] 40 60 
Cabin width [m] 15 25 

Table 3 DOE bounds 

 
Each design point of the DOE has different 

planform and airfoils distributions. For each 
sample point the structural sizing and the 
performance convergence loop are taken into 
account. Figure 10 shows the Operating Empty 
Mass, and the sized primary structures mass, 
against the number of passengers (PAX) which 
can be fitted in the cabin, for each sampling 
point. It can be noticed that the growth of OEM 
is mainly proportional to the number of 
passengers, and dimensions of the design. 
Masses of the sized primary structures exhibit a 
more scattered behavior. In this study for the 
MSO application, only a part of the FE model is 
sized, consisting in the wingbox, and part of the 
central fuselage. Therefore the sized masses 
largely depend on the loading case, which is 
dependent on the geometrical parameters like 
planform, twist and airfoils distributions. The 
DOE fully spans the design space, and design 
points with a similar passenger capacity may 
provide significantly different aircraft shapes, 
and thus loading, which directly affects the 
sized masses. For the same set of points, Fig. 11 
shows a fuel efficiency index defined as fuel per 
passenger per 100 km of the mission range. The 
BWB fuel efficiency tends to increase with 
higher number of passengers. For the reference 
mission and the conventional aircraft this value 
has been determined to be 3.5 l/PAX/100 km.   

 
Fig. 10 DOE OEM/Structure Mass vs PAX  

 

 
Fig. 11 DOE Fuel efficiency vs Pax 

 
Although the described parametrization  
includes a compact number of variables, since 
higher fidelity analysis are used, the 
computational time for a direct optimization 
approach would be infeasible to properly fit in 
the conceptual and preliminary stage, especially 
when using the black box approach in the 
collaborative design environment. Hence the 
DOE simulation results are used to generate a 
Kriging-metamodel, and a computationally 
efficient MDO problem is formulated. 
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5.3 MSO Results 

The optimizer drives the planform and the 
shape function coefficients, as defined for the 
DOE, to find the optimum design which 
maximizes the aircraft performance, subjected 
to the requirements (e.g. the defined mission) 
and design constrains (e.g. structural failure, 
stability margin). 

A single objective optimization problem is 
initially formulated in order to minimize the 
required fuel for the mission defined in Table 2. 
The constraints of the optimization problem are 
set on the number of passengers which have to 
be accommodated in the cabin compartment, 
and on the volume of the fuel tanks, which have 
to contain the required mission fuel. For the 
solution of the optimization problem both, a 
gradient based and a genetic algorithms are 
applied, in order to verify the optimum is 
representing a global minimum. 

Figure 12 shows the optimization history of 
the gradient based algorithm, and the ten best 
individual designs resulting from the genetic 
optimization. The optimal solutions for 
minimum fuel are all within a deviation of 1.9% 
for both optimizers, with almost identical 
planform characteristics. 

 

 
Fig. 12 Single objective optimization 

 
Subsequently, a multiobjective optimization 

task is formulated, minimizing mission fuel and 
the primary structural mass using the 
aforementioned genetic algorithm. The Pareto-

optimal designs are extracted and depicted in 
Figure 13 by the black line. The bottom axis 
indicates the mission fuel for the Pareto points, 
whereas the left vertical axis represents the 
sized structural mass. It can be observed that a 
decrease in the structural mass has to be traded 
with an increase in the mission fuel. The effect 
is caused by the shift of the aerodynamic 
loading from an ideal distribution to a less 
efficient one, but with less loading on the 
structure. However it can also be noticed that 
the reduction of the structural mass becomes 
much lower under a certain value. This effect is 
explained by the presence of active constraints 
during the structural sizing on the minimum 
thickness of the primary components. In fact 
even if the aerodynamic loading would lower 
the actual stress level on the structure (with 
decrease of the aerodynamic efficiency), the 
minimum thickness constraints limit the further 
decrease of the structural masses. In addition on 
the right vertical axis, the corresponding values 
of characteristic planform design variables for 
each Pareto-optimal design are given. Although 
the variation of these values is moderate, it is 
necessary to underline that each Pareto point 
exhibits different resulting airfoils, and twist 
distribution, which highly affect the loading and 
the efficiency of each design.  

   

 
Fig. 13 Pareto front design points and corresponding 

geometrical parameters 

 
 

1522



A Functional Shape Parametrization Approach for Preliminary Optimization of Unconventional Aircraft  

CEAS 2011 The International Conference of the European Aerospace Societies 
 

As example two representative design points 
on the Pareto front are compared with the single 
optimization results, in Table 4. As explained it 
can be seen the design 5 has a lower fuel mass 
due to the higher aerodynamic efficiency, but a 
higher structural mass, respect to the design 15. 
Figure 14 shows the local lift distributions over 
the semi-span for these two design points. 
Further Table 4 shows the minimum fuel mass 
is reached by the single objective optimizations, 
which at the same time has the highest sized 
structural mass, compared with the Pareto 
solutions.   
 

 Mission 
Fuel [kg] 

Structure 
[kg] 

L/D 

Min Fuel Gradient 51627 9164 - 
Min Fuel Genetic 52631 9607 - 
Pareto design 5 60192 7995 21 
Pareto design 15 64223 6655 19.9 

Table 4 Optimization results 

 

 
Fig. 14 Pareto points spanwise loading 

 

6 Conclusions and Outlook 

This paper presents a functional 
parametrization approach, suitable for the 
initialization and the optimization of 
unconventional configurations. The functional 
model provides a compact analytical description 
of the aircraft geometries, suitable for MSO 
applications at the preliminary design stages.  A 

set of functions are used to describe planform 
characteristics and airfoils distributions, and the 
functions’ coefficients are used as design 
variables. The presented approach is integrated 
into the DLR collaborative design environment, 
making use of the centralized model CPACS, 
and a set of distributed and heterogeneous 
disciplinary tools. The overall design process is 
tested for a reference BWB design, and results 
are comparable with available literature. Thus 
the design approach is tested for the 
multidisciplinary shape optimization of a 
Blended Wing Body configuration for a given 
reference mission comparable with the one for 
the actual large transportation aircraft. The 
study focuses on the parametrization 
methodology, and design framework, and thus a 
series of simplifications are assumed for the 
configuration optimized. For instance only 
aerodynamic load cases are considered for the 
sizing, and the parametric topology of the 
structural model is kept constant during the 
optimization process. Additionally a simplified 
cabin model is used for the estimation of 
passenger and payload, and no pressurization is 
considered for the mass calculations. These 
factors influence the absolute optimization 
results, and the global performance of the BWB 
configuration, but will be tackled in upcoming 
studies by increasing the number of parameters, 
and adding complexity to the analysis modules. 
The study shows the capability of the proposed 
design approach to drive large scale 
optimization problems with heterogeneous and 
mixed fidelity analysis.   
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Abstract  
As the requirements of a modern air vehicle 
changes during development and use, 
requirements and design of test and recording 
functions have to be continuously updated. To 
achieve control over functional monitoring, 
pilot warnings and health management in a 
tightly integrated avionics system with several 
configuration variants and frequent updates, 
powerful tools are needed, especially when 
requirements on cost reduction and a small staff 
are considered. Traditionally the work has been 
divided among several departments, with own 
processes and tools, leading to redundant work 
and inconsistency, despite tremendous 
inspection efforts. 

This paper describes how the workflow to define 
pilot warnings is integrated in order to reduce 
development time and reuse data. There are 
over 500 failure modes defined for the Gripen 
Aircraft.  

The impact of a failure is depending on 
equipment configuration and thus will the 
required pilot actions differ between the 
variants.  In complex failure situations it is also 
important to find the primary fault and filter 
faults that can be considered as consequences of 

the primary fault. The presentation will show 
how primary failures are distinguished from 
secondaries or consequences. 

Experience has shown that the recommended 
pilot actions often need to be revised after that 
operational experience has been achieved by 
the users. As changes in a delivered product are 
costly, the method of separately loadable 
databases for flight manuals and warnings 
information will significantly reduce the cost of 
an update and also enable an incremental 
development. This paper will also describe how 
field loadable databases can be used in aircraft. 

1 Introduction 
When the Gripen development started in 

1982, Test and Monitoring requirements were 
not the first thing in our focus. The product 
specification was very detailed on weapon 
functionality, while embedded test functions 
was covered in a few sentences. Test and 
monitoring was by then not neglected, they 
were just treated like something obvious. The 
maintenance concept for the predecessor, JA37 
Viggen, was a success and thus requirements 
like "Performance better or equal of that for 
JA37" could be found. Despite the lack of 
detailed requirements, experienced personnel 
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were allowed to develop the monitoring 
functions from the beginning. 

Embedded test, monitoring and recording 
functions were developed in parallel with 
tactical functions in the aircraft. With three 
processors, one MB of code memory and three 
Mil-STD 1553B data buses, the systems 
computer was well equipped for the task. As 
always, the requirements for new functions 
grew faster than hardware upgrades permitted.  
Limited computer capacity pushed the 
development towards highly optimized designs 
and approaches. 

Many tools were developed for various 
purposes, tools that had great importance for 
further development but little integration with 
other tools.  To avoid further diversification, 
common processes were defined for the 
company. 

Today (2011), there are four Gripen versions 
in service, Single seat 39A and 39C, Dual seat 
39B and 39D. Customer specific variants and 
upgrades exist for both serial aircraft and test 
aircraft. New variants are under development 
and new functions are delivered for flight test 
each month.  Processes for systems and 
software  development  are  now  working  as  
intended and roles and responsibilities have 
been clarified.  For monitoring, test and 
recording, all responsibilities have been 
allocated to one department with the result that 
methods and tools have been standardized and 
are better integrated. Meanwhile, the defense 
budgets have decreased drastically the last 
decade and there is no longer room for any 
major redesign unless cost reduction can be 
proved in a short term. The issue will then be to 
improve the performance on legacy systems 
without expensive updates. See also [1]. 

 
 
 
 
 
 
 
 
 

2 Terms and Definitions 

2.1 Central Functional Monitoring 
 

Central Functional Monitoring provides the 
aircraft system with the following functionality: 
- Functional monitoring of the aircraft system 
including logic for primary and secondary 
failure warnings.  
- Failure warning generation 
- Display of failure warnings on panels and text 
displays. 
- Display of flight manuals. 

2.2 Local Functional Monitoring 
 

Local Functional Monitoring at subsystem 
level handles fault detection. In non degraded 
modes, all detected failures are passed to central 
functional monitoring where further processing 
is done. 
 

3 Problems 

3.1 Complexity 
 
A main difference compared to older systems 

was that in the old federated architectures, all 
systems had their own failure modes and 
typically one or a couple of warning lamps 
connected to that system. A problem with that 
was that a failure warning in a supply system 
could cause so many side effects that the real 
failure warning would be obscured by a myriad 
of flashing warning lights, see Fig. 1. The 
problem to solve was how in a complex failure 
warning pattern pick out the primary fault and 
display  that  in  a  way  that  would  give  the  best  
help to the pilot.  
 

Having over 500 distinguishable failure 
modes, no pilot would keep all required actions 
in mind. A flight manual mode was developed 
early in the project and is now for 39C complete 
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in the meaning that there is one specific flight 
manual for each failure warning. 

 
Fig. 1 Conventional Warning System 

 
In an integrated system, there are easier ways 

to control the warnings displays.  
The  first  effort  to  be  done  in  39A  was  to  

distinguish between primary faults and 
secondary faults. A suppression function on the 
caution and warning panel blocked the lamps 
for systems secondarily affected and the text 
info on the head down displays differed between 
primaries and secondaries for all flight critical 
failures. In 39C this function was extended to 
cover also failure warnings in the tactical 
system that would impact on mission capability. 
 

3.2 Development cycle 
 

Another problem was the time required to 
develop a new warning, as it required a great 
effort of integration and verification. To keep 
information in aircraft consistent with flight 
manuals and maintenance documentation with 
paper documentation and manual inspections 
was extremely time consuming.  

 
It was early decided that we had to use tools 

to support the development. With all 
information stored in a database, the same 
source could be used to generate documentation 
and data for the avionics computers.  In a later 
step, functionality to support integration 
between subsystems was added. 

 

3.3 Time to customer 
 

With embedded functions, new releases to 
customers are very expensive as the entire 
software has to be certified. By making the 
warnings system parametric driven, it is now 
possible to separate the warnings and flight 
manual data from the resident software and 
instead having it field loadable in a separate file 
system. 

4 Approach 
 

How do you get a good partitioning of a 
complex functionality involving several 
organizations? 

 
A systematic approach to get maintainable 

software architecture led to the so called 
Warning Triangle. 

 
In the Warning Triangle there are clearly 

distinguished layers that interact with clearly 
defined interfaces. 
 
 

 
Fig. 2 ”The Warning Triangle”, principle layout for 
functional monitoring. 

 
Figure 2 illustrates the different layers in 

functional monitoring: 
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 Functional level 1, in the bottom is signal 
monitoring. That is the most basic function that 
with a very minimum of involved functionality 
indicates a state that can serve as a warning. 
Typical examples are lamp indications that are 
connected to a basic sensor, like fire warning 
and heat sensor or low fuel warnings. A very 
important aspect is to monitor unexpected states 
that are not considered faults, like “gear not out 
at landing approach”.  The signal monitoring is 
also used to cover the most critical failure 
warnings to make the failure mode presentation 
available even in case of a computer fault.  

 
 Functional level 2, Fault detection is 

distributed and shall be done as close to the 
source as possible, uses combinations of the 
monitored signals to detect abnormal conditions 
or faults.  

 Functional level 3, Failure mode logic is a 
central function that determines what is primary 
and secondary. It evaluates abnormal conditions 
or faults, detected by local functions, to see if it 
shall be considered a system level failure mode. 
Transients are not considered as failures. 

 Functional level 4, Warnings management, 
is the core of central functional monitoring 
functions. It determines when failure warnings 
shall be given for reported failures and when 
warnings shall be deactivated.  It also supplies 
data to display, I e Flight manuals. 

  Functional level 5, Display logic is a 
special entity as there are several ways to 
display the information and the mode selection 
on the text displays are unsynchronized with 
how the warnings appears and disappears. 

 
The responsibility of Central FM covers 

layer 3, 4 and 5. Local FM, on equipment or 
subsystem level covers the bottom two layers. 

5 Current Design 

5.1 Overview 
The Gripen warnings system, according to 

Fig. 3 consist of  
 

- Two master caution lamps with 
   acknowledgment button. 
- Audio warning 
- Caution and Warning Panel, CWP 
- Displays 
- Local monitoring functions 
- Central functional monitoring 
- FM-database (Field loadable) 
 

 
Fig. 3 Overwiev 

 These components ensure that failure 
warnings are presented, first with alert (audio 
and light) to capture attention. A system 
oriented CWP lamp points out the problem area 
and the text displays gives further information 
and decision support. 

Redundant displays and distributed logic 
ensures that no single fault in the central 
function can prevent failure warnings to be 
displayed. For more detailed description about 
the design drivers, see [2]. 

5.2 Workflow 
With shared responsibility between local and 

central functionality, the subsystem experts will 
focus on the fault detection and system 
behavior. The detection capability is 
implemented as Continuous Built in Test, CBIT, 
functions in the subsystems. Normally the 
detection function is limited to one subsystem or 
line replaceable unit, LRU, for each warning, 
but when a subsystem has several LRUs 
interacting, there might also be local failure 
mode logic, between level 2 and level 3 
according to Fig. 2. 
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The technical manager for the central 

functions will together with subsystem 
managers and the test pilot assign a name for the 
corresponding failure warning. This can 
sometimes be a bit tricky as the name has to be 
limited in size and clearly interpretable at a 
short glance. The failure warning shall primarily 
identify the affected functionality. 

 
The flight manuals that are shown on the 

displays are authored by a team including 
technical manager for central functions, 
subsystem managers and pilots. 

The information regarding failure warnings 
are continuously entered in a database. When 
the work is complete a specification is 
automatically generated from the FM-tool, see 
Fig. 4.  One specification is issued for each 
affected system. These specifications will then 
be inspected and finally approved. When all 
specifications are approved, software for the 
aircraft is generated from the same source as the 
specifications. 

The generated software is field loadable to 
the aircraft to enable the flight manuals to be 
updated at a very short notice. 

 
As the software is generated from the same 

source as the specifications, no further 
inspections of the software is necessary but the 
consistency between code and specification has 
to be verified. This is done by another tool, 
which is developed independent of the FM-tool, 
and is described in section 5.4. 

5.3 FM-tool 
 

As all development is tool supported, new 
and altered failure warnings are easily 
administered using the by Saab Aeronautics 
developed FM-tool.  

 
In the FM-tool, several parallel 

configurations and systems can be handled.  

 
Fig. 4 FM-tool system view 

Warnings are defined per system and the 
system structure is similar to the ATA chapters, 
see Fig. 5. 

 

 
Fig. 5 Main view 

For each warning, primaries and/or 
secondaries are defined. Based on all warnings, 
complete fault trees are generated and displayed 
in the tool, see Fig. 6. 
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Fig. 6 Fault tree view 

Flight manuals consist of a list of 
recommended pilot actions and a list of 
consequences. Each failure has its set of actions 
and consequences but the final display is a 
synthesis of actions and consequences for the 
actual fault in combination with secondary 
failure warnings see Fig. 7 and Fig. 8. 

 

 
Fig. 7 Action view 

 

 
Fig. 8 Consequences view 

In some cases the sum of all actions and 
consequences gives more information than can 
be displayed on a screen page or it is just too 
much for the pilot to cope with. There is a 
priority function in the tool that enables the user 
to manually sort out the most important 
information. The result can then be viewed 
exactly as it is shown in the cockpit, see Fig. 9. 

 

 
Fig. 9 Flight Manual view 
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5.4 FM-Verifier 
As manual code inspection and testing can be 

very time consuming, the FM-Verifier was 
developed to ensure consistency between 
software and documents. 

 
The FM-Verifier converts specifications to 

code and compares this code with the field 
loadable data generated from the FM-tool. To 
pass the verifier, the data from the two data sets 
has to be identical.  

As one specification is issued for each 
subsystem, there will be about 30 documents 
that have to be checked against the code. As 
only documents affected by the last changes are 
reissued, the complete set of document dates 
can vary much in between. It is therefore 
important to verify that the “old” documents 
still are valid. 

5.5 FM-Viewer 
The Flight manual view is useful but it does 

not give the proper dynamic behavior. 
FM-Viewer is developed by Saab 

Aeronautics to display the behavior of the 
failure warnings from the pilot point of view. 

The tool will at startup ask for a software 
configuration. Then a field loadable file, exactly 
the file that is used in aircraft, is loaded.  Fig. 10 
shows the three displays as they can be seen in 
the cockpit. In the FM-viewer several warnings 
can be set in the same time and the displays will 
show how the failure pattern change as 
warnings are added or removed.  

 
Fig. 10 FM-Viewer 

By default only primaries are displayed, as 
the central display in Fig. 10 shows. The 
complete list of failure warnings, including all 
suppressed secondaries, see the left display 
above, can be manually selected by the pilot. 

 
 

6 Conclusion 
The tool supported process has been a great 

success. First of all, manual errors in the process 
that earlier resulted in discrepancies between 
documentation and displayed information has 
been eliminated, which has significantly 
increased the pilot confidence in the warnings 
system.  

The visualization of fault trees has resulted in 
a better understanding of complex failure 
modes. 

 
The FM-Viewer has been used as a simple 

desktop trainer for the pilots. It has also been 
used by technical staff when analyzing certain 
fault event. 
 

Another important aspect is that the toolset 
significantly reduced development time and 
cost. 

 
Our experience tells us that we are on the 

right track and we are following this method by 
introducing similar tools also for recording and 
test functions. 
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Abstract  
Since the year 2003 the Institute of Aircraft 

Systems is developing the technology Flexible 
Platform. Based on the approach of a clear 
segregation between system functions 
(applications) and their fault tolerant realization 
(Platform Instance), this technology enables a 
system designer to develop safety relevant 
systems (like fly-by-wire) by the “simplex 
minded functional” design of the application 
(e.g. Flight Control Laws) and the design of the 
Platform Instance by specialisation of the 
Flexible Platform. Within the context of this 
paper, a platform has to be seen as a flexible 
hardware-, communication- and software 
architecture of a distributed Embedded System. 
The key element is a generic Middleware, a 
software architecture, which comprises all 
functions for the fault tolerant operation of a 
Platform Instance. The technology Flexible 
Platform has shown its suitability and high 
degree of reuse in automotive applications like 
SPARC as well as in the aeronautic applications 
LAPAZ and SAFAR. 

 
 

1 Introduction 
Safety relevant systems such as fly-by-wire 

systems are very complex. This is due to the 
high degree of redundancy, functional 
complexity, heterogeneity, real time 
requirements and due to the fact, that 
mechanisms of fault tolerance are sometimes 
closely linked with the applications. Up today, 
this results into very application specific 
realisations. In consequence, each new type of 
aircraft leads to a widely new development of a 
fly-by-wire system incl. system- and 
redundancy-management. Especially the 
development of this management is very 
complex and represents a major share of overall 
development cost. 

2 Platform based System Design - Basics 
This article presents an approach for the 

realization of complex, safety relevant systems 
based on a clear segregation between system 
functions (applications) and their fault tolerant 
realization (the so called Platform Instance). 
System functions will be implemented as 
applications into the Platform Instance. An API 
(Application Programmable Interface) is used as 
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interface between Platform Instance and 
application. Due to this API, the Platform 
Instance appears as a virtual simplex system 
from scope of the application. Therefore 
redundancy and fault tolerance are almost 
transparent to the system function. The essential 
technology within this approach is the Flexible 
Platform. A platform in this case has to be seen 
as flexible hardware-, communication- and 
software architecture of a distributed Embedded 
System including sensors, actuators and in-
/output devices. Besides a flexible hardware 
network, a key element of the Flexible Platform 
is the generic Middleware, which comprises the 
communication of the signal- and network 
domain, ensurance of the Byzantine Agreement, 
failure management as well as the operation 
management of a Platform Instance. The 
technology Flexible Platform enables 
development of a new Platform Instance via 
specialisation - by means of configuration - of 
the generic Middleware. This is essential to 
reduce the development effort of new safety 
relevant systems such as fly-by-wire systems 
significantly. 

3 Flexible Platform 

3.1 Safety Related Requirements 
The “pure” functionality, like Flight Control 

or Navigation, is represented by System 
Functions (SFu). A System Function is 
characterized by its specific Transfer Function 
between the in- and output vector of the system 
(e.g. aircraft) and by its safety related 
requirements. In the following typical safety 
related requirements of a System Function will 
be specified. 

SFu(x) is one of several System Functions, 
which are implemented within a Platform 
Instance. The state of SFu(x) is characterized by 
the tuple (SFu(x), zFA). 

 

(SFu(x),zFA=k) 

k є {Deg0,Deg1,..} 

k ≠ DegN 

: SFu(x) operates correctly 
degradation level = Deg.. 

 

(SFu(x),zFA= zfo) : SFu(x) doesn’t operate 
correctly and at least one 
of its safety related 
output signals has not 
defaulted to a safe value 
(i.e. it is „out of control“) 

P(SFu(x),zFA)≠k ≤ Pf,max
 (1) 

P(SFu(x),zFA)≠zfo ≤ Pfo,max (2) 

10-5/h ≤ Pf,max ≤  10-11/h (3) 

10-8/h ≤ Pfo,max ≤  10-11/h (4) 

3.2 Platform Elements 
Key elements of the Flexible Platform are a 

flexible hardware network and the generic 
Middleware. 

3.2.1 Flexible Hardware Network 
Referring to the safety related requirements 

(Eq. (3) and Eq. (4)) a platform has to feature a 
highly flexible hardware network. Thus the 
Flexible Platform is not constrained to a specific 
hardware, but comprises of the following 
general components. 

 

bus(r)

miom(1)

macm(k)

miom(k)

bus(b)

mcpm(k)

bi(cpm(k),1,r)

cr(cpm(k),1)

bi(cpm(k),1,b)

bi(cpm(k),2,r)

cr(cpm(k),2)

bi(cpm(k),2,b)

 
Fig. 1 Hardware components of a Platform Instance 

 
bus(x): Bus System 

Every Platform Instance comprises two 
independent bus systems, which could be 
internally redundant. Typical bus systems could 
be FlexRay, AFDX, etc. 
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mcpm(k): Computing Module 
Every mcpm(k) of  a Platform Instance is 

internally redundant (duplex), thus it comprises 
two lanes: la(1), la(2). Each lane comprises a 
processing core cr(cpm(k),la(i)) incl. power 
supply and two independent bus interfaces 
bi(cpm(k),la(i),bus), one per bus. 
 
miom(k): Input/Output Module 

A miom(k) is internally simplex or duplex, 
thus it comprises of just one lane la(1) or two 
lanes la(1), la(2). Each lane comprises a 
processing core cr(iom(k),la(i)) including power 
supply, a bus interfaces bi and interfaces for IO-
purposes and the attachment of external 
Aggregates. 

 
macm(k): Actuator Control Modul 

Each macm(k) is internally duplex, thus it 
comprises two lanes: la(1), la(2). Each lane 
comprises a processing core cr(acm(k),la(i)) 
including power supply, two independent bus 
interfaces bi and interfaces for actuator control 
and safe passivation of the actuator in case of 
failures. 
 
magg(k): Aggregates 

Aggregates are sensors and “dumb” 
actuators, which are attached via Input/Output 
Module to the Platform Instance (not via bus 
system). 

3.2.2 Generic Middleware 
The module comprehensive, generic 

Middleware of the Flexible Platform hides the 
complexity of the Platform Instance making it 
appear as a virtual simplex system to the 
applications. 

 

Driver

OS

Driver

OS

Driver

OS
Driver

OS

Driver

OS

Drivers

OS

Drivers

OSDriver

OS

Drivers

OS

PlaLMa

PlaHMa

API Appli
Appli

Appli

 
Fig. 2 Generic Middleware 

In general a Middleware is an application-
independent software (software layer), which 
manages the interaction between applications in 

a way, that complexity and infrastructure of an 
application is transparent to each other [1]. In 
the context of a redundant platform, a 
Middleware comprises further topics that are: 

• Communication within the platform 
• Fault tolerant reduction of redundant data 
• Fault detection and assignment of 

detected faults to granulates 
• Reliable Broadcast 
• Establishing consensus on all levels 
• Performing reconfigurations 
 
This means the Middleware of the Flexible 

Platform provides not only an abstraction of a 
complex communication (e.g. between sensors, 
actuators and application), but also manages the 
redundant platform core. In the simplest case, a 
platform instance is running, even without any 
application signal. That means the Middleware 
of the Flexible Platform comprises a complex 
(redundancy) management. Therefore a clear 
structuring of the Middleware with clear 
interfaces between the various Middleware 
elements is required. At first the Middleware is 
structured into: 

 
Platform-Highlevel-Management (PlaHMa)  

• Management of (platform) internal 
communication 

• Reallocation of functions 
• Establishing consensus on platform level 

 
Platform-Lowlevel-Management (PlaLMa)  

• Performing (platform) internal 
communication 

• Establishing consensus on module level 
 
In the following this article focuses on 

PlaLMa, especially on the communication of the 
signal domain. 

 
One challenge for the Flexible Platform is the 

heterogeneity of the communication, which 
comprises interfaces like analogue ports and 
CAN-busses, but also FlexRay and AFDX. So 
for a generic Middleware a uniform data 
presentation and data handling of these various 
interfaces must be assured. This comprises all 
mechanisms for the detection of faulty 
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signals/data, assignment of detected faults to 
granulates as well as reduction of redundant 
signals into virtual simplex signals and 
providing these simplex signals including the 
related status information to the application. For 
this purpose a layer model for the signal domain 
was defined. 

 
Within a module this layer model consists of 

seven layers. 
Tab. 1: Layers of Signal Domain 

Index Layer 

L7 Application Layer 

L6 Presentation Layer 
L5 Redundancy Layer 

L4 Granulation Layer 
L3 Unification Layer 

L2 Data Link Layer 
L1 Physical Layer 

 
• L1 und L2: essentially follow the OSI 

Model [2]. 
• L3: Standardization of presentation of 

all heterogeneous signals/data, status and 
related status information  

• L4: Assignment of data packages of L3 
to source granulates, source granulates 
could be: a magg (or part of magg) or a 
cluster of several magg  

• L5: Reduction of redundant data to 
virtual simplex data including efficient 
failure monitoring  

• L6: Adjustment of data representation 
for the application 

• L7: Providing the API for the 
application 

 
By the expansion of this model over the 

whole platform, the model can be interrupted 
between Layer L4 and L5 as well as L5 and L6. 
This results in the following Layer based 
platform wide communication (signal domain). 

L7        L7

CPMsIOMs ACMs ActuatorsSensors
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L2

L3

L5

L4
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DataConDataConversion
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Fig. 3 Layer based platform wide communication 

(signal domain) 

3.3 Platform Mechanisms1  
In the following some platform mechanisms 

are discussed in detail to illustrate the operation 
of the Flexible Platform. This is based on the 
Platform Instance in Fig. 5. 

m
a

c
m

m
ac

m
m

a
c

m
m

a
c

m  
Fig. 4 Simplified Platform Instance 

3.3.1 Consensus within the Platform Core 
Generally the platform has a hierarchical 

structure of redundancy: aggregates are 
redundant, modules may be redundant internally 
– duplex, triplex or quadruplex modules – as 
well as redundant to each other. Redundancy on 
all hierarchies requires a consensus between all 
replicas. Further on, only consensus at the 

                                                 
 
 
 
1 Within this section (incl. subsections): m = mcpm 
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highest platform level, namely between the 
mcpm, will be discussed. 

3.3.2 Data Transfer via Frame fd 
The transfer of data is performed by so called 

Duplex Frames fd, consisting of two redundant 
frames f.  

 
• fd(m(s),bus(x)) is a Duplex Frame with 

the following characteristics: 
⋅ Frame f(m(s),la(1),bus(x)) is 

generated by module m(s), Lane 1 
and send via bus(x). 

⋅ Frame f(m(s),la(2),bus(x)) is 
generated by module m(s), Lane 2 
and send via the same bus(x). 

⋅ The payload pf of frame f has a time 
stamp. 

⋅ pf(m(s),la(1),bus(x)) = 
pf(m(s),la(2),bus(x)) 

 
• A received fd is correct, if: 

· Both f are correct concerning time 
(time domain), 

· Both f are correct concerning code 
(code domain),  

· Both f are identical. 
• Every m(s) sends its fd via both bus 

systems: bus(b), bus(r). 
• A receiving m(r) accepts only correct fd. 
• Is m(r) receiving a correct fd via one of 

the two bus systems, the data transfer was 
correct. 

3.3.3 Failure-Hypothesis 
Essential for the design of mechanisms, 

which ensure the consensus between the non-
faulty m within platform core, is the failure 
hypothesis of the platform core. This hypothesis 
is defined by the following characteristics: 

 
• A faulty lane la(m(k),la(i))2 is not able to 

manipulate the operation of its non faulty 
opposite lane la(m(k),la(¬i)).  

                                                 
 
 
 
2 Lane la(i) of module m(k) 

• A faulty bi(m(k),la(i),bus(x))3 is just able 
to manipulate bus(x). This manipulation 
can be of arbitrary kind. 

• A faulty bi(m(k),la(i),bus(x)) is not able 
to manipulate both redundant frames f of 
an arbitrary fd in a way, that this fd 
appears correct according to the 
definition above. 

• A faulty module core cr(m(k),la(i))4 may 
be faulty in an arbitrary way, but it 
merely able to manipulate the bus 
interfaces of its lane bi(m(k),la(i),bus(x)) 
and bi(m(k),la(i),bus(¬x)) with the 
following characteristics. 
⋅ Frames f are send with non correct 

payload pf. 
⋅ No frame is send. 

3.3.4  Consensus between all non faulty 
Modules 

In case of an arbitrary faulty granulate the 
platform structure, bus communication and the 
defined data transfer assure: 

 
• A faulty module (module with a faulty 

granulate) is not able to corrupt the cyclic 
communication between the non faulty 
modules. Hence, consensus between the 
non-faulty modules can be assured by a 
One Round Data Exchange. 

• A faulty module core cr(m(s),la(i)) is 
recognized by all non faulty modules in a 
consistent way. Thus, all non faulty 
modules evaluate the same value for the 
payload of the faulty module. 

• For the payload of a sending module m(s) 
with a faulty bus interface 
bi(m(s),la(i),bus(x)) all non faulty 
modules evaluate: 
⋅ The same value and 
⋅ The value of the sending module 

m(s). 
 

                                                 
 
 
 
3 Bus interface of module m(k), lane la(i), bus(x) 
4 Core of module m(k), lane la(i) 
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This definition of the consensus assures, with 
respect to the failure hypothesis above, that each 
decision within the platform core is consistent 
between all non faulty modules. 

4 Platform based System Design – Design 
Process 

The technology Flexible Platform bases on 
the clear segregation of functionality on the one 
and management (operation-, network-, failure-, 
redundancy management) on the other hand. By 
this technology a system designer is able to 
develop a safety relevant system by 

• Designing system function: The system 
functions SFu(m) are realized as 
applications and allocated into the 
Platform Instance, which appears as a 
virtual simplex system from scope of the 
application.  So by designing the 
applications you can assume a simplex 
system (simplex minded functional 
design). 

• Designing Platform Instance: The 
Platform Instance is arising by the 
specialization of the Flexible Platform 
(platform instantiation). 

 
 

ϕϕ

 
Fig. 5 Design Process 

5 Realized Safety Relevant Systems 

5.1 SPARC5 
The goal of the EU- founded project SPARC 

was to substantially improve traffic safety and 
efficiency for heavy goods vehicles using 
intelligent x-by-wire technologies in the power 
train. To prove the capability of the approach x-
by-wire systems basing on the technology 
Flexible Platform were integrated into two 
different power trains and a passenger car 
without any mechanical backup. 

 

P(SFu(Steering),zFA)≠k ≤ 0,5*10-8/h (5) 

P(SFu(Braking),zFA)≠k ≤ 0,7*10-8/h (6) 

P(SFu(Steering),zFA)=zfo ≤ 0,5*10-8/h (7) 

P(SFu(Braking),zFA)=zfo ≤ 0,7*10-8/h (8) 

 
 

 
Fig. 6 SPARC – X-by-Wire Passenger Car  

 

 
Fig. 7 SPARC – X-by-Wire Power Train  

                                                 
 
 
 
5 Secure Propulsion using Advanced Redundant Control 
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Within the project SPARC the Institute of 
Aircraft Systems developed three fault tolerant, 
redundant Platform Instances (for two different 
power trains and a passenger car) basing on the 
institutes Flexible Platform, implemented 16 
applications into one Platform Instance and 
supported the verification and the driving tests 
on test track. 

 

 
Fig. 8 SPARC – Platform Instance (Power Train) 

5.2 LAPAZ6 
While nowadays aerial work missions are 

predominantly manually piloted, the LAPAZ 
project aimed on developing a versatile utility 
aircraft with increased performance (e.g. flight 
path accuracy) and enhanced operational scope 
on the one hand and significantly reduced pilot 
work load on the other hand. Satisfying these 
mission requirements requires full control 
authority of the developed automatic flight 
control system (AFCS) which renders it safety 
critical in case of failures. 
 
 

Quelle: Stemme

 
Fig. 9 LAPAZ - In Flight Evaluation  

                                                 
 
 
 
6 LuftArbeitsPlattform der Allgemeinen Zivilluftfahrt 

• During manual flight the pilot controls 
the aircraft via the existing mechanical 
control link. 

• During automatic flight the AFCS 
controls the aircraft via actuators, which 
are attached to the mechanical control 
link. 

 

P(SFu(AFC),zFA)≠k ≤ 0,5*10-6/h (9) 

P(SFu(AFC),zFA)=zfo ≤ 0,5*10-6/h (10) 

 
Within the project LAPAZ the Institute of 

Aircraft Systems developed the fault tolerant, 
redundant Platform Instance basing on the 
institutes Flexible Platform, implemented the 
Auto Flight Control Laws, verified the AFCS 
via institutes Hardware in the Loop Test Rig 
and supported the aircraft integration and in 
flight evaluations. 
 

 
Fig. 10 LAPAZ - Platform Instance 

 

5.3 SAFAR7 
The goal of the EU- founded project SAFAR 

is the development of future avionics 
architectures, which affords an intuitive and safe 
handling of an aircraft, for general aviation. It 
aims on a significantly reduction of pilot work 

                                                 
 
 
 
7 Small Aircraft Future Avionics Architecture 

1540



Platform based Realization of Safety Relevant systems 
 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

load and an increased safety in all flight phases 
including start and landing. Therefore the 
aircraft should provide an Easy-Handling-
Characteristic as well as active flight envelope 
protection. Basis of this functionality is a full 
fly-by-wire system, which meets the 
requirements of general aviation concerning 
mass, energy supply and costs. 

 

( )
( )

7
( ),

0.5*10 /
( ),
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Fig. 11 SAFAR – Flight Demonstrator (Diamond 

DA42) 

Within the project SAFAR the Institute of 
Aircraft Systems developed the fault tolerant, 
redundant Platform Instance basing on the 
institutes Flexible Platform and implemented 
the Auto Flight Control Laws. At this time the 
system is verified. Maiden flight and start of in 
flight evaluation is planned Oct. 2011. 
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Fig. 12 SAFAR - Platform Instance 

 
 

 
Fig. 13 SAFAR – Fly-by-Wire Aircraft Integration 
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Abstract  

The availability of accurate equipment models 
plays a key role in the project of fly-by-wire 
flight control systems, since crucial activities as 
closed-loop controls’ design, performance 
analysis, integration studies, and the 
development of monitoring algorithms can be 
strongly enhanced if a high-fidelity simulation is 
used. This paper deals with the development 
and the validation of the model of a hydraulic 
actuator for fly-by-wire helicopter controls. The 
model provides a detailed simulation of the 
main actuator parts, and is capable to simulate 
the system dynamics with electrical and 
hydraulic failures. Simulation results are 
validated via experiments, by performing an 
extensive test campaign in terms of frequency 
and time responses. The validation, obtained in 
both normal and fail-operative conditions at 
servovalve as well as actuator level, allowed to 
highlight the importance of some model details 
for simulating relevant system nonlinearities, 
such as the actuator limit cycle oscillations. 

 

1 Introduction 

The use of modelling and simulation 
becomes more and more extensive in aircraft 
systems design. Most activities about closed-
loop control design, performance analysis, 
integration studies are performed well before 
the first flight or on-ground rigging, thanks to 
simulation. As a consequence, there is a strong 
demand for accurate models able to predict the 
dynamic behaviour of on-board systems as well 
as the interactions between them. The use of 
simulation becomes crucial in the project of 
modern fly-by-wire aircrafts, whose redundant 
flight control systems (FCSs) are characterized 
by a high level of sophistication [1] [2]. In this 
context, many efforts are made for developing 
practical models of the FCS subsystems, with 
particular focus on safety-critical equipments, 
such as the flight control actuators [3] [4]. 

This paper deals with the development and 
the validation of the model of a hydraulic 
actuator for fly-by-wire helicopter controls. The 
main features of the model are described, and a 
comparison between simulation and 
experiments is provided, highlighting and 
discussing the importance of some model details 
for achieving a satisfactory accuracy of results. 

 

Simulation and Experiments for the Study of a Fault-Tolerant 
Hydraulic Actuator for Fly-By-Wire Helicopters 

 
 

G. Di Rito and R. Galatolo 
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Fig. 1 - Actuator schematics. 

 

2 Actuator model 

2.1 System description 

As schematically depicted in Fig. 1, the 
reference actuator is characterised by a complex 
redundant architecture that allows the system to 
be fault-tolerant (i.e. to maintain its 
functionality even after one or more failures). 
The equipment is essentially composed of 

• a tandem hydraulic cylinder 
• an eight-way rotary servovalve with 

unique spool shaft 
• a limited-angle brushless motor for the 

direct-drive servovalve actuation, with 
four independent coils 

• four LVDT (Linear Variable Differential 
Transformer) transducers for the actuator 
position sensing 

• four RVDT (Rotary Variable 
Differential Transformer) transducers for 
the valve rotation sensing 

and it is interfaced with two independent 
hydraulic power systems and a FCC (Flight 
Control Computer). The FCC is equipped with a 
quadruple PWM (Pulse Width Modulation) 
power electronics for driving the servovalve 
motor coils, and a quadruple FPGA (Field 
Programmable Gate Array) control electronics 

for implementing the actuator closed-loop 
control. 

This equipment is representative of a FCS 
architecture composed of three FCCs, each one 
able to control one lane of all the four helicopter 
actuators. A further backup FCC acts as a 
“stand-by” device, i.e. it is activated on the 
fourth lane only when all the three main lanes 
are failed. 

It is important to note that, though the 
quadruple electronics, only three lanes are 
active in the normal operating condition. 

2.2 Main model features 

Although the actuator model developed 
during the research includes the simulation of 
all system parts, only the model sections that 
demonstrated to be more relevant for the results’ 
accuracy will be here presented. For details 
about other model sections (tandem cylinder, 
flow forces, LVDT and RVDT transducers), 
refer to [5] [6] [7] [8]. 

2.2.1 Servovalve motor and spool dynamics 

In the reference application, the servovalve 
spool actuation is obtained by a limited-angle 
DC brushless motor [9] [10] with four magnet-
coil couplings in torque-summing configuration, 
Fig. 2. 

 

Current 
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(from control 
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(to control 
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Fig. 2 - Quadruple DC brushless motor schematics. 
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Fig. 3 - Magnetic circuits of a motor coil: (a) current-

induced fluxes; (b) magnet-induced fluxes. 

The coils are placed in the stator section of 
the motor with the coil axes that are radial with 
respect to the rotor, while the four permanent 
magnets are embedded in the rotor section and 
mounted with tangential axes. 

To describe the servovalve dynamics, the 
motor torque acting on the spool shaft must be 
calculated. Let us consider a single magnet-coil 
coupling and assume that the four magnetic 
circuits are completely independent. The first 
step is to derive the magnetic flux linked to the 
motor coil, which can be expressed as the sum 
of two contributions: one related to the flux 
along the magnet direct axis (φd) and the other 
related to the flux along the magnet quadrant 
axis (φq), Eq. (1). 
 

sqsdcoil θϕθϕϕ cossin +=  (1) 
 

where θs is the motor shaft rotation. 
As shown in Fig. 3, the direct and the 

quadrant fluxes can be obtained by linearly 

superimposing the effects of the coil and the 
permanent magnet, Eqs. (2)-(6). 
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where Ncoil is the number of coil windings, icoil 
is the coil current, Φm is the magnetomotive 
force of the permanent magnet, while dℜ  and 

qℜ  are the magnetic reluctance along the direct 
and the quadrant axis respectively. 

By substituting Eqs. (2)-(6) into Eq. (1), the 
magnetic flux linked to the coil is obtained: 
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The coil flux expression allows to describe 
the dynamics of the current circulating in the 
motor coil, by means of Eq. (8), 
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where the coil inductance (Lcoil) and the coil 
back-electromotive force coefficient (Ke) are 
given by Eqs. (9)-(10). 
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The torque provided by a single coil can be 
now derived via Eq. (8), multiplying the coil 
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current to both terms of the equations, so that a 
power balance equation is obtained. 

 

scoile
coil

coilcoilcoilcoilcoil iK
t

iiLiRiV coil θ&++=
d

d2  
(11) 

 

The term at the right hand of Eq. (11) is the 
input electrical power, while those at the left 
hand are the Joule losses, the electrical power 
stored by the inductance, and the output 
mechanical power. The torque applied by the 
active magnet-coil couplings (nac) is thus given 
by Eq. (12). 

∑
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Finally, the momentum equation at the spool 
shaft dynamics can be written, Eq. (13), 

 

frictionmflowss TTTJ ++=θ&&  (13)

 

where Js is the shaft inertia, Tflow is the torque 
related to the flow forces and Tfriction is the 
friction torque, modelled with the Stribeck 
function [11] reported in Eq. (14). 

 

{ } )sgn(])(exp[ 2
sSsSCfriction TTT θωθ &&−+−=

 (14)
 

A particular attention has been dedicated to 
the tuning of the three parameters of the friction 
model (the Coulomb torque TC , the Stribeck 
torque TS , and the Stribeck velocity ωS), since, 
as will be outlined in section 4, it demonstrated 
to be very important for satisfactorily 
reproducing the actuator response during low-
velocity motion. 

2.2.2 Servovalve flow 

Another important model feature is the 
simulation of the flow through the rotary 
servovalve. Figure 4 schematically shows the 
orifices’ arrangement in one of the two 
hydraulic units of the valve: the flow rates 
entering the actuator chambers (Qa and Qb) is 
known if the flows through the eight valve 
orifices are calculated, Eqs. (15)-(16). 

 

 

 
Fig. 4 - Rotary valve schematics. 
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The geometry and the pressure drop of the 
orifices 1, 2, 3 and 4 are respectively identical to 
those of the orifices 5, 6, 7 and 8; so we have 
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where ρ is the fluid density, Cd is the orifice 
discharge coefficient, Ps and Pr are the supply 
and return pressures of the hydraulic plant, Pa 
and Pb are the pressure in the actuator’s 
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cylinder, while Aa and Ab are the cross-section 
areas of the odd and even orifices respectively. 

Once defined the orifice port width w (along 
the longitudinal axis) and the spool radius rs , 
the orifice areas are obtained via Eqs. (21)-(22), 
taking into account geometrical details such as 
the radial clearance (cr) and the orifice angular 
underlap (θu), Fig. 5. 
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Fig. 5 - Geometrical details of the valve orifices. 

It is worth noting that these geometrical 
details are essential for reproducing basic valve 
characteristics as the pressure gain or the 
leakage flow [5]. 

2.2.3 PWM power electronics 

The coils’ drive in the servovalve motor is 
obtained with a three-state PWM technique [9], 
i.e. the voltage to a coil is provided as a pulse-
wave of pre-defined period (Tpwm) with three 
possible amplitudes, obtained by switching the 
DC voltage supply (Vsupply). 

As depicted in Fig. 6, this result is obtained 
by connecting the coil to a set of four power 
switches, in a circuit arrangement that is 
commonly referred as “H-bridge” [9]. 

Basically, when the switches S1 and S4 are 
closed and the others held opened,  
VAB = Vsupply ; while if S2 and S3 are closed and 
the others opened, the same voltage level is 
applied, but with opposite sign. 

 

Vsupply 

S1g S2g 

S4g S3g 

coil 
B A 

 
Fig. 6 - H-bridge for a motor coil. 

There are six possible combinations of two 
out of four active switches in the H-bridge, but 
only three of them are actually used. Table 1 
reports all the possible switching logics, and it 
can be noted that the last two logics must be 
always inhibited, to avoid a short circuit of the 
voltage supply. 

 

Table 1 - H-bridge switching logics 

State S1g S2g S3g S4g VAB 

“Zero” Off Off On On 0 

“Pos” On Off Off On Vsupply 

“Neg” Off On On Off -Vsupply 

Not used On On Off Off 0 

Inhibited On Off On Off - 

Inhibited Off On Off On - 
 

Legend: Gate on = switch closed ; Gate off = switch open 
 

The working principle of the PWM drive can 
be described by means of Eqs. (23)-(26): the  
H-bridge state is defined by comparing a target 
voltage signal (Vpwm) with a reference saw-tooth 
signal (Vref) with period Tpwm and amplitude 
Vsupply . If the target voltage amplitude is lower 
than the reference voltage signal, the coil 
voltage is set to zero; otherwise, it is set to 
Vsupply or −Vsupply depending on the target voltage 
is positive or negative, respectively. 

 

)()( supply tcVtVref =  (23) 
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It must be outlined that, in the actuator 
model, the simulation of the PWM power 
electronics has been done by directly 
implementing Eqs. (23)-(26), without 
accounting for the electrical behaviour of the 
switches. This approach has been considered 
adequate for the purposes of the work. 

2.2.4 Closed-loop controls 

The actuator control is performed by three 
closed-loop controls, on the coil current, the 
servovalve rotation and the rod position 
respectively. 

The position control is proportional, so that 
the valve demand signal θdem is obtained from 
Eq. (27) 

)( pdemacdem xxK −=θ  (27) 

where xdem is the rod position demand and Kac is 
the actuator closed-loop gain. 

The valve rotation control, generating the 
demand for the current loop (idem), is composed 
of a proportional part (with gain Kvcp) for 
tracking performance, and a derivative part 
(with gain Kvcd) for stability augmentation,  
Eq. (28). 

 

)()( sdemvcdsdemvcpdem KKi θθθθ && −+−=  (28) 

 

Finally, the motor current control is again 
proportional (with gain Kpwm), Eq. (29), 

 

)( coildempwmpwm iiKV −=  (29) 
 

and it generates the target voltage for the PWM 
coil drive (Eq. (26)). 

All the closed-loop controls are digitally 
processed at 1 MHz sample rate. 

3 Test system 

3.1 Experimental set-up 

The flight actuator testing has been 
performed with the experimental set-up 
illustrated in Fig. 7, which is composed of: 

• a hydraulic test rig (HTR); 
• a hydraulic power plant (HPP); 
• a three-lines distributor, for dealing out 

the hydraulic power provided by the 
HPP among the users1; 

• a stabilised electrical power supply 
(SEPS), for the 28 Vdc FCC supply; 

• a break box, accessing all the signals 
exchanged between the FCC and the 
flight actuator; 

• a high-frequency acquisition card (8 
channels, 14 bit, 2.5 Msamples/sec per 
channel), for the test data record; 

• a current sensing unit (CSU), equipped 
with Hall-effect sensors for the 
measurement of the servovalve motor 
currents; 

• two couple of PCs networked via the 
Matlab-Simulink-xPC Target tools: the 
first one for the real-time closed-loop 
pressure control on the three HTR lines2, 
and the other for the real-time generation 
of the actuator commands; 

• a PC for the data acquisition plug-in card 
management in the LabView 
environment. 

The plant also includes a HTR control unit, 
which monitors the flight actuator stroke, the 
pressures and the flow rates on the supply and 
return lines, implements an automatic pressure 
cut-off in case of any of the monitored 
quantities exceeds preset limits, and allows to 
control the load actuator (when used). 

 
                                                 
 
 
 
1 I.e. the two lines of the flight actuator tandem cylinder 
and the one of the load actuator, which, though not used 
for this work, will be employed for the future research 
developments. 
2 Specific proportional pressure-reducing valves are 
included in the distributor manifold. 
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Fig. 7 - Experimental set-up for the actuator testing. 

 

3.2 Test procedure and test plan 

Two sessions of experiments have been 
planned for the flight actuator testing. 
In the first one, addressing the characterisation 
of the actuator servovalve dynamics only, the 
hydraulic system is depressurised, and the 
control electronics is configured to exclude the 
position closed-loop control and to inject the 
command signal sent by the Command 
Generation PC (Fig. 7) as a valve rotation 
demand. In the second test session, the complete 
actuator dynamics is studied, so the hydraulic 
system is pressurised, and the control 
electronics, normally configured, receives the 
command signal as a position demand. 

Before each test session, the actuator 
operating condition is defined (e.g. the open 
circuit of a servovalve coil is simulated by 
physically disconnecting the electrical wiring 
via the break box; while the hydraulic pressure 
loss is simulated via the pressure control PC). 

During each test, six signals are acquired via 
the high-frequency acquisition card at 1 MHz 

sample rate: the command, the current in one of 
the servovalve coil, the two secondary voltages 
of one of the servovalve RVDTs, and the two 
secondary voltages of one of the actuator 
LVDTs. At the end of each test, the LVDT and 
the RVDT signals are elaborated in post-
processing, by means of a model that simulates 
the demodulation process operated by the FCC, 
up to obtain the servovalve rotation and the 
actuator position signals. 

Both step and frequency response tests have 
been performed, using input amplitudes that are 
typical of the actuator dynamics during 
autopilot flight control functions: 25% of the 
full-scale (FS) command for the servovalve 
tests, and 10% for the actuator tests. 

4 Results and discussion 

4.1 Frequency responses 

Figure 8 reports the comparison between the 
simulation results and the experiments with  
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Fig. 8 – Model validation via frequency response (normal condition): (a) Servovalve; (b) Actuator . 
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Fig. 9 – Model validation via frequency response (one active coil, no hydraulic failure): (a) Servovalve; (b) Actuator. 

 
reference to the actuator in normal operating 
condition (with three coils active and both 
hydraulic systems pressurised). 

It can be noted that the model is capable of 
reproducing the hardware response at both 
servovalve and actuator level. In particular, the 
model succeeds in reproducing a current 
saturation phenomenon at 60 Hz, which implies 
an abrupt phase drop and an amplitude 
response approaching a -40 dB/decade slope, 
Fig. 8.a. The current saturation is also 
observable in the actuator frequency response 
(Fig. 8.b), but it occurs at lower frequency (40 
Hz). This is because the servovalve response 
depends on the command amplitude, and the 
valve demand signal increases with frequency 
when the actuator response attenuates (the 
position error increases, Eq. (27)). 

Figure 9 reports the validation results with 
the system with only one active coil (fail-
operative condition). A good accuracy is once 
again achieved. In this case, the servovalve 
bandwidth is lower (Fig. 9.a), and this derives 
from the diminution of the motor current-to-
torque constant, Eq. (12), which can be viewed 
as a decrease of the valve closed-loop gain. 
Concerning the actuator response, the current 
saturation is still present, but it occurs at 20 Hz. 
This is because, if only one coil is active, 
higher currents are needed for the servovalve 
motion, so that the current saturation is 
achieved at lower frequency. 

 
 

(a) (b) 

(a) (b) 
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Fig. 10 – Model validation via step response (normal condition): (a) Servovalve; (b) Actuator. 
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Fig. 11 – Limit cycle oscillations (normal condition): (a) Retraction command; (b) Extraction command. 

 

4.2 Limit cycle oscillations 

Since the frequency responses only provide 
“mean” information about the dynamic 
behaviour of a system (only the first harmonic 
signal component is considered), a complete 
model validation requires that also time 
responses are analysed, especially for systems 
exhibiting relevant nonlinearities [12]. 

Figure 10 shows the results of a step 
response test performed on the actuator with 
the system in normal condition. For both 
servovalve and actuator responses, the model 
error signal is also reported, so that the 
simulation accuracy can be quantitatively 
evaluated. The maximum amplitude of the 

model error at actuator level is less than 1% FS, 
which is a very good result in the perspective of 
using the model for monitoring. The model is 
less precise at servovalve level (the maximum 
error amplitude ranges 10% FS), but the 
accuracy loss is limited to the rapid transient 
dynamics, so that the model could be used also 
for the servovalve monitoring, if the monitor 
latency time is adequately regulated [13] [14] 
[15]. 

Another very interesting issue pointed out 
during the validation activity is that the actuator 
response is characterised by limit cycle 
oscillations. This self-sustained motion can 
generally be related to different system 
nonlinearities, and it can affect rotorcraft 
performance and stability [1] [16] as well as the 

(a) (b) 

(a) (b) 
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robustness of the FCC monitoring algorithms 
[13] [17]. Thanks to the high level of detail of 
the model, a specific sensitivity analysis has 
been performed, up to obtain that the model 
feature most notably impacting the 
phenomenon is the valve friction. 

Figure 11 shows two details of the hardware 
and model step responses. The actuator limit 
cycle occurs at about 6 Hz frequency, and with 
an amplitude of about 0.15% FS. The plots 
point out that a too simple modelling of the 
valve friction (a Coulomb model) is not 
adequate, since no limit cycles would be 
predicted; while very good results are obtained 
if a Stribeck model is used. 

5 Conclusion 

The model of a hydraulic actuator with 
direct-drive servovalve for fly-by-wire 
helicopter controls has been developed and 
validated through experiments, demonstrating 
the importance of a detailed physical-
mathematical modelling for satisfactorily 
reproducing the dynamics of a complex 
nonlinear system. The sensitivity of the 
actuator performance to the electrical failures 
as well as nonlinear behaviours due to the coil 
current saturation have been characterised via 
frequency response. The system time response 
has been also examined, highlighting that the 
actuator exhibits notable limit cycle 
oscillations. The high level of detail of the 
model allowed to perform a sensitivity analysis 
on the model features, highlighting that very 
good results can be achieved only by using a 
Stribeck valve friction model. 

References 

[1] Pratt R. W., Flight control systems: practical 
issues in design and implementation, Institution 
of Engineering and Technology, Stevenage, 
2000. 

[2] Task Group SCI-026. Flight control design – 
Best practices, RTO Technical Report 29, 
Canada Communication Group Inc., 2000. 

[3] Di Rito G., Denti E., Galatolo R., Development 
and experimental validation of real-time 
executable models of primary fly-by-wire 
actuators. Proceedings of the Institution of 
Mechanical Engineers, Part I, Journal of 

Systems and Control Engineering, Vol. 222, 
No. I6, Sep. 2008, pp. 523-542. 

[4] Taylor R., Pratt R. W., and Caldwell B. D., 
Enhanced system models as a means of 
preventing aeroservoelasticity effects, UKACC 
International Conference on Control, 1996,  
Vol. 2, pp. 764-769. 

[5] Merritt H. E., Hydraulic Control Systems, John 
Wiley & Sons, New York, 1967. 

[6] Di Rito, G., Denti, E., and Galatolo, R. 
Convalidazione sperimentale del modello di 
simulazione di un attuatore servoidraulico 
fault-tolerant per comandi di volo fly-by-wire. 
Proceedings of the 18th Aeronautics and 
Astronautics National Congress (AIDAA), 
Volterra (Italy), 2005. 

[7] Synchro/Resolver Conversion Handbook. 4th 
Edition, Data Device Corporation, 1994. 

[8] Khazan A. D., Transducers and their elements, 
Prentice Hall, 1994. 

[9] Krishnan R., Electric motor drives – Modelling, 
analysis, and control, Prentice Hall, Upper 
Saddle River, New Jersey, 2001. 

[10] Lyshevski S. E., Direct-drive flight actuators: 
new challenging problems in nonlinear analysis 
and control of servo-systems, Proceedings of the 
American Control Conference, Chicago, June 
2000, Vol. 2, pp. 1098-1102. 

[11] Olsson H., Åström K. J., Canudas de Wit C., 
Gäfvert M. and Lischinsky P., Friction models 
and friction compensation”, European Journal 
of Control, 1998, Vol. 4, N. 4. 

[12] Hanks G. W., Shomberg H. A., Kitto R. A., et 
al., Integrated application of active controls 
(IAAC) technology to an advanced subsonic 
transport project – Test ACT system validation. 
NASA CR-172525, NASA Langley Research 
Center, 1985. 

[13] Bonnice W. F. and Baker W., Intelligent fault 
diagnosis and failure management of flight 
control actuation systems, NASA Contractor 
Report 177481, 1988. 

[14] Roemer M. J., Kacprzynski G. J., Nwadiogbu  
E. O. and Bloor G., Development of diagnostic 
and prognostic technologies for aerospace 
health management applications. Proceedings 
of the IEEE Aerospace Conference, 2001, Vol. 
6, pp. 3139-3147. 

[15] Patton J. R., Fault detection and diagnosis in 
aerospace systems using analytical redundancy, 
Computing & Control Engineering Journal, 
May 1991. 

[16] Wright J. R. and Cooper J. E.. Introduction to 
aircraft aeroelasticity and loads, John Wiley 
and Sons, New York, 2007. 

[17] Webster, F. and Smith, T. D. Flying qualities 
flight testing of digital flight control systems, 
RTO-AG-300, Flight Test Techniques Series, 
vol. 21, 2000. 

1551



 

CEAS 2011 The International Conference of the European Aerospace Societies 

 

 

 

Abstract  

Much of Structural Health Monitoring (SHM) 

research is motivated by the fact that damage 

tolerant and fail-safe design of aircraft, 

aerospace and civil structures requires a 

substantial amount of inspection and defects-

monitoring at regular intervals. There is a large 

inventory of aircraft structures in operation 

throughout Europe and the world that are 

undergoing continuous degradation through 

aging. Moreover, this number is increasing by 

around 5% every year, resulting in significant 

negative impact on the economy of many 

nations. The degradation of defects-critical 

structures is controlled through careful and 

expensive regularly scheduled inspections in an 

effort to reduce their risk of failure. With ever 

increasing cost of scheduled but often unneeded 

maintenance, intelligent, real-time monitoring 

of the condition of these structures is imperative 

to guarantee their safe and affordable 

continuing operation. In this paper the  

development of a reliable structural health 

monitoring system based on ultrasonic guided 

waves is considered. Theoretical results are 

compared with those obtained from an explicit 

finite element code for their mutual verification, 

showing excellent agreement. 

1 Introduction  

The ultrasonic research community has 

studied guided waves for nondestructive 

evaluation of plate-like structures for several 

decades.  Guided waves are created by the 

constructive interference of the bulk waves 

reflected between the surfaces of the plate; these 

waves have a number of characteristics that are 

different from those of the bulk waves. First, 

they are, in general, multimodal and dispersive; 

the particle motion (symmetric or extensional 

and antisymmetric or flexural) and the velocity 

of each mode depends upon the thickness and 

material properties of the plate, as well as the 

frequency of the excitation of the wave. Second, 

they can propagate a much larger distance than 

the bulk waves without significant decay in their 

amplitude. Third, and most important, they are 

extremely sensitive to the presence of 

discontinuities in their path, and carry 

information on certain properties of the flaws as 

they propagate away from the flaws. Finally, it 

is relatively easy to generate and record the 

guided waves using (PZT) actuators and sensors 

that require very little power, and are therefore 

suitable for online structural health monitoring. 

Recently, research on active health monitoring 

of structural components using guided waves 

has gained considerable attention due to 

advances in sensor- and hardware technologies 
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and the increased usage of composite materials 

in load-carrying structural components, 

particularly in the aircraft industry. However, 

the optimum use of the favorable properties of 

guided waves in SHM requires a good 

understanding of their interaction with defects 

which can be gained through both theoretical 

simulations and carefully designed experiments. 

While significant advances in the experimental 

techniques have been made in recent years, 

advances in the theoretical studies on the 

interaction problem in composite structures 

have been rather limited.  

The exact solution of three-dimensional 

problems consisting of undamaged 

multilayered, angle-ply laminates of finite 

thickness and large lateral dimensions subjected 

to various types of surface loads, has been 

available for some time [1, 2]. The techniques 

developed in these papers are difficult if not 

impossible to extend to realistic structures 

containing general types of defects.  The finite 

element method (FEM) is a versatile tool to 

analyze this class of problems and a dynamic 

finite element code has been developed by NIST 

for the calculation of acoustic emission (AE) 

waveforms in isotropic and anisotropic plates 

[3]. Commercial finite element packages, e.g. 

LS DYNA, have been used extensively for 

large-scale simulation of impact problems in a 

variety of structures. Although the FEM can 

handle complex geometries and has the 

capability to accommodate reflections from the 

lateral boundaries, it is in general 

computationally much more intensive than 

analytical methods. 

2 Numerical and experimental validation 

The general experimental setup for the wave 

propagation test is shown in Fig. 1. The tests are 

conducted on a 6061 T6 aluminum panel (0.8 m 

x 0.7 m x 0.001 m). Four disc shaped piezo 

patches (=10 mm and thickness 0.2 mm) are 

bonded on one surface of the plate. A 

predefined ultrasonic signal (source) of central 

frequency at 200 kHz (Fig. 2) is generated by a 

HP/Agilent 33120A function generator, 

amplified and sent to one of the PZTs (source). 

The response is collected by the other PZT 

sensors (receivers) located at distances 50mm, 

100mm and 200mm from the source, and 

downloaded in an HP DSO7014A 100 MHz 4-

channel oscilloscope for the processing.  

 

 
 

Fig 1 - The 0.8m x 0.8m x 0.001m 6061 T6 aluminum 

panel with the four disk shaped PZT’s bonded on the 

surface. The function generator and the oscilloscope 

are also shown. 
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Fig 2 - The  4.5 cycle sinusoidal pulse in a Gaussian 

envelope used as a source (top) and the ultrasonic 

signal recorded at a distance of 100 mm from the 

source (bottom). 

 

A typical recorded signal collected at a 

distance of 100 mm from the  
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source is shown in Fig. 2, which clearly 

shows the first S0 and A0 modes, and the signals 

reflected by the edge of the plate.  

Numerical simulation using LS DYNA and 

theoretical modeling using exact theory are 

performed in order to approximately model the 

PZT excitation in the experiment. Since the 

behavior of the PZT is complex and involves 

coupled in-plane and out-of-plane excitation, 

each case has been modeled first. 

The time histories of the vertical (out-of-

plane) surface displacement, at a distance 100 

mm, due to an out-of-plane and an in-plane 

point force, are collected and the results are 

presented in Fig. 3a and Fig. 3b, respectively.  

Results from the exact theory and the LS 

DYNA simulation are found to be in perfect 

agreement for all cases; the results are omitted 

for brevity in this paper.  Notably, in Fig. 3b, a 

relatively small component of S0 mode is 

observed due to the horizontal excitation, as 

expected.  

By considering the experimental results too, 

a good agreement is found for the in-plane 

displacement at the receiver caused by an in-

plane excitation, for the S0 modes (Fig. 4), but 

not for the A0 modes. Therefore, it can be 

concluded that the PZT patches used in the 

experiment, at the frequency of 200 kHz, 

actually excite and record mostly in-plane 

motion, which generates stronger S0 waves than 

the A0 modes.  Thus, as a first step the A0 

modes were not modeled here. 
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Fig 3 - Time history of out-of-plane surface 

displacement at a distance of 100 mm due to (a) a out-

of-plane point force of Fig. 2 and (b) an in-plane point 

force of Fig. 2 
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Fig 4 – The time histories of in-plane surface 

displacement at a distance of 100 mm from an in-plane 

point force on the surface 

 

To simulate more accurately the action of 

the PZT patches in the FEM model, a particular 

load configuration is considered: 8-noded radial 

point load configuration (Fig. 5a). The piezo 

sensors are modeled considering an octagon 

with the vertices corresponding to the nodes of 

the FEM model (Fig. 5b): the time variation of 

its area was calculated and then related to the 

output voltage of the real sensors using the 

material constants of PZT. 

Finally, a calibration is performed in order to 

find the relationship between the experimental 

input voltage given to the piezo source and the 

corresponding in-plane forces actuated by the 

piezo source itself. To carry out the calibration, 

finite element analyses are correlated to the 

experimental signals at the receivers through the 

piezo-material‟s electro-mechanical 

characteristics. 

In Fig. 6 the numerical (FEA) and 

experimental signals received by a piezo patch 
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located 200mm from the source are reported. 

The exciting signal is a 4.5 sine cycles with 

Hanning window and central frequency of 40 

kHz. The actual experimental output is 40V 

(peak excitation. Similarly, in figure 7 the 

receiver is 100 mm away from the source and 

the excitation central frequency is 80 kHz. 

 

(a) (b) 
 

Figure 5 –Piezo modeling: (a) actuator; (b) sensor. 

 

 
 
Fig. 6 –Numerical (FEA) and experimental received by 

a piezo patch located at 200mm from the source The 

exciting signal is a 4.5 sine cycles with Hanning 

window and central frequency of 40kHz. The actual 

experimental output is 40V (peak excitation. 

 

 
 

Fig 7 –Numerical (FEA) and experimental received by 

a piezo patch located at 100mm from the source The 

exciting signal is a 4.5 sine cycles with Hanning 

window and central frequency of 80kHz. The actual 

experimental output is 40V (peak excitation. 
 

Although there are small phase shifts, the 

agreement of the curves in Figures 6 and 7 is 

very satisfactory for both S0 and A0 modes. No 

bonding layer effect is considered in the 

simulations. 

3 Damage localization on composite panel 

A fabric [(0°)/(90°)]5 CFRP plate is equipped 

with an array of piezoelectric sensors. The 

positions are selected by an optimization routine 

based on the genetic algorithm technique 

applied to a FE model of the panel for a variety 

of damage locations and extensions. The FE 

models are developed taking account of the 

results discussed in the previous paragraph. The 

panel, whose dimensions in millimeters are 

450x450x3.2, is impacted in a CEAST Fractovis 

drop weight impact machine at an impact 

energy of 84J. The actual damaged area is 

determined by a classical NDT system 

(Olympus BondMAster).  For each pair of piezo 

patches (source and receiver) a wave 

propagation path is defined and a damage index 

calculated, using the signals collected before 

and after the appearance of the damage. The 

damage index technique can be found in [4] and 

it is not reported here for the sake of brevity. In 

Figure 8 a sketch of the panel with the sensor 

locations, the impact point and the actual 

damage extension are depicted. The damage 

position estimated with damage index technique 

is found to be very close to the actual damaged 

area. 

 

 
Fig 8 – The time histories of in-plane surface 

displacement at a distance of 100 mm from an in-plane 

point force on the surface 

4 The beamforming technique 

The beamforming is a widely used technique 

of signal processing to transmit or receive 

directional signals with arrays of sensors. In this 

work a linear array of sensors is used to 

generate an ultrasonic wavefront steered in a 

specific direction. This effect is achieved by the 

combination of disruptive and constructive 

interference of signals generated by the linear 
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array of sensors sequentially fired with a proper 

phase shift. The advantage of using a 

beamforming instead of an omnidirectional 

transmitter or receiver, is the spatial selectivity 

and the gain increase due to concentration of 

most of the energy in a narrower propagating 

lobe. 

Numerical simulations are carried out on an 

aluminum panel 6061-T6  (1m × 1m × 1mm)  

with a rivet hole with cracked edges 20 mm 

wide. The array of sensors consists 9 disk 

shaped piezo patches (the same as described in 

the previous section) with a pitch of 12mm. 

Figure 9 shows the details of the sensors array. 

Three more piezo patches, acting as receivers, 

are bonded on the panel at 90°, 60° and 30° 

degrees with respect of center of the array, at a 

distance of 250 mm. Preliminary analyses are 

carried out with LS-DYNA that demonstrates 

the capability to simulate the beamforming 

behavior.  In Figure 10 some results of steering 

tests and interaction of S0 wave with a hole with 

edge cracks are reported. It is interesting to note 

that the FE analysis is able to reproduce the 

mode conversion during the scattering from a 

crack. 

 

 
 

 
 

Fig 9 – The aluminum panel and a detail of the sensors 

array 

  

 
 

 
 

S0 interacting with crack

o reflections

o mode conversion

S0

A0

 
 

Fig 10 – FE simulations: 90° and 30° steering tests 

(upper), scattering of a 60° ultrasonic beam from an 

hole with edge cracks (center), a detail of the mode 

conversion of an incident S0 beam due to the 

scattering 

 

Due to the 60° steering achieved with an 

appropriate phase shift of the array sensors 

firing, the piezos 6, 7 and 8 (see Fig. 11) receive 

most of the energy in both intact and cracked 
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configurations. Moreover, when the crack 

appears, part of the energy is scattered by the 

crack edges and the energy level received by 

those piezos is lower (Fig11). 
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Fig 11 – FE simulations with beam angle at 60°. 

Most of the energy travels in the direction of the beam. 

The scattering produced by the appearance of a crack 

reduces the energy collected by the piezos 

 

 

Preliminary tests are carried out on the intact 

aluminum panels, in order to evaluate the 

capabilities of the experimental setup. The 

multiple phased firing of the array sensors is 

performed using the round-robin technique [5], 

taking advantage of the superposition principle 

and avoiding experimental device complexities. 

In Figure 12 the variation of the gain of the 

phased array transmitter with the propagation 

direction is shown. The gain is defined as the 

ratio between the amount of energy propagated 

in these directions compared to the energy that 

would be propagated if the antenna were not 

directional. From Figure 12 the high level of 

directionality can be demonstrated.  Each 

receiver sensor (R1, R2 and R3) measures a 

high signal only when the array of sensors 

transmits in the direction of the receiver. 

Moreover, when the beam direction is steered 

from 90° (normal to the sensors array) to 30° the 

energy collected by all the receivers decreases 

as the beamwidth increases. 

 

9 sensors array

 
 

0,0E+00

5,0E-08

1,0E-07

1,5E-07

2,0E-07

2,5E-07

3,0E-07

3,5E-07

1 2 3

Energia 90°

Energia 120°

Energia 150°

R1 R2 R3

Steering 90°

Steering  60°

Steering 30°

 
Fig 12 – Experimental evaluation of the beam 

directionality and gain dependence from the beam 

direction 

5 Conclusions 

Since the exact theory is computationally 

less expensive than the fnite element analysis, it 

can be effectively used to understand general 

characteristics of wave motion in simple, 

undamaged models of structural components. 

To our knowledge, theoretical solution of the 

class of wave interaction problems in structures 

containing hidden defects or other realistic 

features (e.g., stringers, joints, etc) is not 

available in the open literature, except for a few 

highly idealized cases. Explicit F.E.M approach 
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has the capability to handle models involving 

complex geometries containing defects and 

other structural anomalies.  Therefore, the two 

methods substantiated by experimental tests can 

be combined for efficient and accurate 

calculation of the waveforms in more realistic 

structural components with or without damage. 
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Abstract  

In an effort to lower the overall cost of defense 

ware-fighter acquisitions, both the United States 

Government and the Australian Commonwealth 

Government mandate Performance Based 

Contracting (PBC) methods [1] upon 

acquisition and through life support contracts. 

Whilst being relatively new to Australian 

Defense [1-3], PBC is not a new concept to 

other industries around the world [4]. 

Demanding military aerospace acquisition and 

sustainment requirements however, present the 

defense industry with a significant challenge. 

This is inherent in the design of defense PBC 

and results from each military contract being 

different [4]. Considering the differing 

requirements, an awarded prime contractor is 

presented with a variety of complex 

management and technical issues, particularly 

if the prime contractor is also responsible for 

multiple platforms and corresponding contracts. 

In this paper, we aim to adapt a fuzzy logic 

controller to a data warehouse system for the 

automation of condition based analysis of 

performance based contracts, which are specific 

to multi-platform military, rotary and fixed wing 

systems. 

 

1 Introduction 

PBC, as defined in the Aerospace System 

Division (ASD) guideline, is ‘A product support 

strategy utilized by Program Managers to 

achieve measureable war-fighter selected 

performance outcomes for a Weapon System or 

Subsystem’ [3]. Alternatively, the United States 

Department of Defense (U.S. DoD) prefers the 

terminology; Performance Based Logistics 

(PBL) [4]. U.S. DoD define PBL as ‘The 

purchase of support as an integrated, affordable, 

performance package designed to optimize 

system readiness and meet performance goals 

for a Weapon System through long-term support 

arrangements with clear lines of authority and 

responsibility’ [4]. The main aim of PBC/PBL 

as the purchase of outcomes, not products or 

services [1], [3-4]. The U.S. DoD and ASD 

define these outcomes as; Availability, 

Reliability, Maintainability and Supportability. 

Outcomes are comprised of integrated Key 

Performance Indicators, and for Australian 

Defense contracts, are defined in a negotiation 

process between the Commonwealth of 

Australia (CoA) and the prime contractor, 

during both the tender phase and again through 

the award contract negotiation phase. This 
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process more often than not ensures [4] the 

individuality of each Military Aerospace PBC. 

Due to the uniqueness of PBC/PBL contracts, 

one can assume that there is significant 

corporate overhead for managing, maintaining 

and supporting such contracts across multiple 

platforms. Additionally, simulating a proposed 

PBC/PBL during a contract negotiation phase 

would also prove difficult for the reasons above.  

Encapsulating the ASD PBC framework 

within a Knowledge System, coupled with a 

fuzzy logic controller, could provide Defense 

contractors with the platform required to 

alleviate the complexities described above. Thus 

the goal of this paper is to utilize multi-

disciplinary methodologies together in 

accordance with the ASD PBC Framework, to 

design and integrate a Knowledge System with 

a fuzzy logic controller for the automation of 

condition based analysis of PBC. Once 

integrated, the system could be used to compute 

strategy parameter values for genetic algorithm 

based optimization, which would present prime 

contractors the capability to undertake 

predictive analysis, modeling and simulation of 

various PBCs.  

The first half of this paper will provide an 

overview of PBC, logical data models and 

system design as developed by Pozzetti et al 

(2010). The second half will focus on the fuzzy 

logic controller design, development and 

adaptation with the PBC Analysis System, with 

a priority on Aircraft Availability. 

2 Performance Based Contracting 

For all intents and purposes a PBC is an 

agreement between the purchaser and supplier 

and is common practice amongst a number of 

industries [5-9]. The contract typically specifies 

desired results, determined through features, 

services and/or integrated solutions [10], and is 

usually used to motivate the supplier to meet or 

even exceed the purchaser’s requirements 

through the use of incentives and disincentives 

[3-4], [10]. 

The ASD regard the motivation as the 

purchase of performance or outcomes, however, 

the fundamental groundwork to any PBC is 

through three key inter-related characteristics: 

Outcomes, Metrics and Payment rules [3-4].  

Through characterizing outcomes with a 

reliability and maintenance framework, ASD 

are remaining aligned with Richard and 

Jacopino [11], and the U.S. DoD [2], [4], [11]. 

Mandated outcomes for all future ASD Through 

Life Support contracts are in terms of [4]; 

System Readiness, Mission Success and 

Assurance of Supply. Additionally, Jacopino 

recommends that the continuous monitoring of 

Available Aircraft, Mean Time Between Critical 

Failure and Demand Satisfaction Rate, would 

effectively and efficiently assure these outcomes 

[11]. As a result, these three result areas have 

been adopted by Pozzetti et al (2010) as the 

design focus for a PBC Analysis System. 

2.1 Performance Metrics 

For traditional corporate and financial 

environments, the selection of indicators for the 

measurement of corporate goals is considered as 

straightforward, where as not so straightforward 

for complex military aerospace environments.  

ASD PBC Framework emphasizes that 

performance metrics, not indicators, are lag 

metrics, and serve the purpose of representing 

the prime contractor’s performance during the 

previous reporting period. An example 

demonstrated by Dwyer (2008); accounting 

information such as the revenue for the previous 

quarter is often lagged by approximately two 

months, whilst annual results can be delayed by 

a far greater margin [12]. Consequently, any 

corrective action made on the basis of a lag 

indicator would likely be redundant if the 

overall performance has changed during the lag 

period. There is an obvious and significant risk 

with formulating decisions based on lag 

indicators, which quite possibly will result in 

overcorrection, or a complete misunderstanding 

of the problem [12].  

With the example in consideration, ASD 

PBC Framework incorporates the use of two 

tiers for performance measurement; Tier 1 being 

Performance Metrics and Tier 2 being System 

Health Indicators. 
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Tier 1 Performance Metrics, are a 

representation of mandated Outcomes, are 

expected to provide the CoA with a consistent 

measure of the subject Weapon System and its 

overall usefulness to the defense force. Tier 1 

metrics are integrated with payment schemes as 

they are considered to be lag indicators, and 

therefore represent past performance [3]. The 

purpose of incorporating these is primarily to 

encourage the prime contractor to retain focus 

on the mandated Outcomes. 

Tier 2 System Health Indicators are used to 

present both the prime contractor and the 

purchaser with a signal of the background 

support, process and/or activities behind each of 

the mandated outcomes [2], [3], [11]. 

Depending on the desired Outcomes, and as 

discussed earlier, the indicators are identified 

and negotiated during the sustainment contract 

negotiation process [3]. As the purchaser cannot 

specifically rely on Performance Metrics as the 

only measure of contractor performance [3], this 

second tier of performance measures, are 

considered to be vital. System Health Indicators 

provide the purchaser and prime contractor with 

Lead indication of future performance, as they 

support proactive management of any 

problematic performance area [3], [12]. 

2.2 Data Analysis and Design 

Having already identified the three mandated 

Outcomes for the PBC analysis system 

[pozzetti], the following section illustrates the 

organization and flow of data in the system. 

Available Aircraft can be described as a 

percentage of aircraft from a fleet available at a 

set time(s), which are available for use. The 

most important indicator [13], Available 

Aircraft KRA is defined as; ‘the total number of 

aircraft available at a prescribed time, or 

through meeting a schedule daily Flying 

Program’ [3]. It identifies the operable state of 

an aircraft at the commencement of a mission, 

and is further defined using the configuration of 

the aircraft and the operational status [3].  The 

Aircraft Configuration is defined by the various 

systems which are installed on the aircraft. The 

systems are specified through a Mission Critical 

Item List (MCIL), which details the systems, 

subsystems and components deemed necessary 

for a defined list of missions [3]. To provide 

characterization for the metric, ASD use the 

following condition codes [3]: Fully Mission 

Capable (FMC), Partially Mission Capable 

(PMC), and Not Mission capable (NMC). It 

must also be noted that the Aircraft Status is 

dependent on whether those systems installed 

on/to the aircraft are interpreted to be in an 

operational, degraded or non-operational state.   

2.3 Logical Model 

The logical data model, developed by 

Pozzetti et al, was derived through a 

combination of system context and data flow 

analysis [14]. This logical model emphasizes the 

data required for the three defined [3] outcomes 

[14], and prepare the requirements for the 

physical design.  

The logical model, Fig. 1, was developed 

into a corresponding Data Mart, Fig. 2, using 

the Hybrid OnLine Analytical Processing 

(HOLAP) technique. This technique combines 

the best features of both multidimensional and 

relational database models [14-16]. The 

Available Aircraft Data Mart is one of the three 

objective based Data Marts in the PBC Analysis 

System [14], as shown in Fig. 3. 
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Fig. 1 Available Aircraft Logic Model 
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Fig. 2 Available Aircraft Star Schema 
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Fig. 3 PBC Analysis High Level System Design 

 

Data Warehouses collect and store integrated 

sets of historical data from multiple systems, 

which then become the one prime source for all 

shared data [17]. A number of common tools are 

utilized in industry to extract data from data 

sources, and perform transformations for 

loading into the target Data Warehouse [17-18]. 

As proposed by Pozzetti et al [19], the tools 

may be logically designed in accordance to 

various contractual requirements to analyze 

performance. 

3 Fuzzy Logic Controller Adaptation 

Originally formulated by Zadeh [20], fuzzy 

logic is considered to be a powerful tool for 

performing reasoning on problems which may 

involve a level of uncertainty and/or vagueness 

[21]. Three main processes are involved with 

fuzzy logic; 1) fuzzification, 2) rule base 

reasoning, and 3) defuzzification. 

Fuzzification describes the process of 

converting input values into fuzzy input 

membership values through defined 

membership functions. The fuzzy input 

membership values are then mapped to fuzzy 
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output membership values through the rule 

based reasoning process. Finally, the 

defuzzification process outputs a single, crisp 

value through defined formulas and fuzzy 

output membership values. 

A fuzzy logic controller is described by 

Mitsuo as a kind of rule-based system which is 

built on fuzzy logic and fuzzy set theory [22]. 

Lee [21], describes a fuzzy logic controller as 

having four principal components:  

1) A knowledge base 

2) A fuzzification interface 

3) An inference system 

4) A defuzzification interface 

 

Knowledge 

Base

Inference 

System

Fuzzification 

Interface

Defuzzificati

on Interface

Controlled 

System

fuzzy fuzzy

Actual control nonfuzzyProcess output and state

 Fig. 4 Fuzzy Logic Controller (Lee [21])  

 

 The knowledge base is composed of two 

components: a database and a rule base. The 

database contains the definitions of linguistic 

variables used for the ‘if-then’ rules. The 

definitions are made up of membership 

functions for the fuzzy sets, whilst the inference 

system provides reasoning based on the 

knowledge base. The generic structure of a 

fuzzy logic controller is displayed in Fig. 4. 

3.1 Fuzzy Rules  

There are two known ways to build a fuzzy 

rule base; 1) through experience and/or 

knowledge or, 2) using automatic learning 

techniques. With consideration to the ASD 

Available Aircraft scoring process [3] in Fig. 5, 

the fuzzy rule base is defined by knowledge, or 

in this specific example, through ASD PBC 

Framework.  

 

 

Fig. 5 ASD Scoring Process 

The availability of aircraft, by definition is 

considered as a fuzzy output variable, as it can 

have three possible outcomes; FMC, PMC or 

NMC. Not all crisp values for the output 

variables are defined in Fig. 5, as ASD propose 

PMC scores to be defined within the program 

contract [3]. For the purpose of this exercise, we 

consider the PMC crisp value to be greater than 

NMC, but less than FMC.  

Following Fig. 5, the fuzzy input variables 

are; Contracted Maintenance, Engineering 

Support, Overdue Spares, Training Support, 

Acceptance, Schedule and Commonwealth 

Responsible.   

The linguistic terms for the input, output and 

membership functions (MF) are defined in 

Tables 1 and 2 respectively. Pseudo equations, 

as shown in Table 3, display the fuzzy input 

membership to the fuzzy output membership 

mappings in accordance with the process in Fig. 

5. 
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Table 1 Output Linguistic Terms 

Linguistic Term for AA 

Output 

Meaning 

NMC Not Mission Capable 

PMC Partially Mission Capable 

FMC Fully Mission Capable 

 

 

Table 2 Input Linguistic Terms 

Linguistic Term for AA 

input 

Meaning 

CM Contracted Maintenance 

ES Engineering Support 

OS Overdue Spare 

A Accepted 

NA Not Accepted 

CoAR Commonwealth 

Responsible 

CF Contractor Fault 

NCF Not Contractor Fault 

WS Within Schedule 

NWS Not Within Schedule 

U Unscheduled 

S Scheduled 

 

 

Table 3 Pseudo Fuzzy Rules 
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3.2 Membership Functions  

Membership Functions (MF) were developed 

using a MATLAB Fuzzy Inference System 

(FIS). Gaussian type MFs were applied for each 

of the input and output variables, which is based 

on a symmetric Gaussian curve, as defined in 

Eq. 17. The example of the CM MF details the 

rule in accordance with the process in Fig. 6, 

meaning that CM can either be S or US, and is 

shown in Fig. 6 respectively.  

 

         
          

  
  

(17) 

Where c is the mean and   is the variance.  

 

The pseudo fuzzy rules, developed in Table 

3, were also translated into a fuzzy rule base 

using MATLAB; displayed in the rule 

definitions Table 4. The rule definitions 

combined with the corresponding MFs result in 

the surface area plots shown in Fig. 8 through 

13 respectively. 

 

 

 

1565



Adaptation of a Fuzzy Logic Controller to Performance Based Contracting Analysis System 

 

 

 

Fig. 6 CM MF  

3.3 Adaptation  

As discussed in Section 2, the fuzzy logic 

controller can be adapted to the Extraction, 

Transformation and Loading (ETL) layer of the 

PBC Data Warehouse, and in this specific 

example, the Aircraft Availability Data Mart. 

information is passed through the inference 

system, which then produces crisp data for the 

Availability fact tables. A high level system 

diagram, representing the adaptation of the 

fuzzy logic controller is shown in Fig. 7. Basic 

simulation can be performed using the 

MATLAB rule viewer, however it must be 

noted that the limit of this simulation is to 

confirm anticipated defuzzification results, 

rather than the simulation of the proposed 

system as described in Fig. 7. 

4 Conclusion 

The purpose of this paper was to assess the 

potentiality for the incorporation of the ASD 

PBC framework into an analysis system through 

the use of fuzzy logic. Through the use of 

MATLABs Fuzzy Inference System toolbox, 

the translation from contract rules through to 

MFs are demonstrated with the surface area 

plots in Fig. 9 through to 13 respectively. 

It is worth noting that we also attempted to 

use multiple MFs for a type of input variable. 

For example, we assigned each, CM, ES, TS 

and OS as MFs for an input variable 

‘DecisionType’. Whilst the defuzzification with 

this system gave the same results, the surface 

area plots are visually difficult to interpret, and 

therefore were excluded from this paper. 
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Fig. 7 High Level System Diagram 

 

As a next step, we propose and aim for future 

experimentation and integrated simulations 

using each method of MF incorporation. The 

simulation should involve daily sample data sets 

over a set time period, incorporating all of the 

key result areas. The function developed should 

then be both minimized and optimized 

according to desired performance goals in order 

to obtain; 1) requirements for optimal contract 

performance, and 2) the limit to determine when 

liquidated damages would apply. 

 

 

 

 

 

 

  

1566



Adaptation of a Fuzzy Logic Controller to Performance Based Contracting Analysis System 

 

 

 

 

Fig. 9 MF (CM & S)  

 

 

 

Fig. 10 MF (ES & S)  

 

 

Fig. 11 MF (OS & A) 

 

 

 

Fig. 12 MF (TS & A) 

Fig. 8 MATLAB Rule Definitions 
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Abstract  
Airline operators strive to reduce the overall 
time and cost of an aircraft’s engineering 
maintenance activities, whilst ensuring at the 
same time that its safety, reliability and integrity 
are not be compromised.  In order for this to be 
carried out, some predictive maintenance 
concepts can be considered, so as for the 
maintenance costs to be decreased, while the 
aircraft’s reliability is maintained up to the 
highest levels.  This paper proposes a method 
capable of assessing the engine’s deterioration 
as well as its remaining useful life, before the 
next major overhaul.  The proposed approach 
employs an ARIMA model for the estimation of 
the remaining useful life, based on historical 
flight data, analyzed by symbolic dynamics 
techniques.  It can be argued that this approach 
may, under certain circumstances, determine 
the remaining useful life of an aircraft’s engine, 
providing the maintenance engineers with a 
significant decision support tool. 

1 Introduction 
Engine related costs contribute a large 

fraction of the direct operating costs of an 
aircraft.  According to the International Civil 

Aviation Organization, the maintenance costs 
range from 10% to 20% of an operator’s direct 
costs, depending on the fleet size, age and usage 
[1].  The occurrence of unscheduled 
maintenance can introduce costly delays and 
cancelations if the problem cannot be rectified 
in a timely manner.  Planned maintenance 
defines a periodic interval for the performance 
of preventive maintenance, regardless of the 
engine’s condition.  This maintenance approach 
ameliorates the engine’s reliability however, it 
increases significantly the maintenance costs.  
Therefore, a more efficient maintenance 
approach in terms of cost and time that assures 
the reliability of the engine is required.  
Condition-based maintenance (CBM) is a 
maintenance program that recommends 
maintenance actions based on the engine’s 
status.  The CBM utilizes prognostics methods 
and is considered more efficient without losing 
its reliability in comparison with the planned 
maintenance in terms of cost.  

One of the two main prediction types of 
prognostics is the remaining useful life (RUL).  
The RUL refers to the time currently left before 
a certain failure criterion is reached.  The 
accurate assessment of the RUL of an engine, 
while in use, is of critical importance, since it 
has impacts on planning the maintenance 
activities, 
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Fig.1 Classification of RUL prediction models 

 
the spare parts’ provision, the operational 
performance and the profitability of the 
operator.  Thus, the RUL estimation of the 
aircraft’s engine may reduce the occurrence of 
unscheduled maintenance and improve the 
aircraft’s operability without increasing cost, 
whilst enforcing at the same time, the safety as 
well as the reliability of the aircraft.  This paper 
proposes a methodology for RUL estimation, 
based on symbolic dynamic analysis and 
stochastic regression methods enhanced with an 
artificial neural networks model, responsible for 
modeling the engine in its sound condition. 

The rest of the paper is organized as follows.  
Chapter 2 presents a short review of the existing 
literature on RUL estimation approaches.  
Chapter 3 provides an overview of the proposed 
method, describing in brief the three main 
pillars of the approach, in particular, the aircraft 
engine modeling with Artificial Neural 
Networks (ANN), the anomaly measurement 
with Symbolic Dynamic Filtering (SDF) and the 
anomaly prediction with ARIMA models.  The 
next three chapters, 4, 5 and 6 describe in detail, 
the three pillars of the introduced method.  The 
final chapter concludes the basic outputs of this 
work. 

 

2 Literature Review 
During the past years, in the context of the 

prognostics and CBM, various RUL approaches 
have been proposed that differ in terms of 
estimation accuracy, range of application, cost 
and implementation complexity.  These 
approaches are classified by [18] into four main 
categories: a. knowledge based, b. physical 
models, c. artificial neural networks and d. life 
expectancy.  Knowledge based models store 
past defined failures in a database.  In case of a 
new event, they retrieve the most similar past 
observation, related to a failure, and they deduce 
the life expectancy of the asset.  The knowledge 
based models are further classified to expert and 
fuzzy systems.  Artificial neural networks 
estimate the remaining useful life of the engine 
directly or indirectly, by training an ANN with 
past observation data of failure events.  Physical 
models provide an assessment of the RUL, 
based on a mathematical representation of the 
physical behaviour of the degradation process.  
Finally, life expectancy models determine the 
time left of an asset or an asset’s component 
with respect to the expected risk of 
deterioration, under known operating 
conditions.  This type of models consists of two 
main groups, in particular, the stochastic and 
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statistical models that also include sub-
categories.  Figure 1, presents a classification 
scheme of the main model categories adopted 
by [18]. 

The physical models are characterized by 
high accuracy, high implementation cost and 
complexity.  In addition, physics based models 
are application specific and depend on the type 
of the asset, in this case, the type of the engine.  
Therefore, their applicability range is too 
limited.  On the contrary, knowledge based 
models are more efficient as regards the 
applicability range, implementation cost and 
complexity.  They can be applied to a broad 
area of assets, while their cost and complexity 
are lower in comparison with physical models.  
However, the accuracy of the RUL estimation is 
limited, since it is based on similar past cases 
that may not be so relevant to the observed 
situation of the existing problem.  Artificial 
Neural Networks and life expectancy models 
are of medium complexity, with a quite broad of 
application range, without a high 
implementation cost [[8], [18]]. 

The classification of the research work on the 
RUL estimation is problematic since a lot of 
models follow hybrid approaches, combining 
two or more of the aforementioned models.  The 
idea of this hybridization is to combine the 
strengths of two or more approaches for a better 
estimation of the RUL.  The current paper also 
follows this hybridization approach, integrating 
ANN with ARIMA models, while for signal 
noise reduction the Symbolic Dynamic Filtering 
(SDF) is utilized.  In this way, the health 
management system for RUL prediction is 
proposed and it is characterized by medium 
implementation cost and complexity, a quite 
broad range of application without losing in 
accuracy. 

The statistical life expectancy models are 
used in [17], where the performance 
deterioration of a turbofan engine is studied 
with the use of forecasting algorithms.  In 
particular, the ARIMA models are developed 
for the estimation of the RUL of a turbofan 
engine, for short term predictions.  For medium 

and long term prediction it is the regression 
analysis used.  Specifically, three deterioration 
models are proposed, for severe, linear and soft 
deterioration, utilizing the regression analysis.  
In a similar work [10], a diagnostic and 
prognostic system for gas turbines is proposed.  
Firstly, the gas path approach is followed for the 
diagnosis.  Secondly, the prognosis is based on 
the linear and quadratic regression models that 
facilitate the estimation of the engine’s RUL.  
ANN models are used in [6], [7] and [9]] in an 
integrated prognosis process.  In a similar 
approach related to engine health management, 
the ANN models are used for performing 
anomaly detection [6].  The proposed system 
(eSTORM) combines the physical modelling of 
an engine with an empirical neural net model to 
provide a hybrid model for reliable engine 
diagnostics and prognostics.  Neural Net models 
are responsible for enhancing the physical 
model accuracy and improving the reliability of 
the diagnosis [7].  The concept of the symbolic 
dynamic analysis of complex systems for 
anomaly detection is introduced in [3].  
“Anomaly” in a dynamical system, is 
considered as the deviation from its nominal 
behaviour.  The current study emphasizes on the 
theoretical background that allows for an early 
detection of anomalies in a complex system.  In 
[4], a fault detection and isolation methodology 
in an aircraft’s gas turbine engine is proposed.  
The Fault Detection and Isolation (FDI) 
methodology is based on the analysis of time 
series data of available sensors and analytically 
derived variables in the gas path dynamics.  In 
particular, a novel methodology for FDI, based 
on symbolic dynamics, statistical pattern 
recognition and information theory is 
introduced.  The proposed concept seems to be 
capable of detecting any slowly evolving 
anomalies apart from the abrupt changes in the 
nominal behaviour.  The validation of the 
concept is provided in [5], where the SDF based 
methodology is applied to a simulation test bed 
of a two-spool turbofan aircraft gas turbine 
engine. 

1571



On an Engine Health Management System 
  

 

 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

Fig.2 Health Management System  
 

 

3 Method Overview 
The approach presented in this paper is based 

on three pillars.  The first pillar concerns the 
modelling of the engine in its nominal condition 
with the use of ANNs.  The second pillar is 
responsible for the engine’s anomaly 
measurement, comparing ANNs nominal model 
with the engine’s behaviour.  Within the second 
pillar, anomaly measurement is performed with 
the use of the SDF analysis.  The third pillar 
performs the estimation of the engine’s RUL 
with the use of an ARIMA model. 

Degradation is considered as the engine’s 
deterioration in performance while it ages.  In 
the present approach, the gas path concepts are 
followed for the diagnosis of the deterioration 
employing ANNs.  The gas path analysis aims 
at detecting the gas path faults that have 
observable effects on the measurable 
parameters, such as temperature and pressure.  
The deviation between the measured parameters 
and the ANN parameters is analyzed by the 
SDF.  The output of this analysis is μ, an 
anomaly measurement.  The behaviour of μ in 
time is indicative of the engine’s deterioration 
and is captured by the ARIMA models. 

ANNs approach for the engine’s modelling is 
selected due to four main reasons.  Firstly, 
ANNs are capable for modelling the complex 
nonlinear behaviour, such as the behaviour of an 
aircraft’s engine.  Secondly, the implementation 
complexity and cost is not so high in 
comparison with that of the physical models.  
Thirdly, ANNs provide an accepted level of 
accuracy, not as high as the physical models do, 
but higher than the Knowledge based models.  
Finally, a significant advantage of ANNs is their 
generic nature.  ANN models are not restricted 

to a specific type or model of engines, but after 
a proper training they can be applied to a quite 
large variety of engines. 

Anomaly measurement that is based on the 
analysis of deviation of an engine’s parameters 
from their nominal conditions depends 
significantly on the quality of the engine’s 
measurements.  The quality of the 
measurements is affected by the sensor noise, 
the disturbances, the instrument degradation and 
the human errors [10].  Concerning the quality 
of measurement, the SDF presents two major 
advantages in comparison to similar methods 
based on ANN and the Principal Component 
Analysis [4].  Firstly, the SDF is more robust to 
measurement noise and spurious signal [[3], [4], 
[5] and [19].  Secondly, the SDF is more 
adaptable to low resolution sensing, due to the 
coarse graining in space partitions [3]. The SDF 
can also be a part of a real time Fault Detection 
and Isolation process, which provides the 
opportunity of the same data and methods on 
deferent processes to be utilized. 

The engine’s deterioration is captured with 
the use of ARIMA models because the ARIMA 
models present three main advantages.  Firstly, 
the ARIMA do not require historical failure 
data, and in general, a detailed description of the 
failure mechanism is not necessary [18].  
Secondly, the ARIMA models in contrast to the 
ARMA variants are capable of capturing non 
stationary deterioration processes.  Finally, 
ARIMA provides the capability of incorporating 
random shocks, assessing more accurately the 
stochastic behaviour of deterioration in contrast 
to the regression models [16]. 

The proposed health management method is 
capable of addressing the deterioration of a 
broad range of engine types since the modeling 
is based on ANN, is robust to sensors noise due 
to SDF advantages, and is capable of capturing 
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non stationary degradation behavior for RUL 
prediction because it employs ARIMA models. 

4 Engine Modeling 
In general, Neural Networks (NNs) are 

parallel distributed information processing 
systems capable of learning and generalizing 
from training patterns or data.  Their ability to 
model complex nonlinear systems makes them 
adequate for the modeling of an aircraft’s 
engine. The level of user knowledge needed to 
successfully apply NNs is much lower than that 
in the case of using a more traditional nonlinear 
statistical method, although some heuristic 
knowledge of how to select and prepare data, 
how to select an appropriate NN and how to 
interpret the result is still required. 

4.1 Models of the processing elements  
Each neuron is a simple processor, which 

takes one or more inputs, usually exits from 
other neurons and produces an output. The 
processes that a neuron performs are: a 
multiplication of the inputs by their respective 
weight, adding up the resulting numbers for all 
the inputs and the determination of the output, 
according to this summation and a transfer 
function.  Specifically, the neuron can be 
viewed as consisting of two parts: a linear and a 
non-linear part. The first is an integrated 
function f that combines information, coming 
from other neurons and the net in general.  In 
the current approach, the function that has been 
utilized is described in equation 1, where xj is 
the output of neuron j of the preceding neurons, 
wj its respective weight and θ is the threshold of 
this neuron.  The output of the neuron is a non-

linear transfer function a(f), specifically the 
tansig function (hyperbolic tangent function). 

The second part of the neuron is a non-linear 
transfer function a(f), in this case, the 
tansig(hyperbolic tangent) function. 
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Fig. 3  Neuron Diagram 

4.2 Network Structure 
Of course, a single neuron is of very limited 

use, while a number of connected neurons, i.e. a 
network, can be trained to model non-linear 
complex behaviors.  An NN consists of three 
main components, namely the input layer, the 
hidden layers and the output layer.  The input 
layer is fed with data, the hidden layer processes 
the fed data while the output layer provides the 
result.  Some NNs allow data to be transferred 
backwards as well as forward, others allow data 
to be exchanged between the neurons in the 
same layer or even allow a neuron to send data 
back to itself.  These NN features affect its 
performance and the applications for which it is 
suited; hence the structure and its connection 
geometry are quite significant.  The structure of 
the proposed NN is presented within Figure 3b.  
The NN includes X inputs, one hidden layer of 
eight neurons and one output. 
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Figure 4: Symbolic Dynamic Filtering Steps  
 

4.3 Training Rules 
The training rules are used for the adjustment 

of the neurons’ weights in order for the 
accuracy of the NN model to be maximized.  
Two main types of training rules exist, the 
supervised, and the unsupervised.  The 
unsupervised method trains the network only 
with data, corresponding to the NN training 
input data.  The NN identifies data inherent 
classifications.  This type of training is usually 
used for clustering and estimation problems.  In 
the case of supervised learning, the NN are 
provided by a series of matching input and 
output examples.  Then the NN adjust their 
weights according to the training algorithm to 
minimize the deviation of the NN estimated 
output and the reference output.  Supervised 
learning is preferred in the NN training for the 
function approximation problem.  For the 
specific reason, this type of training is selected 
for the current training of the proposed NN. 
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Fig. 5  Neural Network structure 

5 Anomaly Detection  
In Anomaly Detection, reference time series, 

produced by NN models and Real Engine time 
series in small periods (flights) are used as 
inputs. Time series are first transformed to 
symbol sequences for each one of which a 
corresponding stationary vector is produced, 
then an anomaly measure μ is computed by 
comparing the vectors. Computing μ for 
different time periods produces an μ series, used 
as input for the next step of RUL estimation. 

The Symbolic Dynamic Filtering (SDF) is a 
statistical pattern recognition method for 
studying dynamical systems with continuous 
state spaces and continuous time using infinite 
sequences of abstract symbols.  The system’s 
continuous state space, in our case engine, is 
partitioned into a finite number of regions, each 
of which is characterized by a symbol.  The 
time series of the engine parameter is 
transformed into symbols sequence.  This 
specific sequence of symbols is the base for the 
construction of a probabilistic finite state 
machine, whose aim is the generation of pattern 
vectors as a representation of the dynamical 
system’s characteristics.  The SDF has been 
successfully applied to numerous different 
problems, varying from the description of dry 
friction oscillator dynamics up to our case 
engine degradation monitoring.  The SDF 
method for anomaly detection consists of the 
following steps that are further analyzed in the 
next sections of the study. 

 Wavelet Partitioning 
 Stationary Vector Computation 
 Anomaly Measurement Computation 

5.1 Wavelet Partitioning 
The input of this step is two time series, the 

reference time series produced by the NNs and 
the engine time series provided by the engine 
sensors.  Of course, both time series take 
advantage of the same engine parameters 
(pressure or temperature), which are indicative 
of the engine’s condition. At the end of this 
step, time series are transformed into symbol 
sequences as explained below.  

The phase space of the dynamical system is 
partitioned into a finite number of cells. These 
cells are mutually exclusive and exhaustive so 
as to obtain a coordinate grid of the whole 
space. The partitioning is made by maximizing 
the Shannon entropy, in order for the regions 
with more information to be finer partitioned 
and those with sparse information to be coarser 
partitioned.  Each cell is then labeled with a 
symbol. After that a trajectory of the dynamical 
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system, starting from an initial state, generates a 
sequence of symbols as the system changes 
phases. Let Σ be the alphabet (the set of all 
symbols that are used) and |Σ| alphabet size (i.e. 
the number of all different symbols).  Although 
this process is subjected to a loss of information 
it preserves essential robust features (e.g., 
periodicity and chaotic behavior of an orbit) 
through an appropriate partitioning of the phase 
space. 

The theory of phase-space partitioning is 
well developed for one-dimensional mappings, 
however, the case of two or higher dimensional 
systems is much more difficult and the 
techniques proposed in literature [[11] and [12]] 
are primarily based on symbolic false nearest 
neighbor approaches. These approaches are not 
only extremely computation-intensive as the 
dimension of the system’s phase space is 
growing but also in the presence of noise, a 
large alphabet of symbols is required as the 
number of false neighbors required is increased. 
Thus, a partitioning approach in the wavelet 
domain is more efficient for noisy data than for 
high dimensional dynamic systems. In the 
present approach the data have firstly been 
converted into the wavelet domain, then the 
wavelet space has been partitioned by 
maximizing the Shannon entropy and finally, 
the symbol sequence of the healthy system has 
been generated. 

5.2 Stationary Vector Computation 
In this step, by following the occurrence of 

each symbol of the incoming symbol sequence, 
a stationary vector for every sequence is 
produced containing statistical information of 
both the reference model and the engine. This is 
achieved through the D-Markov machine 
construction. 

A D-Markov machine is a probability finite 
state machine that each of its states corresponds 
to a possible symbol word of length D that can 

occur from a symbol sequence of an alphabet 
set Σ. If N is the number of the states of the 
machine, it is clear that N ≤ |Σ|D.  In this case, 
the states of the machine are the words with 
length D that are produced from the symbol 
sequence obtained by the system.  The choice of 
|Σ| and D depends on a specific application and 
so is the noise level of the data series as well as 
the available resources in memory and 
computation power.  The small alphabet could 
miss information of the signal dynamic and a 
larger one may be noise sensitive.  A larger 
value of D, although it gives better results, it 
increases the number of states exponentially 
requiring a much larger length of data sets and 
computational power.  Example:  Σ={a,b} ,  
|Σ|=2 ,  D=2  and the symbol sequence is: 
abaabba... 

 
Fig. 6  Markov Machine 

 

ab (the first two symbols of the sequence) 
and the machine is initially at ab state. As the 
third symbol of the sequence occurs (a) the 
machine transitions to the ba state are 
corresponding to the next produced word. The 
next words are aa, ab, bb and so on. 

This probabilistic finite state machine has 
Markov properties as the probability of the 
machine transitioning from state aa to state ab 
is the conditional probability of the next symbol 
in sequence to be b, given the two previous 
were aa. Moreover, the probability for the next 
state to be ab is the conditional probability of 
the next symbol in sequence to be b given the 
previous one was a.  

The next step is the construction of a state 
transition matrix that describes all transition 
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Fig. 7  RUL prediction using ARIMA models 

 
probabilities among the states. Each element πij 
of this matrix corresponds to the conditional 
probability of transitioning to state j given the 
fact that the machine was in state i. In practice, 
each of these probabilities is computed by 
counting the occurrences of each transition for a 
“sufficiently large” length of symbol series. 

Let Π be this transition matrix. Π is non-
negative and irreducible.  The Perron–Frobenius 
theorem [13] suggests that there is a unique 
vector q satisfying qΠ=q. The elements of q are 
the stationary probabilities of each state of the 
D-markov machine. 

A stop criterion for the length of symbols ℓ to 
be “sufficiently large” is equation 1, where e is 
the absolute error of re-computing vector q 
between the iterations of an increasing x.  

)/int( e
D

stop  10  ewhere  (1) 

ℓ stop is considered a conservative criterion 
(even if it is the least conservative for the 
definition of e) for the length of symbol 
sequence, required for the parameter 
identification of the stochastic matrix Π and 
convergence is usually obtained earlier.  It must 

be noted that in case of D=1, because of 
maximum entropy partitioning the nominal 
vector q has |Σ| equal elements of value 1/|Σ|. 

Using the same D-Markov machine and 
counting the occurrences of each transition 
possibly a faulty symbol sequence is followed, 
and a new transition state matrix is constructed. 
Its unique eigenvector will have elements that 
correspond to the new stationary probabilities of 
the machine’s states. This state vector p has the 
same length with q but it is expected to have 
non-equal elements. 

5.3 Anomaly Measure Computation 
The outcome of the previous step is the pair 

of p and q vectors, which are treated as 
statistical patterns.  In the current step, they are 
compared in order to provide an indication of 
any anomalies that are deviations between the 
engine and the reference patterns.  The outcome 
of SDF is the anomaly measure μ, a scalar 
function to quantify the system’s deviation 
between nominal and test behavior patterns in a 
specific period. Anomaly measured is defined in 
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equation 2 as μ=d(p,q) which is the Euclidean 
distance between p and q 
 

),( qpd  (2) 

The anomaly measure μ is used for an early 
detection of anomalies as it can easily get high 
values for small changes in performances even 
with noisy data.  In this study, the progress of μ 
through a larger timescale is used for the 
estimation of the Remaining Useful Time of the 
engine 

6 Remaining Useful Life Estimation 
The RUL is estimated with the use of 

ARIMA models.  The SDF provides a time 
series of μ norm, the anomaly measurement of a 
parameter that is indicative of the engine’s 
degradation.  ARIMA models provide a 
representation of the μ norm future behavior.  
During the time that the μ norm prediction is 
greater than a critical threshold, the system is 
considered being into faulty condition and 
maintenance actions should take place. 

6.1 ARIMA model 
In the present approach, the Box and 

Jenkins ARIMA method is followed.  ARIMA 
is a combination of three parts: an 
autoregressive (AR) part, a moving average 
(MA) part and a pert, involving the derivatives 
of the timeseries (I).  The timeseries is derived k 
times until it is stationary, then a suitable 
ARMA model is fitted to the resulting series 
and the estimated forecasts are finally integrated 
k times [14]. 





n

c
c

m

c
c ctctxatx

11

)()()(    

(3) 

Where: 
 x(t): the value of timeseries at time t, in 

our case, x(t) is the norm of μ at time t 
 m: the parameter that denotes the order 

of the autoregressive part 
 n: the parameter that denotes the order of 

the moving average part 

 k: the number that the timeseries has 
been differentiated 

6.2 RUL Forecasting 
The ARIMA model determination comprises 

two main steps: a. model identification, b. 
model validation.  Model identification is 
responsible for the determination of the ARIMA 
model parameters, m, n and k, i.e. the order of 
the autoregressive part, the order of the moving 
average part and the number that the timeseries 
must be differentiated.  The observed data 
timeseries is divided into two parts.  In order for 
the ARIMA model parameters to be identified, 
the first part, 70 % of the observed data, is 
analyzed.  Afterwards, the model is validated 
with the second part of the observed data 
timeseries.  If the fitting criteria, such as the 
RSS, are satisfied, then the ARIMA model 
parameters are kept, otherwise, another set of 
parameters is selected.  This process is followed 
until the fitting criteria are satisfied.  Thus, after 
the proper identification and validation of the 
ARIMA model, the model is capable of 
forecasting the μ norm values.  Apart from 
estimating the values of the μ, the relevant 
confidence intervals with the upper and lower 
forecasting limit are also estimated. 

7 Conclusion 
In the current paper, a method for the 

estimation of the remaining useful life of a 
small turboprop engine is proposed.  The 
method is based on the timeseries analysis that 
is critical for the parameters of the engine’s 
condition.  ANNs are proposed for modelling 
the engine in its sound condition, since they are 
capable of modelling the behaviour of complex 
and non linear systems.  The SDF provides an 
assessment of the engine’s health condition by 
analyzing the differences between the reference 
timeseries, corresponding to the nominal 
engine’s condition and the monitoring engine’s 
timeseries.  The ARIMA model follows the 
SDF analysis, attempts to capture the trend of 
the engine’s health and predict when the engine 
will reach a critical threshold.  Based on the 
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time left to the critical threshold defined, the 
RUL is estimated.  Thus, the paper proposes a 
method that fuses the SDF analysis with the 
ARIMA models in order for the reliability of the 
Remaining Useful Life estimation to be 
increased. 
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Abstract  

The helicopter fuselage crack monitoring 

through on-board expert sensor network is 

matter of HECTOR, a project coordinated by 

the European Defense Agency (EDA) in the 

framework of the Joint 

Investment Program on Innovative Concepts 

and Emerging Technologies (JIP-ICET) which 

is funded by 10 EDA Member States (Cyprus, 

France, Germany, Greece, Hungary, Italy, 

Poland, Slovakia, Slovenia, Spain) and Norway. 

The aim of HECTOR is to increase the machine 

availability by directly monitoring the damage 

while it is propagating inside the structure, 

concept at the basis of Structural Health 

Monitoring (SHM) systems. In this way it would 

be possible to get a real time knowledge about 

the damage situation, thus setting a Condition 

Based Maintenance (CBM). 

The current paper is a summary of the advances 

in the project, covering all the involved 

engineering areas, from the adopted sensor 

network technology, to the FEM simulation and 

coupling with algorithms, thus coming to the 

definition of a robust methodology for SHM 

design. The possibilities for result exploitation, 

as well as the points requiring further advances, 

are going to be presented. 

1 General Introduction  

The main purpose of this project is to propose 

modeling techniques for the analysis of multiple 

sensors in producing a unified and 

comprehensive method for identification, 

monitoring and prognosis of potential damages 

(like cracks) in the fuselage of a helicopter. So 

far the structural safety of helicopters is ensured 

with a thorough fatigue analysis in the design 

phase and a strict schedule of inspection during 

life. Only a few attempts to apply reliable 

methods to monitor directly the on-line damage 

from vibrations during life have been carried 

out. In particular for military applications, an 

integrated and reliable system for monitoring 

possible damages by interpreting service 

stresses inside the fuselage and for evaluating 

the time inspections and remaining life 

(prognosis) is missing. The motivation for 

suggesting Structural Health Monitoring SHM 

is the potential capability to reduce the 

maintenance cost, which is about 25 per cent of 

the direct operating cost of the helicopter and 

can play an important role especially in the case 

of the ageing helicopters. The purpose of 

HECTOR is the creation of a real case 

demonstrator for helicopters that permits, on the 

basis of a complete knowledge of the stress state 

on the fuselage (advanced FE model) and the 
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data collected by a low power sensor network 

positioned in the most critical areas, to perform 

the Embedded Structural Health Monitoring and 

the on-line evaluation of the degradation 

mechanism, based on advanced damage criteria. 

This sensor systems could be mounted on new 

helicopters to define a more reliable, efficient 

and economic program of inspections, or on 

ageing airframes to perform a life extension of 

the machines. The advantage of HECTOR is 

that once the sensors network is installed and set 

up, inspection is possible not only without 

disassembling parts but also in continuum using 

a real time strategy to detect failures (existence, 

location, type, extent) and for the prognosis of 

their effect on the overall reliability of the 

structure.  

The basic premise of most damage detection 

methods is that damage will alter the stiffness, 

mass, or energy dissipation properties of a 

system, which in turn alter the measured 

dynamic response of the system. Although the 

basis for damage detection appears intuitive, its 

actual application poses many significant 

technical challenges. The most fundamental 

challenge is the fact that damage is typically a 

local phenomenon and may not significantly 

influence the global response of a structure that 

is normally measured during vibration tests. 

Another fundamental challenge is that in many 

situations damage detection must be performed 

in an unsupervised learning mode. Here, the 

term unsupervised learning implies that real 

data from damaged systems are not available. 

Environmental and operational variations, such 

as varying temperature, moisture, and loading 

conditions affecting the dynamic response of the 

structures will in addition complicate the 

interpretation of possible damage. 

The present paper is the prosecution of the work 

described in [1], with the aim to describe the 

steps further in HECTOR project, finally 

highlighting the most critical points where 

advances are mostly needed. 

2 SHM system method 

The SHM method proposed hereafter 

consists of a combination of simulated data 

coming from detailed Finite Element Models 

(FEM) and smart algorithms able to learn the 

underlying functions that correlate a certain 

damage sensitive parameter to the proper 

damage characterization. One could notice that 

it would be possible to set up a damage 

detection system just based on algorithms, able 

to distinguish a healthy case from a critical one 

just relying on some assumed thresholds. 

However, given the algorithm capability in 

solving this crucial step with a sufficient 

reliability, it would be very difficult to 

physically appreciate the damage characteristics 

that induced the modification on the acquired 

sensor data, thus generating an alarm. As a 

matter of fact, it is crucial to consider that, in 

order to be able to set up an adaptive 

maintenance schedule, the damage should be 

characterized not only in its existence, but also 

in its type, position and extent at least. 

For this reason, the introduction of FEM, as a 

source of simulated reference data, should help 

the algorithms in associating a certain physical 

meaning to the generated alarm. Given the 

installation of a network of sensors inside the 

monitored region of the fuselage, a wide 

database of many different damages, in many 

different positions and with various levels of 

criticality can be modeled, thus generating a low 

cost basic information, upon which to train and 

help the smart algorithms in interpreting real 

sensor data. 

Thus, the output of this FEM based system 

would allow another family of reasoning 

algorithms, namely the prognostic unit, to 

estimate the Residual Useful Life (RUL) of the 

monitored component or region inside the 

fuselage. Obviously the statistical propagation 

of the uncertainties relative to the diagnostic 

level inside the prognostic unit has to be 

carefully considered, in order to keep the 

reliability of the whole system at the desired 

level.    

2.1 Choice of damage sensitive parameter 

In the most general terms, damage to a 

structure can be defined as changes introduced 

into a system that adversely affects its current or 
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future performance. Implicit in this definition is 

the concept that damage is not meaningful 

without a comparison between two different 

states of the system, one of which is assumed to 

represent the initial, and often undamaged, state. 

Here it is focused on the damage identification 

in structural and mechanical systems and is 

limited to changes to the material and/or 

geometric properties of these systems, including 

changes to the system connectivity. As an 

example, a crack that forms in a mechanical part 

produces a change in geometry that alters the 

stiffness characteristics of that part. Depending 

on the size and location of the crack and the 

loads applied to the system, the adverse effects 

of this damage can be either immediate or may 

take some time before they alter the system’s 

performance. In terms of length scales, all 

damage begins at the material level and then 

under appropriate loading scenarios progresses 

to component and system level damage at 

various rates. In terms of time scales, damage 

can accumulate incrementally over long periods 

of time such as that associated with fatigue or 

corrosion damage accumulation. Damage can 

also result from scheduled discrete events such 

as aircraft landings and from unscheduled 

discrete events such as enemy fire on a military 

vehicle. 

In particular, considering HECTOR’s 

framework, the objective is to set up a 

diagnostic / prognostic system based upon strain 

field modifications due to the occurring damage, 

focusing the attention on fatigue type damages 

on metallic structures (cracks). Even thinking 

about bullet impacts in military applications, the 

assumption is that the evolution of the damage 

would be however a crack generated at the 

occurring notches. In [2] was demonstrated that 

the strain field sensitivity to crack damage can 

be exploited for structure monitoring; it was 

also confirmed the possibility to accurately 

model with Finite Elements the static and 

fatigue dynamic behavior of a stiffened 

structure. However, the main issue was the 

strain sensitivity also to the applied load. In fact, 

the helicopter fuselage is experiencing a load 

that is absolutely varying in time and, even 

worse, not easily predictable, due to the 

environmental influences. The approach used 

hereafter consists in normalizing each sensor of 

a confined region with respect to the average 

value measured among all the sensors in the 

same region [3]. In fact, the normalizing factor 

should be robust to the presence of the damage 

but only sensible to the applied load, thus 

allowing filtering the load effect, without 

significantly altering the sensitivity to the crack. 

Assuming N strain sensors measuring exactly in 

the same direction, the expression of the 

normalized output for the k-th sensor is reported 

in Eq. (1). 
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Then, focusing the attention on 

performances, it is important to clarify the 

intention of the on-board SHM. In fact, classical 

Non Destructive Technologies (NDT) can detect 

cracks at their very early stage of propagation, 

often detecting anomalies in the length order of 

1mm or less. On the other hand, the on-board 

detection system is expected to be designed for 

a target crack length around 60mm. The 

difference lays in the associated maintenance 

procedure. If from one hand classical NDT 

technologies are manually used to scan the 

structure at fixed time intervals during the 

component / region life, HECTOR SHM is 

designed in order to be permanently installed 

and continuously operating to monitor in real 

time the structure. Thus, considering the load 

carrying capabilities of the considered region 

(regulations require the ability to carry the 

design loads when 2-bay long cracks are 

present), being able to detect automatically a 

60mm crack with an high level of reliability 

would allow to increase the machine 

availability, thus reducing the operating cost of 

the machine. 

 

2.2 The noise definition 

The key point for the success of the SHM 

methodology described above is the correct 

definition of noise affecting the SHM system. In 

1581



HECTOR: one more step toward the embedded Structural Health Monitoring system 

 

CEAS 2011 The International Conference of the European Aerospace Societies 

 

fact, being the algorithms based upon a 

deterministic knowledge coming from FE 

simulations, each source of deviation from FEM 

must be included inside the noise 

characterization. 

The following are the main reasons for real 

data dispersion with respect to FEM prediction 

on the damage sensitive parameter measures: 

• Manufacturing process 

• Material non-uniformities 

• Non Linearity (other than damage) 

• Environmental influences 

• Sensor layout definition 

• Unpredictable loading condition 

• Non considered damage parameters (i.e. 

crack angles inside the current work) 

It is also important to consider that each one of 

the reported factors, entering in the measure as a 

source of perturbation, must be characterized in 

its extent as well as in its shape. In fact, most of 

them can assume a Gaussian distribution, as 

demonstrated in [2], where some panels were 

tested in their damage tolerant capabilities. The 

mean of all the considered specimens was 

perfectly consistent with the FEM prediction, 

though a certain level of deviation was present, 

due to panel manufacturing, material non-

uniformities, environmental influences and 

uncertainty in sensor positioning / alignment. As 

a matter of fact, all these factors can be 

considered Gaussian in their distribution around 

FE prediction. 

On the other hand, considering the influence 

of crack angle on FE strain estimation, one 

could notice that, given the angle variation 

remains in the ±5° range, the error in damage 

sensitivity stays below 2%, though the shape of 

the error distribution is not Gaussian anymore. 

Finally, the influences of random load on the 

damage detection parameter are depicted inside 

the next paragraph. 

2.3 The problem of unpredictable load 

As previously introduced in paragraph 2.1, 

strain field is sensitive in both damage existence 

and external applied load. Thus, the parameter 

described in Eq. (1) was introduced as a mean to 

filter out the load effect, but without reducing 

the capability in describing the damage 

sensitivity. Given a network of 15 sensors is 

considered, all equally-directed, the strain field 

sensitivity to a growing crack damage is 

reported in Fig. 1 for one single sensor, 

normalized with respect to the mean value 

calculated for the whole sensor network. In 

particular, the continuous line was obtained 

when a constant 30kN load was applied to the 

structure, while the dotted distributions are for 

random loads ranging from 3 to 30kN. 

 

 
Figure 1: Strain sensitivity to growing crack damage. 

 

As can be easily noticed, normalizing with 

respect to something that is “less sensitive” to 

damage and “more sensitive” to load, one could 

reduce the load effectiveness while highlighting 

the damage weight, at least for relatively small 

damages.   

3 The Finite Element Model 

In order to demonstrate the SHM 

methodology, it has been decided to realize a 

structure which is similar to the real helicopter 

modeled in [1], eliminating some particulars, 

such as panel curvature, not required for the 

purposes of the project. The demonstration 

panel, constituted by a skin stiffened with four 

stringers, is shown in Fig. 2. In particular, it is 

possible to notice how the strain field is 

modified because of the presence of a skin crack  
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Figure 2: FE model of the demonstrator panel (a) in healthy condition and (b) with crack on a skin bay 

 

located in the middle of the central bay. The aim 

is to create a database of strain maps generated 

by different damages, each one with different 

characteristic parameter. In particular, two 

damages were considered, respectively 

consisting of a typical skin crack and a stringer 

failure (with crack starting from the position 

where the stringer was broken). For each case, 

the two parameters of crack length and position 

were made vary, thus calculating more than one 

thousand cases. 

The generated database will be first used in 

order to design the sensor network, thus 

choosing the sensor number and positions. 

However, given the symmetrical and repetitive 

structure, it has been decided to limit the sensor 

locations along 4 paths along the stringers and 3 

paths in the middle of each bay, leaving the 

sensor number parameter free but equal inside 

the stringer / bay family (all the stringers / bays 

have respectively the same number of sensors 

applied). 

The key point for the success of the whole 

SHM methodology is the experimental 

validation of the FE model, which should be 

able to well describe not only the strain field as 

a function of applied load, but also the strain 

field dependence on the considered damage. 

However, it has been demonstrated that the 

damage model follows very well the real 

experimental data, at least sufficiently far away 

from the boundary regions. 

4 The algorithm structure 

The SHM algorithm is mainly constituted by 

two parts, namely diagnostic and prognostic 

units. The diagnostic part has been structured as 

follow [4]: 

• Anomaly detection: the algorithm must be 

able to recognize that damage is occurring 

inside the structure, without any concern 

about the damage type, position or extent. 

• Damage characterization: the type of 

damage is identified, distinguishing, for the 

current case, between simple skin crack or 

stringer failure. 

• Localization and quantification: given the 

damage type is recognized, an algorithm is 

optimized to estimate its position and extent, 

thus setting the basis for the prognostic unit 

inference.   

Some details are presented in the next 

paragraph, highlighting the expected sensor 

network performances as well as the design 

methodology. As a matter of fact, FE data are 

relatively low cost information, upon which it is 

possible to design the SHM hardware and 

software. 
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Figure 3: PCA as a function of sensor number on each bay / stringer (a) for a 60mm skin crack (b) for a stringer 

failure plus 60mm crack.

4.1 Anomaly Detection 

This is the first step of the diagnostic 

algorithm, based upon Artificial Neural 

Network (ANN) theory [5, 6]. ANNs appear as 

particularly suited for HECTOR application. 

The reason lays firstly in the fact that they can 

be trained with artificial data, relative to the 

damages included inside the database 

introduced above. Moreover, once they have 

been trained off-line, their simple structure is 

particularly attractive for on-board application, 

requiring a minimum computation time, thus 

allowing to perform a real time structural 

monitoring with low power consumption. 

In particular, considering the Anomaly 

Detection step, the MATLAB pattern 

recognition tool was identified as the best 

candidate for HECTOR purposes. It received as 

input the FE simulated strain pattern during the 

training phase, setting as output a binary 

number indicating whether the structure is 

healthy or damaged. In particular, a certain 

amount of noise was introduced for the 

undamaged case in order to produce a 

population of probable healthy states, to be 

distinguished by all the available damaged 

cases. The so trained ANN could now be used 

to process other simulated and noised strain 

patterns, thus evaluating the algorithm 

performances as a function of the sensor number 

on each stringer or bay. 

Results are reported in Fig. 3, where two 

sensitivity plots for network performance as a 

function of sensor number and positions are 

reported, respectively when (a) skin crack 

damages or (b) stringer failures are considered. 

In particular, performances are evaluated 

through the Probability of Correct Assumptions 

(PCA) parameter, calculated as in Eq. (2). 

CasesAnalizedTotal

DecisionsCorrect
PCA =

 
(2) 

To be noticed that PCA takes into account 

the occurring of false alarms (the structure is 

healthy but an alarm is provided) as well as 

missed detections (damage exists but it is not 

identified). It is appreciable that stringer 

locations are more effective than bay positions 

for the optimization of network efficiency. 

Moreover, as expected, the bottleneck for the 

required sensor number is the necessity to detect 

skin cracks, while stringer failures are easier to 

be detected, thus requiring fewer sensors. 

4.2 Localizing and quantifying damage 

Given the alarm was generated at previous 

diagnostic steps, the damage must be 

characterized in terms of position and extent. 

This step is crucial as the following prognostic 

algorithm will be based upon the results 

produced here, thus propagating the level of 

uncertainties  inside  the  estimation  of Residual 
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Figure 4: performances of ANN trained to recognize skin crack position and length over the schematized panel (a) 

with no noise in training (b) with estimated noise added in training phase. 

Useful Life (RUL) of the component or sub-

region under analysis. 

The MATLAB Function Fitting tool is used 

herein, trained in order to associate a strain 

pattern given as input (only damaged cases are 

included at this level) with 3 continuous 

variables respectively indicating: 

• X-Position of crack center 

• Y-Position of crack center 

• Crack Length 

In particular, it is important to add a certain 

level of noise to the deterministic FE model, in 

order to increase the performances of the trained 

ANN. Results for one crack case are reported in 

Fig. 4, when the noised simulated strain pattern 

produced by the same target crack is processed 

with an ANN (a) trained with pure FEM data 

and (b) trained with noised FEM database. The 

vertical lines and the rectangular shape 

respectively represent the stringers and the skin 

panel. 

A 7-sensor-per-stringer configuration was 

selected from paragraph 4.1, and tested herein. 

It has been demonstrated that the ANN is able to 

estimate the position and extent of the damage, 

though some advances in post-processing are 

needed concerning damage quantification. 

Moreover, stringer failure localization is again 

by far more efficient than simple skin crack 

localization, due to the larger effect on strain 

field modifications. 

 

5 Preliminary test results 

Some tests have been recently executed in 

LTSM-UP (Laboratory of Technology and 

Strength of Materials – University of Patras), 

monitoring the area of the demonstrator panel 

through the sensor network designed ad selected 

in Ch. 4, that is to say the 7-sensor-per-stringer 

configuration to obtain a good level of detection 

for a 60mm skin crack. Fiber Bragg Grating 

sensor were used in order to minimize the 

impact on the helicopter structure. The output of 

the Anomaly Detection algorithm receiving real 

measurements as input with a growing skin 

crack is reported in Fig. 5. 

 
Figure 5: ANN output for a growing skin crack case 

As one can notice, the system has been able to 

detect the damage, generating an alarm, when 

the crack length was between 50mm and 60mm, 

in agreement with the design assumptions. 
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6 Conclusions and forthcoming work 

The results obtained up to now encourage 

continuing in this research. In particular, about 

95% of Probability of Detection (PoD) with less 

than 5% Probability of False Alarm (PFA) 

seems to be the limit obtained for the selected 

sensor network (7-sensors-per-stringer) in 

recognizing 60mm long cracks all around the 

monitored structure. However, performances 

can be improved increasing the sensor number 

and, more efficiently, improving the FE model, 

in particular concerning modeling of strain field 

near boundaries. 

However, deeper analysis are scheduled, both 

at software and hardware level, connected with 

further tests on the same structures with 

different sensor technologies (FBGs, Strain 

Gauges, Acoustic Wave Piezo-electric network, 

Crack Gauges, Comparative Vacuum 

Monitoring). HECTOR is expected to be ended 

in December 2011, though the ASTYANAX 

(Aircraft  fuSelage crack moniToring sYstem 

And progNosis through on-boArd eXpert sensor 

network) follow up is going to be proposed to 

increase the Technology Readiness Level (TRL) 

of the research, aiming to apply on-board the 

whole HECTOR SHM methodology to real 

components and regions for real time aircraft 

SHM.   
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Abstract  

The increase in both system complexity and 
accuracy required in the reliability analysis of 
mission-critical systems requires new, more 
powerful and flexible analysis tools and 
techniques. In this context, the paper proposes a 
model-based approach for system reliability 
analysis which combines in a unified framework 
the benefits of popular OMG modeling 
languages (UML, SysML) with the wide adopted 
Mathworks simulation and analysis 
environments (Matlab, Simulink). To show the 
flexibility and scalability of the proposal as well 
as its effectiveness in valuating and evaluating 
through simulation the system reliability 
performances, a case study, concerning the 
reliability analysis of a Landing Gear System of 
a military transonic trainer aircraft, is also 
presented and discussed. 

1 Introduction 

Dependability, which represents an important 
requirement to be satisfied for a wide range of 
systems, becomes even crucial when a system 
failure may lead to catastrophic losses in terms 
of cost, environmental damages, or human lives, 
as in several industrial and service domains such 

as avionics, railway, automotive, energy and 
health care [7]. 

According to the definition provided by the 
IEC (International Electrotechnical 
Commission), Dependability is “ the collective 
term used to describe the availability 
performance and its influencing factors: 
reliability performance, maintainability 
performance and maintenance support 
performance”. Thus, the engineering discipline 
which aims at providing an integrated and 
methodological approach to deal with system 
dependability is commonly indicated by the 
acronym RAMS (Reliability, Availability, 
Maintainability and Safety). RAMS analyses, 
whose main objective is to identify causes and 
consequences of system failures, are typically 
facing using a layered approach and through 
both quantitative and qualitative analysis 
techniques as series-parallel system reliability 
analysis, Markov Chain models, FMECA 
(Failure Modes Effects and Critical Analysis), 
and FTA (Fault Tree Analysis) [3, 12]. 

The increase in both system complexity and 
accuracy required in the reliability analysis 
often makes inadequate the above mentioned 
techniques which are mainly based on statistical 
and probabilistic tools and on the hierarchical 
decomposition of the system in terms of its 
components. Thus, there is a strongly demand 
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for new, more powerful and flexible analysis 
tools and techniques which are also centered on 
model-based approaches so to benefit from the 
available modeling practices and which 
incorporate the use of simulation to flexibly 
evaluate the system reliability indices and 
compare different design choices. 

Despite a general consensus on the 
advantages that could derive from the 
exploitation of model-based approaches for 
system reliability analysis, the use of these 
techniques has been traditionally unusual and 
has not been recommended by international 
standards until recently [2, 6, 11]. This delay in 
the adoption is mainly due to the lack of 
methods able to integrate available modeling 
languages, tools and techniques in a consistent 
modeling framework. 

In this context, the paper proposes a model-
based approach for system reliability analysis 
which is centered on a popular UML-based 
language for system modeling (SysML) [4, 17] 
and on a de facto standard platform for the 
simulation of multi-domain dynamic and 
embedded systems (Mathworks Simulink) [8]. 

In particular, the approach is centered on a 
classical iterative process [16] which consists of 
four main phases: Objectives Definition, System 
Modeling, System Simulation, and Results 
Assessment. In the first phase, the objectives of 
the reliability analysis are specified; then, in the 
System Modeling phase, the structure and 
behavior of the System are modeled by using a 
SysML based notation; moreover, specific 
behaviors, which model the onset, propagation 
and management of failures, are introduced (a 
wide set of basic failure behavior patterns have 
been defined). In the System Simulation phase, 
the previously obtained Models of the system 
are represented in terms of the constructs 
offered by Mathworks Simulink. Finally, 
simulation results are analyzed with respect to 
the objectives of the reliability analysis and, if 
necessary, new partial or complete process 
iterations are executed. 

The proposed model-based approach has 
been applied in the reliability analysis of the 
Landing Gear System of a military transonic 
trainer aircraft produced by a leading European 

Avionics Industry (for reasons of 
confidentiality, the names of the Industry and of 
the aircraft are not reported). The flexibility and 
scalability of the model-based approach allowed 
valuating and evaluating several configuration 
scenarios and settings of system parameters; the 
analysis of the simulation data provided useful 
indications to obtain a more descriptive and 
predictive reliability system model and 
suggested design choices which could allow 
improving the system reliability indicators. 

The rest of the paper is structured as follow: 
Section 2 introduces the reliability analysis 
discipline along with the main reliability 
functions and indicators; Section 3 presents the 
proposed model-based approach to system 
reliability analysis; Section 4 shows the 
application of the proposal to the reliability 
analysis of the landing gear system of a military 
transonic trainer aircraft; finally, conclusion are 
drawn and future work delineated. 

2 System Reliability Analysis 

The main objective of the System Reliability 
Analysis is to identify the causes and 
consequences of failure of a system and its 
components [3]. Specifically, Reliability 
represents the ability of a system to perform its 
required functions under stated conditions, 
identified during its design, for a specified 
period of time. This property is strongly related 
to the following ones: Availability, which is the 
proportion of time a system is in a functioning 
condition defined at design time; 
Maintainability, which represents the ease with 
which maintenance of a system can be 
performed in accordance with prescribed 
requirements; Safety, which takes into account 
the effects of the system on its surrounding 
environment to prevent, eliminate and control 
hazards. 

The formal definition of Reliability relies on 
the important concept of time-to-failure which 
is modeled as a random variable T and by the 
following related functions: 

1) Reliability function, which indicates the 
probability that the system fails after time t: 
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 (1) 

2) Failure distribution, which is a  
cumulative distribution function and indicates 
the probability that a system fails before time t: 

 (2) 

3) Failure density function, which indicates 
how the probability of failure is distributed over 
the life of the system: 

 
(3) 

4) Hazard function (or hazard rate), which 
indicates the probability of a system failure 
between t and t+�t given that it was operating at 
time t, and becomes the instantaneous failure 
rate as ∆t tends to zero: 

 
(4) 

For a wide range of mechanical systems the 
function λ(t) assumes a typical shape called 
Bathtub curve which shows three different 
stages of failures during the system life: 

− early failures, the failure rate is high due 
to the infant mortality of system components but 
rapidly decreasing; 

− random failures, the failure rate is low 
and constant (useful life of the system); 

− wear-out failures, the failure rate 
increases as age and wear take their toll on the 
system components.  

5) Mean Time To Failure (MTTF), which 
represents the expected value of the time-to-
failure random variable T: 

 
(5) 

 
In Table I the expressions of the above 

introduced functions in terms of each of them 
are reported. The valuation and evaluation of 
these reliability functions represent a crucial 
task for a quantitative analysis of the reliability 
properties of a system. Beside quantitative 
analyses, qualitative analyses, which aim to 
identify the possible system failures, their rate 

of occurrence, and (local and global) effects on 
the system, should be also executed [12] so to 
complement the information obtained from the 
quantitative ones. 

Table I. – Main Reliability Functions 

 
f(t) 

Failure density 
function 

F(t) 
Failure 

distribution 

R(t) 
Reliability 
function 

λ(t) 
Hazard function 

MTTF 
Mean Time to 

Failure 

f(t)  � ���� ��
�

0
 � ���� ��

∞

�
 

����
1 −   ���� ���

0
 � � ������

∞

0
 

F(t) 
� ����

��   1 − ���� 
� ����

�� ∗ 1
1 −  ���� � �1 − �������

∞

0
 

R(t) 
− � ����

��  1 − ����  
− � ����

�� ∗  1
���� � ������

∞

0
 

λ(t) �����−  �������
0  1 − �−  �������

0  �−  ����� ��
0   � �−  �����  ��

0
∞

0
�� 

  

3 A Model-Based approach for System 
Reliability Analysis 

The proposed model-based approach, which 
aims to support both quantitative and qualitative 
system reliability analyses, relies on an iterative 
process which consists of the following four 
main phases: Objectives Definition, System 
Modeling, System Simulation, and Results 
Assessment. 

In the Objectives Definition phase, the 
objectives of the system reliability analysis are 
specified. The inputs of this phase are the work-
products resulting from the System Design and 
the reliability system requirements. Starting 
from this documentation, the functions that the 
system has to perform, the related operative 
conditions, and the reference time horizons must 
be clearly individuate along with the main 
system failures and their local and global 
effects. Finally, the reliability functions and 
indicators, to be derived from the analysis of the 
simulation results, must be identified along with 
the main analysis techniques to be applied to the 
data gathered from simulation. 

In the System Modeling phase the structure 
and behavior of the System are modeled by 
using a SysML based notation. In this phase the 
System is decomposed in component entities by 
applying in-out zooming mechanisms [10]. In 
particular, the following main decomposition 
levels should be considered: system, subsystems, 
equipment, and components; however, different 
and deeper hierarchies can be also introduced. 
Each component entity is modeled as a SysML 
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Block whose structure is defined by both a 
Block Definition Diagram (BDD) and an 
Internal Block Diagram (IBD) and whose 
behavior is defined by a SysML Activity 
Diagram. Specifically, the BDD describes the 
Block with its port interfaces, internal attributes, 
operations, constraints, parts and relationships 
with other blocks; whereas, the IBD provides a 
description of the Block internal structure, the 
organization of its component blocks, the type 
of composition and the topology of internal 
communication. The behavior of a Block is 
specified trough a set of Tasks whose execution 
is characterized by pre and post conditions and 
can be periodically scheduled or triggered by 
events [14]. Each Task is modeled as a SysML 
Activity Diagram and consists in a flow of 
actions. Finally, special Tasks, which model the 
onset, propagation and management of Block 
failures, are specified (a wide set of basic failure 
behavior patterns have been defined). In 
addition, SysML Parametric Diagrams are 
introduced for supporting specific analysis by 
defining constraint blocks which express 
mathematical equations and their parameters 
that may correspond to block properties. 

In the System Simulation phase, the 
previously obtained Models of the System are 
represented in terms of the constructs offered by 
Mathworks Simulink, the framework which is 
currently exploited for the simulation. The 
model transformation is enabled by IBM 
Rational Rhapsody [5], a model-driven 
development environment based on UML and 
SysML which provides an integrated modeling 
environment for SysML and allows to generate 
Simulink models starting from SysML ones. 
This transformation is based on a mapping 
between the basic SysML and Simulink 
constructs [15, 18]; in particular: (i) a (simple) 
SysML Block is transformed into a Simulink 
Block; (ii) a (composite) SysML Block, 
consisting of other blocks (its parts), is 
transformed into a Simulink Subsystem Block; 
(iii) SysML FlowPorts are transformed into 
Input and Output Simulink Blocks; (iv) SysML 
Flow Specifications, used to type FlowPorts, are 
transformed into Simulink Bus Objects. 
Moreover, the Mealy Machines which model 

the behavior of a Simulink Block is obtained by 
the corresponding SysML Activity Diagrams. 
The resulting Simulink System is a network of 
blocks which is executed according to a 
synchronous reactive model of computation [1]: 
at each step, Simulink computes, for each block, 
the set of outputs as a function of the current 
inputs and the block state, then it updates the 
block state. 

In the Results Assessment phase, the data 
gathered from the simulations are analyzed with 
reference to the objectives of the reliability 
analysis identified in the initial phase of the 
process. Specifically, several analyses can be 
directly performed in Simulink by using useful 
add-on like SIMLOG, whereas more advanced 
analysis can be performed by external analysis 
tools by exporting the obtained results though 
the Matlab Workspace. As for any iterative 
process, new (partial or complete) iterations can 
be executed for achieving new or missed 
analysis objectives. 

4 A case study in the avionics industry 

In this Section, the exploitation of the model-
based approach presented in Section 3 is 
exemplified thought a case-study concerning the 
reliability analysis of a Landing Gear System of 
a military transonic trainer aircraft [9]. In 
particular, a synthetic description of the System 
is given in Section 4.1, whereas the subsequent 
subsections are related to the different phases of 
the proposed process. 

4.1 System Description 

Aircraft landing gears can be of various 
kinds and sizes [9] depending on the aircraft 
typologies. The Landing Gear System under 
consideration has the following main 
characteristics: (i) tricycle as it consists of three 
independent wheels; (ii) retractable as during 
the flight its wheels are stowed in special 
accommodation for improving the 
aerodynamics of the aircraft; (iii) telescopic as it 
comprises telescopic struts which are capable of 
extension. The System consists of the three 
following subsystems: 

1590



System reliability analysis: a Model-Based approach and a case study in the avionics industry 
 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

- Left Main Gear; 
- Right Main Gear; 
- Nose Gear. 

The first two subsystems are located within 
compartments of the aircraft under the fuselage 
just behind the main air intakes and are 
composed of a single wheel on which operates a 
hydraulic brake. The third subsystem is placed 
under the nose of the aircraft and it is equipped 
with one wheel steering moved by a hydraulic 
system. The operations of extension and 
retraction are controlled by selector valves and 
hydraulic actuators that are powered by another 
hydraulic power system, whereas an 
accumulator provides the hydraulic power for 
the brakes or for the landing gear in emergency 
situations. 

Each subsystem is composed of various 
equipment which in turn consist of several 
components. As an example, the Nose Gear 
subsystem consists of the following equipment: 
Nose Gear Assembly, Extension and Retraction, 
Emergency Extension, Nose Wheel, Nose Wheel 
Steering. In turn, the Nose Wheel Steering 
equipment consists of the following main 
components: Hose Flexibles, Pipes, Wiring and 
Connectors, Attachment Parts, Pedal Sensor, 
Hydraulic Steering Control Valve, Steering 
Control Module, Pressure Switch. 

The considered Landing Gear System 
consists of a total of 128 components thus its 
complete description is beyond the scope of this 
paper. However, in the phases of the proposed 
process, which are described in the following 
sections, the complete system configuration has 
been considered for valuating and evaluating its 
reliability performances. 

4.2 Objectives Definition 

The reliability analysis of the Landing Gear 
System is an important task in the aircraft 
design as this system represents a critical 
aircraft component. The main objective is to 
obtain a dependable System able to guarantee 
the stability of the aircraft during its 
landing/take-off. In these phases, several critical 
events may happen, as an example, the 
following can be identified: (i) collapse of the 

landing gear due to a structural failure; (ii) 
failure in extending and locking of the main 
gears; (iii) inadvertent extension of the landing 
gear during the flight above 250 kts; (iv) 
unexpected braking during takeoff after the 
critical speed; (v) total loss of braking during 
the landing phase; (vi) steering angle excessive 
during takeoff/landing phase; (vii) missed 
warning for failure of the landing gear 
extension. Therefore, a qualitative analysis of 
the System reliability requires accurately 
identifying the weaknesses of the system, its 
critical components, how they can break down, 
the way in which faults propagate and the 
impacts of each failure on the entire system. 

Moving from qualitative to quantitative 
reliability evaluations, the Reliability Function 
R(t) of the System should be evaluated along 
with main reliability indices as the Mean Time 
To Failure (MTTF) (see Section 2). By 
combining qualitative and quantitative results a 
clear picture of the reliability performances of 
the system can be obtained and alternative 
design solutions to effectively address the 
design and maintenance of the system can be 
compared. 

4.3 System Modeling 

In this phase the structure and behavior of the 
System described in Section 4.1 are modeled 
through SysML diagrams (see Section 3). In 
particular, the system is decomposed according 
to the following four-stage hierarchy: system, 
subsystems, equipment, and components. 

In Fig. 1, the Block Definition Diagram 
(BDD) of the Landing Gear System is reported. 
The diagram represents the System parts and 
their cardinality along with their in/out port 
interfaces. The internal structure of the System 
is described by its Internal Block Diagram 
(IBD) which shows the component subsystems, 
their connections and interaction paths (see Fig. 
2). 
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Fig. 1 The BDD of the Landing Gear System. 

 
Fig. 2 The IBD of the Landing Gear System. 

By applying the well-known zooming-in 
mechanisms, the internal structure of each 
subsystem highlighted in Fig. 2 is represented in 
details by an IBD which shows its constituting 
equipment; in turn, each equipment is further 
specified in terms of its components by a related 
IDB diagram. As an example, the IBD of the 
Nose Gear subsystem is shown in Fig. 3; 
whereas the IBD of the Nose Wheel Steering 
equipment (which belongs to the Nose Gear 
subsystem) is shown in Fig. 4. 

 
Fig. 3 The IBD of the Nose Gear subsystem. 

 
Fig. 4 The IBD of the Nose Wheel Steering equipment. 

Beside the System structure, the behavior of 
the System is also specified following the same 
layered approach but in a bottom-up fashion: 
from the component level to the equipment, 
subsystem, and system level. 

Specifically, the behavior of each component 
is specified as a set of Tasks represented by 
SysML Activity Diagrams (see Section 3). As 
an example, the specification of the behavior of 
the Pressure Switch, which is a component of 
the Nose Wheel Steering equipment (see Fig. 4), 
is presented. 

Table II summarizes the Tasks of the 
Pressure Switch component as well as their pre 
and post-conditions and the execution schedule 
associated with them according to the 
UML/SysML specifications (see Section 3). 

Table II. – Tasks of the Pressure Switch component. 

Task Pre 
conditions 

Post 
conditions 

Execution 
Schedule 

Measure and 
Commutation 

Pressure value 
acquired 

(Possible) 
component 

state transition 

Triggered 

Failure 
Generation 

Component is 
working 

(Possible) fault 
generation 

Periodical 

Failure 
Evaluation 

Fault 
generated 

(Possible) 
component 

failure 

Triggered 

Failure 
Propagation 

Component 
failure 

(Possible) 
failure 

propagation 

Triggered 

As for each component, beside the Tasks 
which define the specific component behavior 
(Measure and Commutation in this case), a set 
of other Tasks which model the generation, 
propagation and management of component 
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failures are introduced (Failure Generation, 
Failure Evaluation, Failure Propagation). 
When the model is executed, these Tasks are 
crucial for simulating the onset of component 
failures, their propagation and their impacts on 
the entire system. 

The SysML Activity Diagrams of two Tasks 
of the Pressure Switch component are reported 
in Fig. 5 and 6. 

 
Fig. 5 The Measure and Commutation Task of the 

Pressure Switch Component. 

 
Fig. 6 The Failure Generation Task of the Pressure 

Switch Component. 

The Measure and Commutation Task (see 
Fig. 5) defines the specific behavior of the 
component. When the component receives the 
pressure signal evaluates the pressure value and 
decides to switch its internal state if the 
measured level of pressure exceeds a fixed 
threshold. 

The Failure Generation Task, which models 
a fault generation process according to a 

function specifically defined for this 
component, is reported in Fig. 6. This Task is 
activated with a given time period; upon 
activation, the failure function, which depends 
on the component Failure Rate, is evaluated and 
possibly a component fault generated. 

According to the adopted layered approach, 
the behavior of an equipment is given by the 
composition of the behaviors of its components; 
the behavior of a subsystem derives from that of 
its constituting equipment and so on until the 
system level is reached. After the structure and 
behavior of the System under consideration has 
been specified through the described layered 
approach, the Modeling phase can be 
concluded. It is worth noting that, as the process 
is iterative, the resulting models can be refined 
during consecutive process iterations. 

4.4 System Simulation 

In the Simulation phase the SysML based 
model of the System is simulated in the 
Mathworks Simulink environment. 

The System Simulation is a semi-automatic 
process that starts by exporting the SysML 
diagrams defined by the IBM Rational 
Rhapsody tool for loading them in the Simulink 
environment. As an example, Fig. 7 shows a 
view of the Simulink Model of the Landing 
Gear System as derived from the SysML 
diagrams reported in Fig. 2 and 3; whereas, Fig. 
8 shows a Simulation Model for the Measure 
and Commutation Task of the Pressure Switch 
component which has been generated from the 
Activity Diagram of Fig. 5. 

 
Fig. 7 The Simulation Model of the Landing Gear 

System. 
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Fig. 8 The Simulation Model of the Measure and 

Commutation Task of the Pressure Switch component. 

After obtaining the Simulation Model, the 
setting of the simulation parameters are 
performed according to the analysis objectives, 
then simulation are executed and data gathered 
for the analysis phase. 

4.5 Results Assessment 

Several simulations have been executed for 
analyzing the behavior of the System in 
different scenarios and evaluating its reliability 
functions and indicators as R(t) and MTTF (see 
Section 2). Usually, an analytic definition of 
these reliability characteristics is very difficult 
due to the complexity of the System in terms 
both of its structure and behavior. The 
scalability and flexibility of the proposed 
modeling and simulation approach, instead, 
allowed the evaluation of the main reliability 
functions and indices in an inductive fashion as 
well as the observation of macro-level 
phenomena which are hardly captured by 
classical analytical/deductive models. As an 
example, in Fig. 9 the Reliability function of the 
System obtained by analyzing the simulation 
data of two different and extreme operative 
scenarios are reported. Starting from the 
calculated Reliability functions, two MTTF 
values equals to 20 and 100 hours has been 
estimated for the solid and dashed R(t) 
respectively. 

Finally, the analysis of the simulation data 
provided useful indications which allowed 
obtaining a more descriptive and predictive 
reliability system model and suggested some 
design choices which could improve the system 
reliability indicators. 

 
Fig. 9 Reliability Function of the Landing Gear 

System. 

5 Conclusions and future work 

The paper has proposed a model-based 
approach for the Reliability Analysis of systems 
which aims to combine in a unified framework 
the benefits of popular OMG modeling 
languages (UML, SysML) with the wide 
adopted Mathworks simulation and analysis 
environment (Matlab, Simulink). This result 
allows leveraging the strengths both of powerful 
visual languages, suitable to flexibly model the 
architectural and behavioral aspects of complex, 
dynamics, and heterogeneous systems, and of 
mature and popular tools, suitable for the 
simulation and analysis of multi-domain 
systems. 

The exploitation of the proposed approach in 
a case study, concerning the reliability analysis 
of a Landing Gear System of a military 
transonic trainer aircraft, has allowed 
appreciating its flexibility and scalability in 
complex system modeling as well as its 
effectiveness in valuating and evaluating 
through simulation the system reliability 
performances. 

Future research efforts will be geared to the 
definition of a full-fledged modeling and 
simulation framework for RAMS analysis and 
its extensive experimentation in the analysis of 
mission-critical systems in different application 
domains. Finally, another research line will 
concern the definition, starting from the system 
models which are produced during the proposed 
process, of a distributed monitoring and control 
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system able to guarantee the RAMS 
performances of the system during its whole 
life-cycle. 
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Abstract: This paper presents an innovative 

tool in the data acquisition and flight test 

instrumentation. The target is to drastically 

improve the effectiveness of Flight Test, 

reducing the set up time, the volume and weight 

of copper cabling required and the risk of 

human error in arranging all connections. 

TESEO high performing and modular fiber-

optic based Multi Configurable Data Link 

(MCDL) is able to acquire a large number of 

signals from analog and digital sources and 

transfer them over-fiber across the aircraft. 

MCDL acts close the signal sources a local hub 

where the signals to be acquired or monitored 

are conveyed transferred over a digital optical 

link to the MCDL concentrator which then 

reconstruct them faithfully in analog/digital 

form.  

The fiber-optic based system offers an 

additional advantage: over-fiber signals are 

immune to harsh EMI environments and inert in 

the presence of explosive materials, just one 

simple for cabling across aircraft and immune 

to environmental conditions. 

MCDL is conceived as a modular system for 

enhanced flexibility and configurability with 

unmatched compactness. 

 

 

 

 
Fig. 1 – Illustrative configuration of MCDL hubs 

 

1 Introduction 

Preparing for flight test and executing it could 

be quite of an exercise: hundreds of sensors 

have to be positioned, connected and monitored 

such as pressure, temperature, vibration, noise 

level, etc. Then several data acquisition systems 

which are never close enough to the sensors 

MCDL - Multi Configurable data link 
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location – complexity and weight. Or ensuring 

that instructions are clear for cabling technicians 

– right first time. All this means costs and time 

required for each set-up that impact 

significantly budgets  

The TESEO Multi Configurable Data Link 

(MCDL) is a double point to point (P2P) 

system: it means that each node (Optical Node, 

ON) has two optical links in order to make 

available several possible architectures. 

In the following figures we can see four 

different configurations of a whole system. 

Figure 2 is a possible configuration in which 

many analog signals from various sensors are 

connected to two very far apart ON. A third ON 

is used to replicate the signals generated in a 

very distant point, in order to acquire them  with 

an acquisition system . 

The portable computer (Host Computer) could 

work like a monitor for debugging, or it could 

be used for parameters setting, before the 

system installation, or for system configuration 

uploading. 

In Figure 3 we see the simplest configuration: a 

single P2P connection. One of the two ON 

collects analog signals coming from nearby and 

it transmits them via optical link to a distant ON 

in charge of reconstructing the signal to be 

acquired. 

The configuration shown in Figure 4 is a hybrid 

configuration to transfer bi-directional signals. 

Finally, the configuration in Figure 5 relates a 

deploying example of a single source to two 

remote acquisition  points. 

 
Fig. 2 – Architecture 1 

 

 
Fig. 3 – Archietcture 2 

 

 
Fig. 4 – Architecture 3 

 
Fig. 5 – Architecture 4 

 

 

2 The Optical Node 

Each ON is a very small rack: 140x88x214 [H x 

W x L] (or 140x88x295 in the extended version) 

in which there are five slots (nine in the 

extended version).  
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Fig. 6: Optical Node Box 

 

In slot 0 position is inserted a link card, it is the 

heart of the system. In the other slots it is 

possible to insert the system specialization 

cards. In the case described in this paper we 

used a simple single P2P configuration as 

described in Figure 3. The ON that collects the 

signals from the field uses two cards with 16 

sensor channels. The ON which reconstructs 

signals uses two 16 channels DAC cards. 

 

 

3 The Link Card 

The Link Card is the heart of the system. It 

manages the optical communications, the 

communication with any host computer through 

a USB (Universal Serial Bus) port and two 

back-plane serial buses.  

 
Fig. 7: Link Card 

 

The Link Card is the back-plane bus controller 

and it synchronizes the whole system and all the 

devices connected on the back-plane bus. The 

devices present on the back-plane are called 

back-plane nodes (BN).  

The Fig. 8 shows the Link Card blocks diagram.   

Both the ser-deser devices perform the data 

parallel-to-serial, serial-to-parallel conversion, 

and clock extraction functions. The serial 

transceiver interface operates at a maximum 

speed of 3.125Gbps. 

The optical link uses 8-bit/10-bit encoding 

format. The receiver section performs the serial-

to-parallel conversion of the input data and 

extracts the data reference clock. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 8 – Block Diagram 

 

The Link Card, within a MCDL system, 

manages the generation and the acquisition 

devices connected to the back-plane (BN) via a 

TESEO proprietary SPI based bus. It manages 

too a full duplex optical link in order to 

transmit, through a point-to-point 

communication, the acquired data.  

The BN management is a Time-Division 

Multiple Access (TDMA) approach. This means 

that the Link Card works as a bus master clock. 

The tick-period, that is the time spent for data 

exchange between each card slot, could be set 

by the host computer, which communicates with 

the Link Card via Universal Serial Bus (USB).  

The two ON are synchronized by a tick-frame 

sent at the beginning of each frame execution. 
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Each P2P optical link has an ON master and an 

ON slave. The ON master synchronizes 

cyclically the slave.  

A host computer could be connected directly to 

the ON, but it is not part of the Time-Triggered 

system and it cannot manage time critical and/or 

safety critical functions. 

The TESEO SERIAL BUS back-plane uses 

Serial Peripheral Interface (SPI) for the 

communication.  

The clock (SPI_CLK) is in common to the two 

shift-register blocks. As we see, the data flow is 

done simultaneously from the LINK card to the 

BN and from the BN to the LINK card.  

BN 

shift-register shift-register 

LINK 

MS LSB LSB MS

 
 

Command Data Data Command Data Data 

TICK TICK 
TICK 

TICK PERIOD 

 
Fig. 9 – Data Flow Diagram 

 

The messages structure is frame-based. At every 

tick-time a command with data is exchanged 

between the Link Card and the BN. 

A frame is composed by a sequence of several 

command words followed by data words or 

NOP (No Operation Performed) to form a 

continuous data stream cyclically executed. 

Each command contains BN address 

information. 

 

4 Time Triggered System Architecture 

A time triggered (TT) system manages only one 

interrupt. This single interrupt is usually linked 

to a timer “tick” which occurs at a fixed time. In 

a TT design, all other inputs are polled  with a 

regular cadency. 

In a TT architecture, we can determine in 

advance, before the system begins executing, 

exactly what it will do at every moment of time 

in which it is running. 

In a TT design, there would be no conflicts over 

shared resources at any time: this means 

that all processes can be tested completely in 

isolation and that changing tasks (or adding 

additional tasks to a system) does not have 

unforeseen side effects. 

The TT designs tend to have a very simple 

architecture: this makes them easy to 

understand, and easy to maintain. 

System testing also tends to be more 

straightforward with TT designs and, because of 

the simplicity of the architecture, maintenance 

costs can be substantially reduced too, then a TT 

architecture improves the system reliability and 

testability. 

The key idea behind TT is to synchronize the 

execution of tasks on the individual 

nodes by sharing a single clock source between 

the various BN boards. 

 
Fig. 10 – Illustrative Time Triggered Architecture 

 

When a timer interrupt occurs, the Master node 

generates a message that is sent to the Slave 

nodes. The Slave node, which recognize the ID, 

responds to the message.  

Besides synchronizing the individual nodes on 

the network, the TT master is responsible for 

detecting network and node failures. This means 

that, at worst, the Master node will know the 

status of all its Slaves after one TDMA round. 

With each response message, the Master node 

identifies which Slave should return  

message by embedding that particular Slave ID 

in the data stream. Only the Slave with this 

particular ID will send an response message 

back to the Master. The Master will then check 

the status of this Slave, and send the next 

message out with a new Slave ID. 
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5 The Backplane Node (BN) 

In this paper we consider two simple types of 

BN: two identical BN responsible for supplying 

power to sensors and acquire the analog signal 

coming from them and two identical BN which 

reconstructs analog signals after the 

transmission via fiber optics in the other ON. 

 

Fig. 11: Sensor Card blocks diagram 

A Sensor Card has sixteen analog to digital 

converters to acquire analog signals from 

sensors and sixteen digital to analog converters 

to provide power to such sensors. The main 

characteristics are: 

- Max input frequency: 20 KHz 

- Max input voltage: +/- 2.5V 

- ADC resolution: 16 bit 

- Sensor Supply voltage: programmable 0-10V 

- Sensor Supply Current: max 20 mA 

 

Fig. 12: Sensor Card 

The DAC has sixteen digital to analog 

converters to generate and reconstruct 

the analog signals coming from the other 

ON. A sixteen channels ADC converter 

is also provided in order to make a 

power-on BIT circuitry.  

 

Fig. 11: DAC Card 

In order to have 32 analog channels, two sensor 

cards and two DAC cards are used. The gain of 

the entire system is one and the delay between 

the sensor signal and the reconstructed 

waveform is only due to digitalization, 

transmission and reconstruction time. 
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Fig. 12: DAC Card blocks diagram 

 

6 Conclusions 

Fiber Optics has been selected for 4 main core 

values: 

� Fiber-Optic is not conductive, electrically 

passive, immune to EMI even in harsh 

environments. 

� Fiber-Optic is secure even in presence of 

explosive materials. 

� Fiber-Optic simplifies cable management 

and makes set-up easier. 

� Fiber is intrinsically safe and does not have 

signal losses over distance 

The final results achieved in developing MCDL 

Architecture has been a fiber optic enabled 

solution to a demand driven request. Flight Test 

Engineers now can leverage on: 

� No Complexity: just 1  fiber crossing the 

aircraft means On-Board space and short 

wiring from sensors to MCDL hub. 

� Accessibility: Optical Node (ON) always set 

next to sensors and acquisition side. 

� Weight: Fiber is virtually weightless. 

� Time to Set-Up: No complexity, reduced 

time to Set-Up. 

� Cost: less cabling, less time, less risk of 

connection errors. 

� Damages: Mitigated risk of connectors 

damages. 

� Risk:, Mitigated risk of connection errors. 

 

 

List of Symbols 

MCDL  TESEO Multi Configurable Data Link. 

ON  Optical Node. 

BN  Backplane Node. 

LK  Link Card. 

P2P  Point to Point 

USB  Universal Serial Bus 

TDMA  Time-Division Multiple Access 

TT  Time Triggered 

SPI  Serial Peripheral Interface 
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The present paper intends to review the major 
events and factors that have affected the 
Aeronautical Sector in the past ten years, then 
tries to foresee the future scenario for manpower 
education and training that would be required 
throughout the whole Aeronautical Mix, and in 
particular, in the case of Spain. 
More than ten years of the present century have 
already passed and in that time a major 
restructuring in the Aeronautical Industry of 
Europe has taken place:  the creation of the pan- 
European company EADS out of the most 
important French, German, British and Spanish 
aeronautical firms at that time. 
During this time new aircrafts have been put 
into the markets that have changed the 
commercial scenario in the world aeronautical 
market. Besides two elements of the aircraft 
manufacturing industry, Engine and Equipment 
– Electronics on-board and ground equipment - 
there have also been mergers and restructurings. 
Because of the innovative characteristics of 
those new aircraft, the rest of the related 
activities and infrastructures that make up the 
Aeronautical Mode of transport, i.e., the 
Aeronautical Mix: Operators, Airports and 
Navigation Authorities, have also been obliged 
to change quickly. 
It has also been necessary to implement new 
Safety and Security Regulations.   

The finances to support the whole Sector are 
under review and it has been necessary to make 
a new reconfiguration of the airlines Map. 
Furthermore, a new world economic scenario 
has appeared due to new innovations in 
technology, and increased manpower and 
economical growth in the Emerging Countries 
has caused a shift in the localisation of the most 
dense operations scenario from the North 
Atlantic towards the Pacific Rim. 
Forecasts of the future number of passengers 
and recent atmospheric emission data and 
events have brought about new concerns about 
the impact of the increase of the Aeronautical 
Transport Mode. The impact of future 
atmospheric regulations will eventually bring 
about new aircraft configurations, leading to the 
redesign of engines models and the search for 
new bio-combustibles, and new financial stress 
will be placed on the other elements of the 
Aeronautical Mix. 
New recent EU Directives- Bologna- on the 
University Curriculum, together with new 
Safety and Security Regulations, have also 
made new changes regarding future 
employment. 
 
1.  Summary 
The present paper deals with the Aerospace 
industry in Spain, which consists of Industrial 

CHANGES IN THE EU AERONAUTICAL MIX - 
INDUSTRY AND SERVICES - AFTER TEN YEARS INTO 

THE XXI CENTURY.   
A REWIEW OF THE MAJOR EVENTS THAT HAVE 

AFFECTED COLLABORATION.   
THE STATE OF THE SITUATION - A VIEW FROM SPAIN 
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activity – Production – and Services.  The focus 
of this paper is that looked for by the young 
professional – student – when attempting to 
orient himself on the different options and 
possibilities available to him to carry out his 
professional career, rather than repeating the 
group of well-known statistics which can be 
found in the references indicated.   
Teaching activities, in their varying ranges, are 
not dealt with here as they are presently under 
revision due to the setting up of the different 
Directives affecting them which will bring 
about structural changes to former and new 
qualifications.  However I would like to point 
out here that new colleges and departments 
dedicated to the teaching of basic Aeronautical 
Engineering are being created and it is 
foreseeable that the availability of new 
graduates and administrators will be 
considerably in excess of real needs. 
The production activity comprises the Spanish 
civil aeronautics industry of fixed-wing aircraft 
directed at the transport of passengers and cargo 
(EADS); military aeronautics (EADS), 
helicopters (Eurocopter), engines (ITP), 
onboard and ground electronic equipment 
(INDRA), as well as maintenance (IBERIA) etc. 
At the present time the Services industry is 
practically all carried out by AENA, which 
currently provides the services of Airports and 
Air Navigation with security, quality, efficiency 
and respect for the environment.  AENA is a 
group of companies dedicated to airport 
management and the provision of air navigation 
services. 
By way of Aena Aeropuertos S.A. (100% 
owned by Aena), they manage 47 airports and 2 
heliports in Spain and participate directly and 
indirectly in the management of another 28 
airports worldwide.  It is the largest airport 
operator in the world based on number of 
passengers – around 200 million. 
By way of the public entity, Aena offers air 
navigation services.  Aena is the fourth largest 
provider of air navigation services in Europe 
and has played an active and important role in 
all European Union projects related to setting up 
the One Sky since even before it was known by 
that name.   

 
2.  Spanish Institutions 
Outlined below, on a national level, is the 
Spanish institutional environment relating to the 
functioning and development of air navigation: 
• Asociación Española de Compañías Aéreas: 
The Spanish Association of Airline Companies 
(AECA) was founded in 1988 as an association 
of private airline companies. As well as forming 
a link between the private airline industry and 
the public administration, it also defends the 
common interests of Spanish air transport.  
AECA also forms a platform for carrying out 
activities for increasing efficiency, economy 
and productivity in the management of air 
transport services in Spain. More information: 
www.aecaweb.com 
• Asociación de Líneas Aéreas (ALA) 
The Association of Airline Companies (ALA) 
was founded in 1952 with the name of FLA 
(Federación de Líneas Aéreas) and defends the 
interest of the associated airline companies.  
The main matters dealt with by this group are 
economic-financial (taxes and prices), legal-
labour as well as handling practices.  ALA is 
made up of 56 passenger transport companies, 
both schedule and non-schedule, that operate in 
Spain.  More information: 
http://www.alaspain.com 
• Asociación de Compañías Españolas de 

Transporte Aéreo (ACETA) 
The Association of Spanish Air Transport 
Companies (ACETA) is a private non-profit 
body whose members include Air Europa, Air 
Nostrum, Binter Canarias, Gestair, Iberia, 
Naysa, Orbest and Vueling and covers all 
sections of the air transport business: scheduled 
traffic, cargo, executive aviation, regional and 
charter.  It was founded in 2004 and its aims are 
to defend and strengthen the interests of its 
associate companies, contribute to the drawing 
up and development of standards and decisions 
which affect air transport or promote quality 
standards which satisfy its clients’ expectations.  
More information: www.aceta.com 
• Asociaciones de Operadores de Compañías 

Locales 
The Airline companies that operate in each 
airport group together in the Association of 
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Local Operating Companies (AOC). At the 
same time they also form part of the Spanish 
national AOC.  The aims of this group are the 
following: 
- Improve coordination between the different 

companies and the airport authorities 
(AENA). 

- Study and jointly resolve problems related 
to security, air navigation, infrastructures, 
traffic, etc. 

• Comisión Interministerial Defensa-
Transportes (CIDETRA) 

After the creation in 1977 of the Ministry of 
Transport, Tourism and Communications, 
responsibility for civil aeronautics was 
transferred to it from the Ministry of Defence 
who had had responsibility up until then.  In 
1979, the Inter-ministerial Defence-Transport 
Commission (CIDETRA) was created to permit 
and ensure coordination between civil and 
military aeronautics taking into account the 
competencies of both Ministries.  Currently, 
matters under study are sent to the Commission 
by the Ministries of Fomento and Defensa.     
• Comisión Interministerial de Política Aérea 

Internacional (CIPAI) 
The Inter-ministerial Commission for 
International Air Policy (CIPAI) was created in 
1946 and is made up of representatives of 
several ministries and presided by a 
representative from the Ministry of Foreign 
Affairs.  The Commission has competency for 
everything referring to agreements or treaties 
related to policy and international air traffic. 
• Dirección General de Aviación Civil 

(DGAC) 
The Directorate General for Civil Aviation 
(DGAC) is the organ by which the Ministry of 
Fomento exercises the management and 
planning of civil aeronautical policy and the 
development of the administrative functions 
deriving from their being the civil aeronautics 
authority. 
The DGAC offer their services in several fields:  
general and sports aviation, air agreements and 
relations with international organisations, user 
service, research, infrastructures and inspections 
during aircraft manufacture.  More information: 
www.mfom.es/aviacioncivil 

• Subcomité de Circulación Aérea (SCA) 
The Committee for Operative Coordination was 
formed in 1986 in order to establish a suitable 
forum for communication between the civil 
aviation administration and users of the air 
navigation system.  At the time of its creation it 
was divided into five sub-committees, amongst 
which is the Sub-Committee for Air Circulation.   
Its mission is to coordinate all the operational 
requirements identified and justified by its 
users.  AENA, the DGAC, The National 
Institute for Meteorology and Spanish airline 
companies participate in this sub-committee.   
 
3.  European and International 
Organisations 
The following are European and International 
organisations related to air navigation: 
• Consejo Internacional de Aeropuertos (ACI) 
More than 130 countries, through their airport 
authorities, participate in the Airports Council 
International (ACI).  It covers more than 450 
airports.  This association was started in 1970 
and has its headquarters in Geneva.  Its aims 
are: 
-   To develop on a worldwide scale, a common 
    airport policy for the member airports and 
    present this before the most relevant 

world organisations.    
-   To promote the interchange of information on 

technical, financial, commercial, marketing 
and environmental matters.  More 
information: www.airports.org 

• Organización de Proveedores de Servicios 
de Navegación Aérea (CANSO) 

Aena is a founding member of the Organisation 
of Air Navigation Service Providers, to which 
16 air navigation service providers belong.  This 
Association has its headquarters in Geneva and 
was created in 1997.  The main aim of CANSO 
is the defence of aeronautical service supplying 
entities, based on the principles of safety, 
efficiency and effectiveness, as well as 
providing support to the sector’s industry.  More 
information: www.canso.org 
• Conferencia Europea de Aviación Civil 

(CEAC) 
The European Civil Aviation Conference 
(ECAC) was founded in 1955 by the European 
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Commission with the active support of the OAI 
Secretariat.  This inter-governmental 
organisation, with headquarters in Paris, is made 
up of 36 European countries.  Spain has been a 
member since its founding.  Its objectives are: 
- The promotion of orderly and safe 

development of civil aviation in Europe. 
- The harmonization of air transport policies 

in economic and technical matters. 
- The adoption of common measures for 

controlling airspace. 
More information: www.ecac-ceac.org 
• Agencia Espacial Europea(ESA) 
The main aim of the European Space Agency, 
created in 1975 and of which Spain is a 
founding member, is the promotion of 
collaboration in space for exclusively pacific 
purposes between its member states.  Its 
activities centre on the development of scientific 
missions and the practical use of space, from 
meteorology to telecommunications, as well as 
in the observation field.  More information: 
http://www.esa.int 
• Eurocontrol(Organización Europea para la 

Seguridad de la Navegación Aérea) 
Eurocontrol, created in 1960, is the most 
important European air navigation organisation.  
It is made up of 27 member states and has its 
headquarters in Brussels (Belgium).  Spain 
became a full member in 1997.  The aims of 
Eurocontrol are: 
- The coordination and regulation of 

European airspace. 
- The joint exploitation of air traffic control 

services. 
- The detection of rates for aids to air 

navigation 
- Personnel training and the development of 

programmes, such as EATCHIP (for the 
integration of air traffic control systems) or 
CFMU (programme for centralising flow 
control activities).   

More information: http://www.eurocontrol.be 
• Asociación Internacional del Transporte 

Aéreo (IATA) 
The International Air Transport Association 
(IATA) was created in 1985 and is the main 
international group in defence of the interest of 

airline companies.  It is made up of 189 of 
these, and its aims are to: 
- Promote air transport and commerce. 
- Encourage cooperation between companies 

in the industry and analyse associated 
problems. 

- Collaborate with OACI and other 
international organisations. 

They also elaborate studies and traffic forecasts, 
as well as the IATA manuals. 
More information: www.iata.org 
• Autoridades Conjuntas de Aviación 
The JAA (Joint Aviation Authority) is the most 
recently created European body.  It is associated 
to CEAC and its main aims are: 
- Establishing technical requirements 

allowing for common acceptation of 
aeronautical material by its members. 

- Decreeing common air navigation codes and 
standards relating to the licensing of 
personnel.  

More information: www.jaa.nl 
• Organización de Aviación Civil 

Internacional (OACI) 
The International Civil Aviation Organisation is 
the specialised United Nations Organisation for 
civil aviation.  Created in 1944 with the signing 
of the Chicago Convention, it has its 
headquarters in Montreal (Canada).  185 states 
belong to it.  The OACI sets up international 
principles, standards and agreements for 
guaranteeing the safety, effectiveness and 
regularity of air transport. Spain has belonged to 
this organisation since 1951 and with no 
interruptions, to its Board, which acts as an 
executing organ between assemblies.  More 
information: www.icao.int 
• European Union (EU) 
The EU was founded in 1957 with the Treaty of 
Rome. It is presently made up of 27 states, with 
headquarters in Brussels.   Spain joined the EU 
in 1986.  The most important EU activities in 
which AENA participates are the Galileo and 
EGNOS programmes.  Its aims, with relation to 
air navigation, are: 
- Freedom of access to the aeronautical 

market and tariffs. 
- Setting up trans-European transportation 

networks and their safety policies. 
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- Promoting research and development. 
More information:  www.ce.europa.eu    

 
4.  Community of Madrid 
The Community of Madrid, Spain, also has 
numerous institutions, academic and research 
centres related to aeronautics and space.  The 
following are some of the most representative: 
- Instituto Nacional de Técnica Aeroespacial 

Esteban Terradas (INTA) (www.inta.es). 
- Centro de Astrobiología (www.cab.inta.es). 

-   Aeropuertos Españoles y Navegación Aérea 
(AENA) (www.aena.es). 

- Universidad Politécnica de Madrid 
(www.upm.es). 

-    Escuela Técnica Superior de Ingeniería 
Aeronáutica y del Espacio, which today jointly 
substitutes the former Escuela Superior de 
Ingenieros Aeronáuticos, (ETSIA) 
(www.aero.upm.es) and the Escuela 
Universitaria de Ingeniería Técnica 
Aeronáutica, (www.euita.upm.es/). 

-    Escuela Técnica Superior de Ingenieros 
Industriales, (ETSII) (www.etsii.upm.es). 

-    Escuela Técnica Superior de Ingenieros de 
Telecomunicación, (ETSIT) 
(www.etsit.upm.es). 

-    CSIC, Consejo Superior de Investigaciones 
Científicas (www.csic.es). 

-    CIEMAT, Centro de Investigaciones 
Energéticas, Medioambientales y Tecnológicas 
(www.ciemat.es). 

-    TEDAE, Asociación Española de Tecnologías 
de Defensa, Aeronáutica y Espacio was formed 
in Madrid on 26th February 2009 and is made 
up of Spanish technological industries with a 
presence in Defence, Aeronautics and Space.  
This non-profit organisation was created in 
order to represent and promote its associated 
members at both national and international 
level.  The ultimate aim of FEDAE is the 
representation and promotion of its associate’s 
interests within the ambit of the Association.  
The industries represented by TEDAE employ 
more than 40,000 people - with a turnover of 
€8,000 million - of whom 65% are dedicated to 
exports and 12% to innovative R&D. This 
Association jointly substitutes in some way 
ATECMA (Asociación Española de 

Constructores de Material Aeroespacial) 
(www.atecma.org),   PROESPACIO, 
(Asociación Española de Empresas del Sector 
Espacial, (www.proespacio.org), and 
AFARMADE (Asociación  Española de 
Fabricantes de Material para la Defensa). 

-   Centro de Astronomía Espacial Europea (ESAC 
- European Space Astronomy Centre), European 
Space Agency 
(www.esa.int/SPECIALS/ESAC/index.html). 
-    Complejo de Comunicaciones del Espacio 

Profundo de Madrid (MDSCC -Madrid 
Deep Space Communication 
Complex) (www.mdscc.org). 

-   El Centro de Control de Satélites de la Unión 
Europea de Torrejón de Ardoz (European 
Union Satellite Centre - EUSC).   
(www.eusc.europa.eu/). 

 
4.1 The aerospace industry in Madrid in figures 
The aerospace industry in the Community of 
Madrid represents 3.3% of European aerospace 
business, 1% on a worldwide level and 60% of 
the industry’s national turnover and 
employment. 
-    54% of the aerospace companies, members 

of the former ATECMA, are located in the 
Community of Madrid. 

-    The aerospace industry in the Community of 
Madrid had a turnover of €3,209 million in 
2006. 

-   The aerospace industry in the Community of 
Madrid gives employment to 17,204 
workers.  

-    Madrid employs 72% of the qualified 
aeronautical engineers in Spain. 

 
5.  The Sector Context and background (EU, 
O.J., 2009/C 175/09) 
 
5.1 Finally, the perspectives for future 
employment are being pointed out. 
In 2007 analysts predicted that air traffic would 
more than double within the next twenty years 
at an average growth rate of 6% per annum (5 
billion passengers by 2025).  In order to meet 
the expected increase in traffic, forecasts for 
orders for new aircraft (90-plus seating 
capacity) over the next twenty years are 
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optimistic and range between 22,600 (source 
Airbus) and 23,600 (source Boeing) aircraft.  
Regional air traffic is rising by 8% per annum. 
Orders reached a peak in 2007 for regional jets 
(RJ) and turboprop aircraft (for which orders 
doubled). Given the background (rising cost of 
fuel and the financial crisis), the success of 
turboprops is expected to continue with a 
probable transfer from the RJ to the turboprop 
market. Nevertheless, the growth of the RJ 
market should continue since demand for this 
category is strong and is expected to encroach 
on the Boeing and Airbus segment, with new 
ranges of aircraft, such as the Bombardier C 
Series and new entrants such as Sukhoi and the 
Chinese Avic. 
With regard to short-haul air traffic, Europe 
should take timely steps to develop an R&D 
programme for aircraft of this type. This has 
now become urgent due to impending 
fundamental industrial changes concerning 
single-aisle planes with 100-plus seating 
capacity. 
The growing liberalisation of air transport, the 
explosion of demand in emerging countries 
(Asia-Pacific and the Middle East) and the 
financial recovery of airlines in 2007, should be 
able to sustain the process.  
New entrants, such as the recently merged Avic 
1 + 2 (China), Sukhoi (Russia), Bombardier 
(Canada) and Embraer (Brazil), will probably be 
operational in 2015-2020. Europe will not 
necessarily win the price war in this sector but, 
on the other hand, it can hold its own by 
maintaining its technological edge through 
innovation. 
Let us point out now that the aeronautics 
industry is of fundamental importance to 
European industry as a whole, due to its weight 
in terms of production, exports, employment 
and investment in R&D. It is also the driving 
force for a number of industries (subcontractors 
and downstream sectors such as aircraft 
maintenance) and for entire regions. No less 
important, it is a standard bearer for European 
added value and proves that joint efforts enable 
Europe to compete against global competitors, 
such as the United States and new emergent 
countries.  

On the other hand the impact of the current 
international crisis cannot yet be predicted 
accurately. At least in the short term, the drop in 
oil prices may be beneficial for airlines.  
However, irrespective of possible developments 
in air transport and despite current growth, the 
economic and social impact of ongoing and 
future reorganisation in this sector in Europe is 
real and there is a serious risk of the further 
decline of the European air transport sector.  
This process could entail major risks such as the 
loss of key skills and Europe’s world leadership 
due to its inability to make the necessary 
investment in developing new key employment 
and technologies, as well as the disappearance 
of a substantial number of European 
subcontractors from the supply chain and 
massive job losses.  
  
6.  Main goals and challenges for the EU 
aeronautics industry 
The key issues for the sector are maintaining 
competitiveness and employment for keeping its 
world position and improving its public image.  
It is difficult for new operators to enter the 
aeronautics sector, and becoming a leading 
player has become impossible. There are only 
two manufacturers of 100-seater plus aircraft 
left on the world market for the time being: 
Airbus and Boeing. The technology, skills and 
infrastructure that are being permanently eroded 
or lost are extremely difficult to recreate, except 
in the case of transference.  
Indeed, the next ten years should see the end of 
the Boeing-Airbus duopoly in this strategic 
sector, which is expected to account for 
approximately 65% of the 29,400 new aircraft 
to be built by 2027 (about 19,160 aircraft - 
Source: Boeing Forecast 2008-2027), but only 
40% of value, a sign of growing competition 
and strong downward pressure on the price of 
this type of aircraft.  
New entrants, such as the recently merged Avic 
1 + 2 (China), Sukhoi (Russia), Bombardier 
(Canada) and Embraer (Brazil), will probably be 
operational in 2015-2020. Europe will not 
necessarily win the price war in this sector but, 
on the other hand, it can hold its own by 
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maintaining its technological edge through 
innovation. 
Europe must therefore ensure that countries 
with a recognised aeronautics tradition are able 
to:   
- maintain and build on their skills, especially 

by focusing on high technologies, and 
participate in the construction of a European 
network of  tiers-1 and subcontractors with 
the capacity to give effective support to 
principals such as Airbus-CASA, Saab, 
ATR etc.;  

- play a greater role in developing 
partnerships with the world of research 
(universities, other higher education 
institutions, government laboratories, etc.) in 
the field of fundamental research.  

Europe cannot ignore the strong links between 
military and civilian research and it is necessary 
to increase coordination between the European 
Commission and the European Defence Agency 
(EDA) in order to promote the development of 
new dual-use technologies to be implemented in 
both the military and the civilian segments of 
the aeronautics industry. 
The clusters in the Communities of Madrid, 
Andalusia and Basque country are interesting 
cases. Since 2000, when the A380 was 
launched, those regions have been 
implementing their own plans (Action Plan for 
the Development of Regional Enterprises) to 
support SME-SMI subcontracting aeronautics 
companies. This initiative produced interesting 
results and is to be continued in order to help 
SME-SMI subcontractors adapt to the Airbus 
POWER8 plan.   
The new measure will provide case-by-case 
support to help businesses form groupings, 
increase their technological capacity, enter new 
markets, pool resources for purchasing raw 
materials, etc.  
The globalisation of aeronautics has a strong 
impact on salaries and jobs. To counter this, 
research and training measures must be 
strengthened and supported in order to tap job 
creation potential. One option could be human 
resource planning.  
Human resource planning should serve to 
anticipate future change. It should allow 

workers to cope better with future uncertainty, 
to develop long-term projects, to give meaning 
to their work, and to develop their career and 
investment in their company, while taking 
account of their needs and aspirations. It should 
enable businesses to adapt to change and 
competition.   
Human resource planning must be part of a 
proper career and skills framework with very 
long-term objectives (30 years). Its goal should 
be to define training and skills development 
needs that it would be desirable to implement in 
the medium term in the supply of initial and 
lifelong training from the perspective of the 
industry as well as that of trainers and workers’ 
representatives. It could be part of a debate on 
the employment pool. 
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Abstract  

In 1919 Royal Dutch Airlines – KLM, Fokker 

Aircraft Industry and The National Aerospace 

Laboratory – NLR, were founded.  In the 

following 90 years, in three main time periods, 

many political and technological developments 

shaped KLM, Fokker and NLR into today’s form 

and structure.  These three time periods are 

1919 to 1945, the Cold War period to 1989, and 

the post Cold War period to the present day. 

 

The main developments in these time periods 

were: 

- the consolidation of the multiple 

national aircraft industries, through National 

Champions and        Joint Ventures between 

National Champions into European aerospace 

industries 

- the consolidation of the multiple 

national airlines, through national flag carriers, 

airline alliances and mergers into global 

airlines 

- the consolidation of Europe and the 

development of European organizations and 

agencies 

- the development of European and 

international cooperation in aeronautical 

research  

 

Against these global and European 

developments, the lecture will address the 

development and implementation of new 

technology to support the Netherlands 

Aeronautical Industry, and civil and military 

operators in the changing environments of the 

periods between the First and Second World 

Wars, during the Cold War and during the post 

Cold War. 

 

It will address the NLR RDT&E support of: 

- the Dutch Military Forces in the field of 

threat analysis, self protection, training and 

maintenance, as well as helicopter-ship 

qualification  

- Fokker in the field of aerodynamic 

design, structural testing and flight testing of 

the Fokker F.27, F.28, Fokker 50 and Fokker 

100, and the support in composites design and 

qualification in the period after the Fokker 

bankruptcy in 1996 

- Schiphol Airport and ATC The 

Netherlands in order to increase the airport 

Survival of the Fittest: 90 Years of Dutch Aeronautics 

RDT&E in a Globalising Environment 

 
 

Fred Abbink 

Senior Advisor to the General Director 

 The Netherlands National Aerospace Laboratory – NLR 

Amsterdam, The Netherlands 
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capacity, within the (legal) boundaries of safety, 

noise and emissions. 

 

Furthermore it will address how NLR increases 

its RDT&E effectivity and efficiency by 

increased participation in the EU Framework 

Programmes, AGARD/RTO, GARTEUR, 

ACARE and the Association of European 

Research Establishments in Aeronautics, and in 

the field of wind tunnels, by jointly building, 

operating and exploiting large wind tunnels like 

the Large Low-speed German-Netherlands 

Windtunnel  (DNW-LLF) and the European 

Transonic Windtunnel (ETW).  
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Abstract  
Civil Unmanned Aircraft Systems (UAS) 

are presently deployed in segregated airspace; 
passage though controlled airspace is taking 
place only through segregated corridors. With 
the increased use and the growing size of 
Unmanned Aircraft (UA), the need for insertion 
in non-segregated airspace increases, with first 
steps being taken in environments with air 
traffic control services in normal density traffic 
situations (en-route and not too busy TMA’s). 
Already, civil UAS are flying in segregated 
airspace to carry out maritime surveillance 
missions and their insertion in ATC can be 
expected to be requested soon. 

The European Commission (EC), 
European Space Agency (ESA), and the 
European Defence Agency (EDA) have 
established a European Framework 
Cooperation (EFC) in which UAS air traffic 
insertion is identified as major topic to be 
addressed. 

We will describe the results of two 
experiments with real-time, man-in-the-loop air 
traffic control simulations to support UAS air 
traffic insertion. 

1 Introduction 
 
Several studies investigate UAS air traffic 

insertion, mostly addressing Detect And Avoid 
(DAA), safety of the operations (related to the 
aircraft, other airspace users, and population on 
the ground), architectures for data link 
communication, and definition of standards for 
certification. However, little effort is currently 
dedicated to performing actual flight trials and 
preparatory simulations for actually achieving 
the ultimate goal: air traffic insertion. 

The major work so far in air traffic insertion 
is the European Civil UAV Roadmap defined by 
the European Commission funded UAVNet 
consortium [1] .  A further roadmap was defined 
by a consortium called Air4All [2] The 
document defines six consecutive steps until full 
integration is achieved in step 6, where civil 
type certified UAS fly Instrument Flight Rules 
(IFR) and Visual Flight Rules (VFR) across 
national borders routinely in controlled and 
uncontrolled airspace (airspace classes A, B, C, 
D, E, F, and G). 

In this paper, we present the set up and 
results of simulations for UAS in order to 
prepare for full flights in the near future. Actual 
flights cannot be carried out before the full set 
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of routine and emergency procedures has been 
evaluated in a simulated environment.  

In order to evaluate and validate routes, 
procedures, and emergency situations, we have 
set up simulations in a real-time man-in-the-
loop Air Traffic Control (ATC) environment, 
including UAS, which were piloted from a 
realistic Remote Pilot Station (RPS). In two 
projects, USICO (Unmanned Aerial Vehicle 
Safety Issues for Civil Operations, in 2007) and 
SINUE (Satellites enabling the integration in 
Non-segregated airspace of UAS in Europe, 
simulations have been organized, where real air 
traffic controllers participated to experiments 
for the introduction of UAS in non-segregated 
airspace. 

For the USICO, a dense traffic sample of the 
Frankfurt Flight Information Region (FIR) was 
chosen. For SINUE, we have chosen to set up a 
radar simulation facility which has been 
configured for running the scenarios around the 
Canary Islands in Spain. For this, the Spanish 
airspace was set up and a representative traffic 
sample with flights from and to Gran Canarias 
was implemented. 

2 Background – earlier work 

2.1 Air4All 
In June 2008, the Air4All [2] consortium, 

comprising of European aviation defense 
companies and major UAS industry partners, 
presented a roadmap and implementation plan 
defining the way to the routine use of UAS 
within European airspace. 

On the understanding that all challenges will 
not practically be completely solved in one step, 
the route to insertion of UAS was divided into a 
number of increasingly challenging steps based 
around the different classes of airspace and the 
relative difficulty of operating in them. 

Step 1: Fly experimental UAS within 
national borders in segregated airspace (regular, 
at short timescale) – Unpopulated range 

Step 1a: Fly experimental UAS within 
national borders in segregated airspace (regular, 
at short timescale) - overflown sparse 
population 

Step 2: Fly an experimental UAS as IFR 
traffic within national borders in controlled, non 
segregated airspace (airspace classes A, B and 
C) 

Step 3: Fly a national type certified state 
UAS as IFR traffic within national borders, 
routinely in controlled airspace (airspace classes 
A, B and C) 

Step 4: Fly a civil type certified UAS as IFR 
traffic within national borders, routinely in 
controlled airspace (airspace classes A, B and 
C) 

Step 5: Fly a civil or state UAS as IFR traffic 
across national borders, routinely in controlled 
airspace (airspace classes A, B and C) 

Step 5a: Fly a civil or state UAS as IFR 
traffic across national borders; routinely in 
controlled airspace (airspace classes A, B, C, D 
and E) 

Step 6: Fly a state UAS as IFR and VFR 
traffic across national borders, routinely in 
controlled and uncontrolled airspace (airspace 
classes A, B, C, D, E, F and G) 

Step 6a: Fly a civil type certified UAS as IFR 
and VFR traffic across national borders, 
routinely in controlled and uncontrolled airspace 
(airspace classes A, B, C, D, E, F and G). 
Summarized Air4All identifies steps from 

 experimental UA to type certified 
aircraft 

 state aircraft vs. civil use of UAS 
 national airspace use vs. cross border 

operations 
as depicted in figure 1. 

Figure 1 Air4All steps 

The Air4All consortium notices that step 1 
has already partly been achieved and in progress 
and the focus for research must therefore be laid 
at step 2. According to Air4All, step 2 has a 
number of immature challenges but is 
considered achievable in a reasonably short 
timeframe. Step 2 consists of a number of 
issues, linked to technical challenges and is 
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allenges th
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e topics: 

 

rthermore, LOS/BLOS infrastructures 
and safe recovery systems are identified as 
important elements for research. In BLOS 

ke-off and landing are 
req

in 

d the European 
Defence Agency (EDA) have established a 
European Framework Cooperation (EFC) in 
which UAS air traffic insertion is identified as 
major topic to be addressed. 

itable data exchange with ATC 

y 

deemed feasible to r 

of 
at 

 of 

3 Introducing UAS flight in 
non-segregated airspace 

Both Air4All and E4U studies identify the 
flight of an experimental UAS within national 
borders in controlled, non-segregated airspace 
as first steps in UAS air traffic insertion. We 
assume that the current state-of-the-art in UAS 
insertion is that the aircraft already fly in 
seg

monstration by the end of 2011. 

2.2 E4U 
A representative group of European research 

establishments has set up a prioritiz
actions to identify the major ch

traffneed to be considered for air 
UAS. 

The E4U study describes th
 UAS Air Traffic Insertion 
 Single European Sky 
 UAS Missions 
 Platform and payload
 Radio Bandwidth Allocation 
 Ground Control Station 
 Propulsion systems 

 
The study is ongoing until the end of 2011; 

early results show that, as expected, DAA and 
security are important topics to solve in the near 
future. Fu

operations, automated ta
uired. 

2.3 Working groups 
Standardisation committees EUROCAE WG-

73 and RTCA SC-203 are identifying necessary 
elements of the architecture of communication 
systems that will support the operation of UAS 

non-segregated airspace. Their role is not to 
endorse or promote a particular architecture, and 
consequently there is no consensus on what the 
architecture should look like. 

The European Commission (EC), European 
Space Agency (ESA), an

 
 

regated airspace without major difficulties. 
Although not all issues are solved completely, 
we will consider in this paper the next step: fly 
an experimental UAS in IFR traffic. Topics that 
need to be addressed for this are.  

Separation. The UA will now fly in airspace 
together with other aircraft. It is expected that 
increased separation criteria and dedicated ATC 
is necessary to separate the UA from other 
aircraft flying in the same sector. 

Collision Avoidance. To avoid other traffic, 
the simplest step is to fly IFR under control of 
ATC, where ATC will provide separation 
between aircraft. Airspace considered will be 
low density class C en-route airspace and quiet 
Terminal Maneuvering Areas (TMA). The UAS 
flight will need to be monitored more closely by 
ATC, but can also be followed e.g. with a chase 
aircraft or a ground monitoring system. 
Collision avoidance also concerns obstacle 
avoidance and the avoidance of controlled flight 
into terrain. 

Secure and sustainable communications for 
command and control. Security and integrity of 
the datalink is assumed to be available. The UA 
is expected to react ‘immediately’ to the 
instructions of ATC. The experimental flight 
must be performed at a geographical location 
where satellite coverage can be ensured.  

Radio Bandwidth allocation. This challenge 
is only relevant to the real experimental flight 
and not for initial simulations. It must ensure 
that national authorities provides allowance; the 
Wo  rld Radio Conference 2012 (WRC 2012) 
will decide on allocation of frequencies for 
UAS. 

C Interface. The chalAT lenge concerning the 
ATC interface covers the following items: 

 Ensure su
 Ensure continuous ATC interface with 

sufficient integrit
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 Ensure ATC conformal operator 
interface 

 ATC interface for pre-flight information 
needs definition 

A dedicated architecture needs to be set up 
for communication between ATC and the UA in 
those situations where a satellite system is used 
as main communication means.  

Dependable emergency recovery. A 
procedure must be defined and implemented in 
the UA to ensure safe recovery in emergency
ca

e need to be set up,
jus

hich affect the ability to continu
saf

 
no

AS pilot must be able to 
us

 preparation of demonstration flights. 
We propose to carry out simulations in a 

 in order to explain 
 

 the aircraft’s 
ch

ation with a remote pilot, 
an

n was to  
1) Identify a suitable architecture for BLOS 

TC of UAS in 

Control (C2) link between 
the UAS pilot and the UA and the ATC link 
between the UAS pilot and the ATC center, see 
the functional decomposition in figure 2 
(from [2] ) below.  

 o
ses. An emergency route and procedures for 

flying towards and at the rout  

e 

in 

their airspace. 

5 The architecture set up 
In most scenarios, the aircraft will fly 

en-route their missions in a remote area and will 
therefore be flying Beyond Line of Sight 
(BLOS). Communication between the pilot and 
the aircraft will have to take place through 
satellite communication. Just as well, 
communication between the ATC centre and the 
RPS will be relayed over satellite. Therefore, 
the architecture proposed must at least enable 
the Command and 

t as well as a “home”-area, where the aircraft 
will eventually fly to in case of emergencies. 

Emergency recovery is a major issue for 
ensuring the safety of flight. 

Health monitoring / Fault detection. This 
challenge concerns the ability of the UA to 
detect faults w

e flight and to avoid collisions. This feature 
is scripted in the simulation, so that we assure 
that possible faults are evaluated in our 
experiments. 

UAS pilot / commander training. The UAS 
pilot must be able to control the vehicle

rmal and in degraded operating states. When 
the UA or communication with the UA is in a 
degraded state, the pilot must be able to asses 
the ability to safely fly and land the aircraft. 

Furthermore, the U
e standard radio communication procedures in 

communicating with ATC and must have the 
capability to react ‘immediately’ to the 
instructions of ATC.  

Demonstration preparation. All studies 
identify the need for early demonstration and a 
thorough

realistic ATC environment
and train air traffic controllers in handing the
aircraft. 

4 Research question 
To bring air traffic insertion of UAS further, 

we start with simulating the environments in 
which the aircraft will fly. It will be possible to 
set up the necessary architecture in a network of 
simulators, for the air traffic control station, the 

RPS, and the satellite communication link. In a 
real-time simulation environment, air traffic 
controllers will be able to experience without 
risk, the aircraft in operation in their sector and 
experience themselves

aracteristics, the use of emergency routes and 
procedures, communic

d the interaction with other traffic. Our 
research questio

perations with UAS. 
2) Examine the effects on A

 

Figure 2 Functional set up 
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co

 show that 
ba

ulation, 
ed 
g 

wi

pe and worldwide. EASA performed a 
stud
com
[5].

ptions to voice communications 

cy of voice 

k 

ption of command and control 

nce information feed to 

ormation 

rmation to other 

 and ATC signals are relayed 
thr

e considered: a home 
area, an emergency route, cleared from the other 

d a procedure to fly from the 
here the emergency occurs) 

to 

nt, the home area needs to be defined, 
de

In the simulation experiment, the architecture as 
depicted in figure 3 was chosen. 
 

Figure 3 Functional set up 

In the center of figure 3, the UA is flying a 
mission in controlled airspace. The UAS pilot 
has no line of sight with the aircraft, s

mmand and control will be relayed over 
satellite. This already is a standard operating 
procedure for UAS that fly BLOS operations. 

Specific attention has been paid to VHF R/T 
communication between ATC and the UAS 
pilot. In our set up, the aircraft will receive all 
R/T on the frequency and relays this signal on a 
dedicated channel to the satellite. This set up 
requires significant bandwidth hence operating 
costs, but our calculations do

ndwidth does not form a limitation here. A 
back up for R/T communication is available 
through a standard telephone line. 

A pseudo pilot had to control the other traffic 
in the simulation. In a typical sim
depending on the intensity of the requir
actions, pseudo pilots are capable of dealin

th 10 to 20 aircraft at the same time. 

6 Emergency Situations/Procedures 
The mission of the European Aviation Safety 

Agency (EASA) is to promote and maintain the 
highest common standards of safety and 
environmental protection for civil aviation in 
Euro

y for an impact analysis on safety of 
munication for unmanned aircraft systems 

 
From this study, through a functional hazard 
analysis, the following list of relevant 
emergency situations needs to be covered 
during experimental simulations and flights:  

 Loss of voice communications between 
UAV/S pilot and ATC  

 Interru
between UAV pilot and ATC  

 Intelligibility and laten
communications between UAV pilot and 
ATC  

 Loss of command and control lin
between UAV and GCS  

 Interru
link between UAV and ATC (due to 
system reliability or satcom coverage)  

 Loss of surveilla
ATC  

 Interruption of surveillance inf
feed to ATC (due to system reliability or 
radar coverage)  

 Loss of surveillance info
airspace users  

 Interruption of surveillance information 
to other airspace users (due to system 
reliability or coverage)  

With the exception of the “loss of 
surveillance information”, all events were 
considered in the experiments to cover all 
emergency situations emerging from the use of 
UAS. As the C2

ough different channels on board the aircraft, 
the “loss off”- emergency situations can occur 
for either one of them or for the both 
simultaneously. 

For the design of emergency procedures, 
three aspects need to b

airspace routes, an
current location (w

the emergency route. 

6.1 Home area 
The home area is a base, where the UA will 

fly to when an emergency occurs. The aircraft 
will land there or perform a maneuver which 
will destroy the aircraft without risk of 
casualties. For each flight and for each 
experime

pending on the local situation. For the two 
experiments mentioned in this paper, USICO [4] 
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and SINUE [3], two distinct procedures were 
defined. 

In the SINUE set up, a home area above sea 
was defined, where the aircraft would fly a 

bing in order to try 
ation with a land based 

station that would be within line of sight. In 

her air traffic routes, so 
tha

ly over inhabited areas in case of 
em

 situation is when the aircraft is 
on final approach. In this case, the UA would 

by the pseudo pilots. The traffic in the northern 
and southern sector is navigating fully 

he airport 
of 

Figure 5 USICO TMA Frankfurt 

ergency route 

 be followed by other 
ill abort its flight path 

circular pattern and be clim
to re-establish communic

USICO, an emergency airport was identified. 

6.2 Emergency route 
An emergency route must be designed that is 

fully separated from ot
t the UA can follow a path separated from all 

other traffic. For every flight with a UAS, the 
route must be carefully evaluated in order to 
check whether it is easily and safely reachable 
from the mission area. 

Figure 4 shows the route used in the Spanish 
experiments, where one route was sufficient for 
all experiments performed. This route was 
designed in cooperation with air traffic 
controllers and was designed such that several 
entry points were defined towards which the 
aircraft would fly in case of an emergency. The 
points were chosen so that the aircraft would 
never f

  

Figure 4 Design of emergency routes 

For USICO, the simulated airspace is the 
TMA Frankfurt controlled by Frankfurt Arrival 
and the western sector controlled by Langen 
Radar. Controller working positions of the ATC 
center (Frankfurt Arrival and Langen Radar) are 
provided by the employed ATMOS. The 
simulated traffic in these two sectors is piloted 

an a
ergency and was vertically separated from 

other crossing air routes. The figure below 
shows the emergency route in red. The home-
area is located at the bottom in the middle of the 
figure. 

One special

utonomously, i.e. it is so called dummy traffic. 
See figure below. For the emergency, t

Hahn was planned as alternate. 
 

fly the standard missed approach procedure to 
avoid it flying through other aircraft on 
approach, see the “hook”–pattern on the bottom 
of the picture. 

 

6.3 Towards the em
To reach the emergency route, the UAS 

follows a standard procedure which is known to 
the controller and the remote pilot. The 
procedure chosen in the SINUE study follows 
the procedure that has to
aircraft as well: the UA w
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by turning towards the cl

e 
e 

e 
rea

simulator, which 
he 

ing the experiments, who were 
bri

ns, questionnaires, and 
de

als with 
real aircraft, for safety, the separation between a 

UA

ided by the 
reg

delay 
because of the satellite connection will not be an 
issue when high quality bands are used. For 
SINUE we have chosen to perform the mission 
aro

ers. 
e interface 

wi

atalink loss, fly to emergency field  

ly following a 
standard route which is separated from other 

he emergency situation would occur at 
the

ituational awareness. It is important for all 

e of 
a traffic situation. This implies that there is a 

osest way point on the 
maintain its current 

tes. After the two minutes 
 or descent towards th

losest way point on th

emergency route and 
altitude for two minu
the aircraft would climb
altitude of the c
emergency route. 

 

7 Experiments 
In the simulations we carried out experiments 

in air traffic control simulation facilities, wher
l air traffic controllers participated to carry 

out the simulation and to evaluate the proposed 
concept and procedures. 

We used an air 
traffic control 

resembles t
airspace where 
the aircraft is 
flying as much as 
possible. 
Experienced air traffic controller and pseudo 
pilots were runn

efed at the beginning of the day and were 
given the possibility for training. 

Through questionnaires directly after each 
run and at the end of a simulation day a directed 
list of questions was handled. Just as well, at the 
end of the day, a discussion session was held 
with all participants of the simulations. 

8 Results 
The goal of the two studies was to examine 

the effects on ATC of UAS in their airspace. 
From the simulatio

briefings, we obtain results for the sessions 
that were held. 

Separation and collision avoidance. In the 
simulations, we did not use different separation 
criteria than those currently in use. The aim was 
to see if current separation can be maintained, 
even though there is no pilot on board the 
aircraft. We instructed controllers to use current 
separation criteria for the UAS, which they were 
able to maintain. In initial practical tri

 and a piloted aircraft will be increased in 
actual air traffic insertion experiments. The 
exact separation will need to be dec

ulatory authority. 
Communication. Communication 

und the Canary Islands, where coverage of 
the Hispasat satellite system can be ensured. 
The satellite gives a delay in voice 
communication of around two seconds. In the 
scenario (no dense traffic), this was rated 
acceptable by the air traffic controll

ATC interface. We investigated th
th ATC with respect to these aspects. New 

special squawk codes are proposed: 
7600: comm loss 
7660: datalink loss, proceed as planned 
7661: datalink loss, return home 
7662: d
7700: emergency 
Although controllers have indicated that they 

do not particularly require specific terminology 
or symbols for UAS guidance. Either they do 
not feel comfortable with more information, or 
they expect that more information will not help 
them in solving the issues at hand. 

Dependable emergency recovery 
In the simulation, we have defined a “home”-

zone, to which the aircraft will f

airspace routes. The procedure for flying 
towards the standard route follows common 
practice. 

Controllers in all cases indicated they felt 
comfortable with the procedures defined, even 
where t

 “most inconvenient moment”. In our case an 
UA was flying without control trough an arrival 
stream and in another situation straight towards 
two low flying IFR aircraft. As long as 
emergency situations are defined similar to 
those of manned aircraft, controllers are well 
trained for emergency situations. 

S
parties to have a good overview of the traffic 
situation and to have the same mental pictur
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need for a good situational awareness for air 
traffic controllers, UA pilots, and pilots of other 

anned airccraft in 

give more recognition to the UAS can 
be

wer, 
wh

 
 be 

 flying objects around them. Air 
tra

ft is flying in 
the

is was partly due to the fact 
tha

discuss the emergency 
rou

 well, the route must 
als

en him 
an

e Press To Talk (PTT) button. 
Th

ll communication between the pilot 
an

 the simulation set-up 
represented quite well a real working 
envi  
e  
representative for a real ATC/ATM envi-
ronm

traffic. 
The air traffic controller will need to know 

that he is dealing with an unm
an instance. Already at any existing ATCo’s 
(Air Traffic Controller) display, the aircraft type 
is indicated in the aircraft label. The aircraft 
types need to be known to controllers. Other 
options to 

: 
 A special convention for the use of 

callsigns can be arranged for UAS.  
 A dedicated UAS symbol can be used to 

depict the aircraft. 
 The UA label at the ATCo’s display can 

be made more explicit, e.g. by use of a 
special colour.  

The unmanned aircraft must be easily visible 
by eye for controllers in the control to

ich implies that the colour coding of the 
aircraft bodies and liveries must be carefully 
designed. 

During the introduction phase of UAS into
air traffic control, other pilots will need to
aware of the

ffic control must play a role in this, through 
informing pilots that an unmanned aircraft is 
flying ahead of them. This can be quite easily 
accommodated through informing other traffic 
over the R/T that a special aircra

ir vicinity. This is already common practice, 
e.g. with hot air balloons and glider traffic. 

Just like for air traffic controllers in the 
tower, the aircraft must be easily visually 
recognizable for other pilots. 
Emergency procedures. In the experiments, all 
emergency situations as identified by EASA 
were tested.  

We observed that controllers were not always 
fully aware of the aircraft’s behavior at the 
moment that it was flying towards the 
emergency route. Th

t they used it for the first time. 
From the discussions with controllers, it is 

suggested to define and 
tes in advance of any simulation or real 

flight trial, based on the planned flight of the 
UA. The altitude of the points on the route must 
be defined such that the aircraft will make as 

little as possible a vertical movement on its way 
towards the route. Just as

o be defined as high as possible, to increase 
the possibility for re-establishing 
communication, either through satellite or via 
direct line-of-sight. 

The emergency route can be displayed at the 
controller’s display, either at all times or only at 
request of the controller. 

Back up phone. One specific back up element 
was introduced in the SINUE experiment. The 
air traffic controller was able to contact the 
UAS pilot directly by phone. This possibility is 
especially interesting in case of R/T failure 
between ATCo and UAS. 

The procedure to initiate a phone call was 
implemented as follows. In case of a 
communication failure involving the UA, the 
UAS pilot initiates a phone call betwe

d the ATCo. The controller has to “answer the 
phone”. The connection was a fixed phone 
connection that is open as long as the 
connection was active. Voice on the telephone 
was relayed over the headset of the ATCo. The 
ATCo used his microphone to talk and did not 
have the use th

is mean the UAS pilot was able hear all 
communications from the ATCo to the other 
pilots and that all other traffic was able to hear 
the instructions from the ATCo to the UAS 
pilot. The UAS pilot and the pilots of the other 
traffic were not able to hear each other. 

In any future concept, it needs to be 
identified in what particular situations the 
telephone connection should be activated. 
Possibly, a

d the ATCo can be performed over telephone, 
removing the necessity for R/T installations on 
board the UA. 

Workload. One important issue is workload. 
We measured workload with some of the 
USICO experiments  After adequate training of 
controllers during the warm-up runs the 
controllers felt that

ronment of ATC controllers. Hence there is
vidence that the obtained results are

ent.  
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han 

with assigning routes and 

simulations, the 

the pilots of other traffic must be able to 
er and hear the instructions 
of them. 

symbology on the ATCo’s display, but 

9 Conclusions 
e man-in-the-loop 

imulation environment, where real air traffic 

ergency situations.  

 is able to predict the 

The trials started with the baseline of the 
normal traffic. Later on, 2 UAVs have been 
added into the airspace. It could be shown, that 
the workload increased, which was due to the 
"new" behavior of the type of aircraft. Figure 6 
shows an example of the results of NASA TLX 
workload determination of the controllers for
those different trials  

 

Figure 6 NASA TLX workload vs. trials without 
(left) and with UAVs (rigth) included in airspace [6] 

 
 
Recommendations 
 
We asked the controllers whether they would 

assign a different priority to unmanned aircraft 
over manned traffic. Interestingly, they 
considered UA traffic lower priority t
commercial traffic and would treat it as small 
VFR traffic. This needs to be taken into 
consideration 
sequences to the UA. 

From the results of the 
following recommendations are given: 

 When operating over satellite, keep the 
RPS on the party line. The UA pilot and 

hear each oth
given to each 

 Dedicated R/T must be developed or 
existing R/T must be adapted to inform 
other pilots of the UA in their vicinity. 

 The UA does not require new 

the ATCo must be able to see in a glance 
that the aircraft on his display is 
unmanned. A simple indication by using 
a dedicated type of call sign will do. 

 The ATCo does not require more 
information on emergency transponder 
codes. 

 ATCo’s need good training of 
emergency situations. 

 Benefit can be taken from the fact that 
communication with the UA pilot can be 
established over a high quality land line. 

We have set up a real-tim
s
controllers, a pilot at a UAS RPS, and a real 
pilot (for other traffic) participated to evaluate 
the concept.  Several representative scenarios 
were evaluated, including em

We have shown that integration of UAS in 
controlled airspace is a feasible concept; air 
traffic controllers indicated that control of the 
UAS did not differ significantly from control of 
other, manned, aircraft. We have also 
demonstrated that UAS emergency procedures 
can be designed equivalent to those of manned 
aircraft, such that the air traffic controller will 
understand them and
behaviour of the UAS in several loss-of-
satellite-communication situations. 
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Abstract  

This paper reports the experience of the 

MAS_Lab (Multipurpose Aircraft Simulation 

Laboratory) project, developed at the 

Politecnico di Torino within the Clean Sky ITD 

Systems for Green Operations. The complete 

project environment is briefly described and the 

MAS_Lab tasks are discussed. Modeling design 

choices are investigated, highlighting those 

concerning simulator structure and automatic 

flight control laws; the validation process is 

described, focusing on the techniques used to 

assess model accuracy. Examples of results 

obtained during the validation campaign are 

presented, with the intention of showing how 

model validation and autopilot performance are 

considered satisfactory. 

List of acronyms: 

FMS flight management system; AP autopilot; 

FD flight director; ALT altitude hold mode; 

LOC localizer mode; APP approach mode; 

ATHR autothrottle; FPA flight path angle; 

HDG heading; V/S vertical speed; sp stabilizer 

angle; B body attitude angle;  angle of attack; 

FN  engine net thrust; H.F. horizontal flight. 

1 General Introduction 

The Management of Trajectory and Mission 

(MTM) aims at developing technologies to 

reduce emissions (CO2, NOx) and noise 

through the 4D trajectory optimization. Since 

the systems developed for trajectory and 

mission optimization need to be inserted into the 

overall economic model of the operators (the 

airlines), some knowledge needs to be gained on 

how those economical models will influence 

operators attitude when it comes to choosing 

between environmental impact and economic 

performance. This will enable to associate a 

“cost” to each generated trajectory. In this 

respect, the following items need to be 

developed, as summarized in figure (1):  

• an environmental impact model to compute 

the noise related to the aircraft operations as 

well as the amount of carbon dioxide, nitrogen 

oxides and water vapor released in the high 

atmosphere;  

• a set of aircraft models, sufficiently detailed 

for the purpose [1] [2];  

• cost model to get the required economical 

data.  

Modeling and validation of aircraft mathematical models 

for the development of an innovative  

Flight Management System 
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Fig. 1 - Project Environment 

 

The MAS_Lab project is focused on the aircraft 

models development (red box in Fig. 1). In 

particular the tasks outlined in the project can be 

listed as follows:  

 Define the simulator specifications in 

terms of major features, such as 

hardware/software, development environment, 

but also in terms of what the simulator must be 

able to model and to which extent.  

 Verify and validate the model according 

to the definitions given by the VV&A 

Recommended Practice Guide of the DoD 

Model & Simulation Coordination Office [6].  

 Implement the simulator, including the 

interfaces.  

 Maintain and improve the simulator 

throughout the whole Clean Sky duration.  

 Introduce the knowledge of state-of-the-

art simulation technology within the consortium 

and promote the dissemination of the technical 

and scientific results achieved during the 

project, among the partners and the international 

community also in non- aeronautical contexts.  

The MAS_Lab project consists, more in detail, 

in the design of a so called Master Model in 

which four aircraft, concerning different 

categories, ranging from wide-body to regional 

jet, are modeled. Three of the four models are 

referred to existing aircrafts: B747-100; ATR 

42-500 and CESSNA Citation CJ3; while the 

fourth is a non-existent model, which can be 

defined by the user through a limited set of 

parameters. 

 

2 MAS_Lab Master Model structure 

The MAS_Lab Master Model is implemented 

using the Matlab\Simulink® environment. To 

achieve the objectives listed in the previous 

section a modular configuration of the simulator 

was used. This choice was due to the simplicity 

of finding and correcting errors with this 

method, and because it is the most suitable 

configuration, considering the parallel 

development of several aircraft models in the 

same simulator. 

Figure 2 shows the main external loop of the 

simulator composed by the three blocks, as 

follows: Pilot; AFCS and Aircraft dynamics. 

The Pilot block concerns the logic interface 

built to allow the user, or the FMS, to act on the 

simulated aircraft by means of a cockpit, or 

direct connection. The AFCS block contains all 

the autopilot’s control laws that can be used to 

control the airplane or to give visual cues to the 

pilot when acting as flight director. The Aircraft 

dynamics block contains the four different 

aircraft models and the blocks solving the state 

equations, so it is the core of the simulator. 

Using various enable-switches, it is possible to 

change between highly different aircraft without 

changing the model structure. 

 

 

Fig. 2 - Master Model main external loop 
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2.1 Pilot  

This block consists of several components in 

which all the external command are transformed 

in signals compatible with the rest of the model. 

More in detail it contains the following blocks: 

• Joystick 

This block enables the user to act on the 

aircraft control thus commanding the 

longitudinal, lateral, directional and thrust 

control inputs. Controls for flaps, stabilizer, 

speedbrakes, steering wheel and brakes are also 

present. The vector u_p collects all data from 

this block  

• Flight Control Unit 

The purpose of this device is to enable the 

user (pilot) to manage the autopilot manually 

during flight. The FCU implemented is 

composed by three different types of buttons: 

switch push buttons, on/off push buttons and 

triple action buttons. 

Switch push buttons are used to select the 

reference parameter for the AP. For example, 

they are used to switch from Mach to Speed 

value and from FPA to VS. 

On/off push buttons are used to 

activate/deactivate the autopilot and their 

specific functioning modes. For example the AP 

and ATHR buttons engages the AP and the 

ATHR while the ALT, LOC and APPR buttons 

activate the corresponding guidance modes. 

Triple action buttons are used to manually 

control the autopilot target or to enable the FMS 

control of the same target. For example, by 

pulling and rotating the knob, the user can 

control speed, lateral (heading) and vertical 

(altitude or V/S) targets. Whereas by pushing 

the buttons the FMS control is enable. 

 

2.2 Automatic Flight Control System 

After a deep study on the autopilots and their 

mode selection logic, a unique AFCS 

configuration was chosen for all the simulated 

aircraft. This means that all the aircraft have the 

same autopilot, divided into longitudinal, 

lateral-direction autopilot and auto throttle, but 

obviously with different control laws. The 

structure of the AFCS and its validation process 

will be detailed in Section 4. 

2.3 Aircraft dynamics 

The A/C dynamics block, Fig.3, contains the 

four aircraft non-linear models and is thus the 

core of the simulator. It is able to evaluate the 

response of the aircraft as a function of the 

different command and atmospheric inputs and 

return the step-by-step time evolution of the 

system (a discrete time integrator was used to 

solve the equations of motion). 

 

 

Fig. 3 - Aircraft dynamic model’s structure 

The block is divided into: 

• Actuators block 

The aircraft actuators (elevators, ailerons, 

rudders, flaps and stabilizer) are accurately 

modeled through the use of look-up tables that 

reproduce the dynamic response, the mechanical 

inter-connections and  the blow-out limitations 

of each control surface. 

• Aerodynamic block 

On the basis of the control surface deflection 

signals, coming from the actuators block, this 

block is used to compute the aerodynamic 

forces and moments in body axes reference 

frame: several look-up tables are used in order 

to take account of various aerodynamic effects 

such as dynamic coupling and ground effect. 

• Gravity block 

Evaluates the gravity forces in body axes. 

• Propulsion block 

Contains the models of the aircraft engines, 

computing propulsive forces and moments in 

body axes in every flight condition. 

• Fuel & inertia block 

It simulates the mass properties (c.g. position 

and inertial tensor) of the aircraft as a function 

of the initial gross weight and the fuel 

consumption. 

• Gear model 
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It simulates the gear reactions when in 

contact with the ground, and expresses the 

resultant forces and moments in body axes 

reference frame. 

• Equations of motion block 

This is the real core of the simulator. By 

taking into account all the external forces and 

moments acting on the aircraft and their mass 

and inertial properties, in this block the six DoF 

non-linear equation of motion are implemented 

and solved with the numerical Runge-Kutta 

method. The state vector x of the aircraft, 

composed by the linear and angular position, 

velocities and accelerations, are obtained. The 

body axes reference frame is used for this 

purpose. 

 • Atmosphere block 

It calculates the physical properties of the 

atmosphere. It implements the ISA model, but 

can be connected to an external model if a more 

realistic one is necessary. 

• Sensors block 

It models the sensors of the aircraft, 

including radio navigational aids which are used 

to control the ILS landing. 

 

3 MAS_Lab Verification and Validation 

In order to assess the accuracy, coherence 

and consistency of the simulator, a significant 

effort was spent in performing the verification 

and validation (V&V) process. The V&V Plan 

is based on documentation published by the 

Defense Modeling and Simulation Office 

(DMSO) of the American Department of 

Defense (DoD). These Recommended Practice 

Guides (RPG) on Verification, Validation and 

Accreditation (VV&A) allow to establish 

guidelines and methodologies that can be 

expected to result in meaningful V&V 

campaigns [6]. It is to be noted that the V&V 

process can be completed only if the aircraft 

model is completed itself. As a consequence 

only the B747-100 model was validated at the 

state of the art of the simulator, as hereafter 

reported. Following the reference guidelines, 

table with 21 different tests was created and 

accomplished for the B747-100 validation. As 

shown in Fig.4, V&V tests are performed 

primarily (Phase 1) at a system level (e.g. A1.T3 

correspond to engine static thrust test or 

A1.T6\7 to longitudinal and lateral control 

system test) and then (Phase 2 and 3) are 

extended to the whole model on three different 

levels: 

• statics 

• dynamics 

• performance (statics and dynamics) 

For example tests A1.T9 to A1.T11 correspond 

to trim condition test, whereas tests A1.T12 to 

A1.T15 correspond to the dynamic test 

performed on the linearized aircraft model and 

tests A1.T16 to A1.T21 are the performance test 

carried out on the complete non-linear aircraft 

model. 

 

Fig. 4 - B747-100 V&V test scheduling 

The level of accuracy of the results obtained is 

guaranteed by the high fidelity of the sources 

used as reference for comparison purpose (e.g. 

NASA certified simulator data and BOEING 

experimental data [7]). 

 

3.1 Validation results 

Because of the project purpose, the 

propulsive system is the most important 

component of the simulator. Since showing the 

results of the entire validation campaign is 

beyond the scope of this paper, the propulsion 

system will be used as an example to show the 

validation process.  

In the first phase, the test purpose is to verify 

the accuracy of the system models, as 

aerodynamic, propulsive and control system. 
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First of all, each block is statically tested. 

Correspondences of input\output combinations 

with reference data are checked. For example, 

two different test types are performed on the 

propulsion system. In the first case the 

maximum excursions of the Thrust Lever Angle 

are checked, for the forward and reverse 

positions, for both cases maximum and idle 

static thrust is checked by comparing the engine 

block output data. In the second test, the same 

comparison is done for the static thrust obtained 

for different Mach and EPR values. 

In the second phase, the whole aircraft model 

is tested by analyzing the equilibrium points of 

the model. The simulated airplane is statically 

trimmed at several variations of weight, c.g. 

positions, altitude, speed and flap positions. 

Computed value of sp, B,  and FN (engine 

thrust) are compared to literature data. The 

effects of configuration changes, landing gear 

and speed brake positions are evaluated. 

 

 

Fig. 5 - B747model’s thrust validation (H.F.) 

Figure 5 is an example of the test carried out in 

this phase and of the most relevant results. The 

test sequence does not follow well defined 

criteria, for this reason it is impossible to 

highlight a specific trend in the parameter’s 

variation. However it is clear that the level of 

accuracy of the thrust’s results follows the 

stringent requirements established for the 

simulator purpose, as reported in Table 1. 

 

 

maximum 

abs.error 

% 

minimum 

abs. error 

% 

average on 

22 

conditions 

   7.31 0.45 4.62% 

Table. 1 - B747 model thrust percentage error (H.F.) 

These results, matched with the fuel model, 

bring to an average error of fuel consumption of 

5% as expected by the simulator requirements. 

In the third phase, the model dynamic and 

performance are tested by means of several 

computational tools (e.g. trim and linearization 

algorithms) and non-linear simulation. In 

particular two different tests concerning the 

dynamic analysis of the aircraft model are 

performed.  

In the first test, the aircraft modes (short 

period, phugoid, dutch roll and roll mode) 

dynamic features are calculated in terms of 

damping  and natural frequency n: the aircraft 

is trimmed in a specific flight conditions and the 

equations of motion are linearized. In practice, 

every flight condition generates a new linear 

model expressed in terms of transfer functions.  

In the second test, the aircraft modes are 

excited by an elevator input (longitudinal 

dynamics) or a β≠0 initial condition (lateral-

directional dynamics). Results are obtained 

running a simulation of the non-linear aircraft 

model, recording the time history and 

comparing them with the literature data.  

The aircraft performance tests are performed 

by manual or automatic piloting of the 

simulated aircraft. Different mission profiles are 

reproduced by the non-linear simulation and 

then recorded data compared with literature 

reference data. Three types of maneuvers are 

accomplished: take-off, climb and 

acceleration/deceleration. 

 

Fig. 6 - B747 model thrust validation (Climb) 

 

As shown in Figure 6, six different climb 

conditions are analyzed, covering the entire 

flight envelope in terms of altitude (from sea 

level to maximum altitude) and at maximum 

thrust. The test sequence shows the high level of 

consistency of the MAS_Lab model response, 
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compared with literature data. For example, for 

the parameters reported in Table 2, it is possible 

to notice that not only the reference trend is 

followed, but also that the absolute errors are 

very small. Because the project goals require 

excellent modeling of fuel consumption and 

trajectory management, the accuracy and 

consistency of climb maneuvers are critical in 

assessing MAS_Lab, and the obtained results 

are satisfactory. 

  

 

maximum 

abs.error 

% 

minimum 

abs. error 

% 

average on 6 

conditions 

   5.29 0.21 2.26% 

Table. 2 - B747 model thrust percentage error(Climb) 

 

4 Automatic Flight Control System: 

modeling and validation 

Modern Flight Management Systems (FMS) 

are capable not only of automatically generating 

a detailed flight plan, but also of executing most 

of it. To do this, they are appropriately 

interfaced with the Automatic Flight Control 

System (AFCS) on-board the aircraft. As the 

MAS_Lab is primarily intended as a tool to test 

and validate an innovative FMS, the aircraft 

AFCS should be accurately modeled and an 

interface with the FMS ensured. 

Because autopilots are a commercial product, 

it is very difficult to retrieve detailed 

information regarding their performance and the 

implemented control laws. The NASA 

document used throughout MAS_Lab for the 

Boeing 747-100 model [8] provides a rather 

detailed description of the autopilot system; 

however, this description focuses on the 

electromechanical aspects of the system, and its 

implementation in Simulink would require 

modeling all the electrical connections and the 

related mechanical actuator dynamics. 

Furthermore, autopilots of the 747-100 period 

(1960-70) provided specific control modes 

which are not used anymore, while missing 

control modes that are now commonly 

implemented; also, these autopilots were never 

meant to be controlled by a FMS. 

For these reasons, it was decided that the 

MAS_Lab AFCS was to be based on the Boeing 

747-400 AFCS rather than the Boeing 747-100; 

all relevant control modes were to be 

implemented from scratch, so as to ensure the 

possibility to use the AFCS both manually (pilot 

controlling the AFCS) and automatically (FMS 

controlling the AFCS). Seamless transition 

between the two possibilities was to be ensured, 

as in fact is normal on real modern aircraft, 

where the FMS controls most of the flight with 

the pilot intervening at times to change parts of 

the flight (for example as a response to an ATC 

directive). 

In the following subsections, the 747 AFCS 

as modeled in MAS_Lab will be described, 

focusing first on the available control modes, 

then on the actual control laws, and finally on 

the corresponding validation process. It is to be 

noted that the 747 AFCS model will also be 

used for the other aircraft, though of course the 

control law gains will have to be recalculated 

and some control modes might not be available 

on a specific aircraft. 

4.1 AFCS modes 

The AFCS functionality can easily be 

decomposed into three separate parts: pitch 

control, roll control and auto-throttle. Several 

control modes are available for each, which can 

mostly be activated independently (although 

some interdependency is present). 

The following pitch control modes are 

modeled in the MAS_Lab AFCS: 

• Manual or MAN (1): the autopilot keeps a 

fixed pitch angle provided by the pilot; 

• Altitude Hold or ALT (2): the autopilot 

captures and keeps the target altitude; 

• Vertical Speed Hold or VS (3): the autopilot 

keeps a pilot-defined vertical speed; 

• IAS Hold or IAS (4): the autopilot maneuvers 

the aircraft on the pitch axis in order to 

maintain a desired airspeed (note that the 

throttle must be set to a fixed value); 

• Glide-Slope or GS (5): the autopilot 

maneuvers the aircraft to follow the Glide-

Slope signal of an ILS, executing flare and 

rollout once landing is obtained; 
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• Take-Off/Go-Around or TOGA (6): the 

autopilot keeps a pre-defined constant pitch 

attitude that ensures a positive rate of climb, to 

be used during take-off and go-around 

maneuvers; 

• VNAV Path (7): this is equivalent to the 

Manual mode, but the commanded pitch angle 

is provided by the Flight Management System; 

• VNAV SPD (8): this is equivalent to the IAS 

Hold mode, but the commanded airspeed is 

provided by the Flight Management System; 

• VNAV ALT (9): this is equivalent to the 

Altitude Hold mode, but the commanded 

altitude is provided by the Flight Management 

System; 

The following roll control modes are 

modeled in the MAS_Lab AFCS: 

• Manual or MAN (1): the autopilot keeps a 

fixed roll angle provided by the pilot; 

• Heading Hold or HDG (2): the autopilot 

captures and keeps the target heading; 

• Track Hold or TRK (3): a variant of HDG, 

the autopilot keeps a precise constant-heading 

route defined by a starting position; 

• Localizer or LOC (4): the autopilot 

maneuvers the aircraft to follow the Localizer 

signal of an ILS; 

• Take-Off/Go-Around or TOGA (5): the 

autopilot keeps wings leveled during take-off 

and go-around maneuvers; 

• LNAV (6): this is equivalent to the Manual 

mode, but the commanded roll angle is 

provided by the Flight Management System; 

The following auto-throttle modes are 

modeled in the MAS_Lab AFCS: 

• Thrust Reference or THR REF (1): in this 

mode, one of several pre-defined fixed throttle 

values is kept (e.g. IDLE, TAKE-OFF, etc.); 

• Speed Hold or SPD (2): the auto-throttle 

controls thrust to maintain a desired airspeed; 

• Mach Hold or Mach (3): the auto-throttle 

controls thrust to maintain a desired Mach; 

• Managed THR REF(4): a direct throttle 

command is provided by the FMS; 

• Managed SPD(5): this is equivalent to the 

SPD mode, but the commanded airspeed is 

provided by the Flight Management System; 

• Managed Mach (6): this is equivalent to the 

Mach mode, but the commanded Mach is 

provided by the Flight Management System; 

The mode selection logic has been 

implemented using Stateflow, in order to 

represent the many safeguards that are applied 

on the actual AFCS; for example, activation of 

the IAS pitch mode inhibits activation of the 

SPD auto-throttle mode (as the two are not 

compatible). Also, some modes can be armed 

and then activated when appropriate conditions 

are met; for example, the S and LOC modes are 

armed and then activated when the relative 

signal deviation is below a specified threshold.  

4.2 Control laws 

The main pitch control loop is shown in 

Figure 7; it is a traditional autopilot design 

which uses pitch angle and pitch rate signals to 

calculate the elevator displacement. The signals 

are appropriately filtered and gain scheduling is 

employed to ensure a good response throughout 

the flight envelope. 

The nine pitch control modes are applied 

externally to the main loop, providing a desired 

pitch angle value. For each mode, appropriate 

sensor signals are used to compute the pitch 

angle required to achieve the condition. As an 

example, the altitude and altitude rate signals 

are processed to compute the pitch angle 

required to reach and maintain the desired 

altitude in the ALT mode. A roll compensation 

signal is added to avoid altitude loss during 

lateral maneuvers. Figure 8 shows how the 

model switches between the various control 

laws. 

A similar strategy is used for the roll control 

part: the main control loop uses roll angle and 

roll rate signals to calculate the aileron 

displacement, whereas the desired roll angle 

value is provided by the various roll control 

modes. The roll control modes are usually 

simpler than pitch control modes; due to the 

slow latero-directional response of the aircraft, 

in fact, a proportional signal is sufficient, 

without the need of derivative signals. 

The auto-throttle is conceived differently, as 

there is no inner loop and each mode directly 

controls the throttle needed to achieve the 

desired reference value. As an example, Figure 

9 shows the Speed Hold control law. It uses 

filtered airspeed proportional and derivative 
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signals to calculate the throttle value; gain 

scheduling is applied to ensure smooth response 

throughout the flight envelope and specific rules 

are used for speed control during landing (e.g. 

throttle retard function). 

4.3 AFCS model validation 

As previously stated, autopilots are 

commercial products and it is difficult and 

costly to obtain actual performance data. For 

this reason, thorough validation of the dynamic 

response of the MAS_Lab AFCS was not 

feasible. Instead, the validation process was 

focused on checking static behavior and on a 

qualitative analysis of dynamic response. 

A total of nine test types have been prepared 

in order to validate AFCS functionality. To 

ensure sufficient coverage of the flight 

envelope, each test is repeated starting with 

three different initial trimmed configurations: 

• condition 1: 30000 ft, 0.72 Mach, 400000 

lb gross weight, c.g. position at 32% M.A.C. 

• condition 2: 5000 ft, 0.41 Mach, 564000 lb 

gross weight, c.g. position at 25% M.A.C. 

• condition 3: 15000 ft, 0.55 Mach, 680000 

lb gross weight, c.g. position at 14% M.A.C. 

The validation tests for the MAS_Lab AFCS 

are as follows: 

• test 1, ALT mode test: starting from the 

trim condition, a limited altitude change (±500 

ft and ±1000 ft) is commanded, with the auto-

throttle in SPD mode; ALT mode and main 

pitch loop dynamic response are evaluated; 

• test 2, VS mode test: starting from the trim 

condition, an altitude change (±3000 ft and 

±5000 ft) is commanded, with the auto-throttle 

in SPD mode and a required VS (±1000 ft/min 

and ±1500 ft/min); VS mode and main pitch 

loop dynamic response are evaluated; 

• test 3, IAS mode test: starting from the trim 

condition, an altitude change (±3000 ft and 

±5000 ft) is commanded, with the auto-throttle 

in THR REF mode and a required IAS (current 

speed ±20 kt); IAS mode and main pitch loop 

dynamic response are evaluated; 

• test 4, SPD mode test: starting from the trim 

condition, a speed variation (±20 kt,  ±40 kt and 

±80 kt) is commanded, with ALT mode keeping 

constant altitude; SPD mode dynamic response 

is evaluated; 

• test 5, Mach mode test: starting from the 

trim condition, a Mach variation (±0.05 and 

±0.1) is commanded, with ALT mode keeping 

constant altitude; Mach mode dynamic response 

is evaluated; 

• test 6, HDG mode test: starting from the 

trim condition, a heading angle change (±30 

deg,  ±60 deg and ±135 deg) is commanded; 

HDG mode and main roll loop dynamic 

response are evaluated; 

• test 7, auto-transition tests: various tests are 

run to verify the functionality of automatic 

mode transitions (such as VS/IAS to ALT when 

target altitude is reached, SPD to THR REF 

when IAS is engaged); 

• test 8, auto take-off test: the automatic take-

off function is tested using different 

configurations (weight and c.g. position); 

• test 9, ILS test: starting from various low-

altitude trim conditions, ILS capture and track 

are tested; focus is placed on activation of 

modes and verification of approach profile 

(vertical – GS and lateral - LOC); 
 

Figures 10 and 11 show a test example; these 

are the plots of altitude and pitch angle obtained 

for test 2, executed from condition 3 with an 

altitude change of 5000 ft and a VS of 1000 

ft/min. In this case, the AFCS was judged 

satisfactory. 
 

It is to be noted that AFCS dynamic response 

cannot be guaranteed to exactly reproduce the 

actual behavior of the aircraft, unless the data 

describing the performance of the actual AFCS 

is available. 

5 Conclusion 

Modeling and Validation process was 

completed with satisfactory results for the 

B747-100 model. Accuracy, consistency and 

coherence are the main features of the simulator. 

It is already able to fly with a Microsoft® Flight 

Simulator graphical interface. It is also ready to 

be interfaced with the innovative Flight 

Management System provided by a partner of 

the Clean Sky project. For the next future it is 

planned the completion of the other three 
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aircraft models. However their modeling seems 

to be faster starting from the knowledge and 

experience acquired in this first phase of the 

MAS_Lab project. 
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Fig. 7 - Main Pitch control loop 
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Fig. 8 - Pitch control modes 

 

 

 

Fig. 9 - Speed hold control law 

 

 

 

 

 
 

Fig. 10 - Altitude profile, test 2 

 

 

 

 

Fig. 11 - Pitch profile, test 2 
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Abstract  

In order to ensure the accuracy and reliability of 
integrated navigation system, scheme of 
multisource fusion navigation is usually used. 
Scheme of Inertial Reference System (IRS)/ Air 
Data System (ADS)/ Global Positioning System 
(GPS) integrated navigation is designed. The 
federal filter structure based on adaptive 
information distribution is designed for 
information fusion of multisource system. Fuzzy 
reasoning technology is introduced to ADS/IRS 
Kalman filter, and tight integrated mode is used 
in IRS/GPS filter. The optimal fusion and 
processing of multisource navigation 
information can be done through proposed 
algorithm. The fuzzy adaptive Kalman filtering 
model of ADS/IRS and tight integrated filtering 
model of INRS/GPS are built in this paper, and 
federal filtering algorithm based on adaptive 
information distribution is designed. Simulation 
is carried out based on above algorithms, and 
the results verify the effectiveness of proposed 
tightly-coupled ADS/ IRS/GPS integrated 
navigation algorithm based on adaptive fuzzy 
federated filter. 

1 General Introduction  

With the development of the sensor 
technology, the accuracy and reliability of the 
navigation system are more and more high, but 
higher request is put forward by the large 

passenger aircraft. Integrated navigation system 
based on INS is the main navigation system for 
most modern large aircrafts. Since INS is a 
diverging system, its error spreads over time. So 
INS is generally used combined with another 
navigation system whose error is relatively 
constant over time, and Global Position System 
(GPS) is a good choice. Extra navigation 
facilities are not need to be introduced to aircraft 
for ADS. Aircraft airspeed tube and altimeter of 
ADS belong to the autonomous navigation 
method like INS. At present, air data inertial 
reference units (ADIRU) are the main navigation 
system of the large passenger aircraft [1]. 

For different types of navigation systems, 
Kalman filtering technology is often used to fuse 
information from multiple sources, which occurs 
a problem that statistical properties of 
measurement noise is unpredictable. Fuzzy 
reasoning technology is introduced to Kalman 
filter technology, and measurement noise is 
adaptively adjusted through the properties of 
filter residual, so the system state can be 
estimated accurately [2]. 

At present the INS/GPS loose integrated 
mode is widely used which is easy to be realized, 
but the problem is obvious: firstly, at least 4 
satellites are needed which can’t be guaranteed 
in the actual situation, and the accuracy will be 
decreased seriously if the receiver doesn’t work; 
secondly, since measurement noise and 
measurement state are time correlation as 
position, velocity of receiver are time correlated 
with its errors, the output of GPS affects 
navigation precision and error estimation 
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precision. While GPS doesn’t need navigation 
solution in tight integrated mode, and its output 
can revise INS through Kalman filter, causing 
better navigation performance [3-6]. 

ADS/IRS/GPS federal filtering structure is 
designed in this paper. ADS/IRS Kalman filter 
based on fuzzy reasoning technology and 
IRS/GPS Kalman filter of tight integrated mode 
are used, and adaptive information distribution 
algorithm is designed in federal filtering to 
improve the accuracy and reliability of the 
integrated navigation system. At last fusion 
model of ADS/IRS/GPS integrated navigation 
system is built and simulation is done, the results 
verify the effectiveness of proposed algorithm. 

2 IRS/GPS tight integrated navigation 
technology 

2.1 Theory of IRS/GPS tight integrated 
navigation 

The theory of IRS/GPS tight integrated 
navigation is shown in Fig. 1: baseline 
information are pseudorange and pseudorange 
rate which are receiver’s output, and 
measurement information are pseudorange and 
pseudorange rate which are between body and 
satellites. The difference of baseline information 
and measurement information are observation 
information. The error of INS and clock error of 
receiver are estimated through filtering, then 
open loop correction or close-loop feedback 
correction can be done [7]. 

 
Fig.1 Diagram of pseudorange and pseudorange rate 

integrated navigation system 

2.2 Model of IRS/GPS tight integrated 
navigation 

The state of filter is [ , ]= T T T
IRS IRS GPSX X X . 

And [ , , , , , , , , , ,λϕ ϕ ϕ δ δ δ δ δ δ ε=IRS E N U vE vN vU L h bxX  

, , , , , , , ]ε ε ε ε ε ∇ ∇ ∇ T
by bz rx ry rz x y z , [ , ]δ δ= T

GPS u ruX t t . 
The noise of state equation is [ , , ,gx gy gzw w w=W  

, , , , , , , ]rx ry rz ax ay az tu truw w w w w w w w . 

The definition of state and noise in INS are 
the same with ADS/IRS integrated navigation 
system. Error states of GPS receiver are the 
distance δ ut  equivalent with clock error and the 
distance rate δ rut  equivalent with clock 
frequency error. So the state equation of the 
pseudorange and pseudorange rate integrated 
navigation system is: 

( ) ( )      0 ( )
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measurements of GPS/IRS integrated navigation 
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L Hλ, ,  are longitude, latitude, and height 
separately, 1 2 3n n ne e e, ,  are orientation cosines 
between the nth satellite and the receiver. 

3 ADS/IRS integrated navigation 
technology based on fuzzy adaptive 
filtering 

3.1 Design of ADS/IRS fuzzy adaptive 
filtering 

System noise kW  and measurement noise kV  
are zero-mean Gauss whit noise in traditional 
Kalman filter, and covariance matrixes are 
known as Q  and R . Statistical properties of 
measurement noise are unknown for INS/ADS 
integrated navigation system. System state can 
be estimated well by adjusting the measurement 
noise statistical properties through measurement 
information [8-9]. 

If the mathematical model is accuracy enough, 
the residual sequence should be zero-mean white 
noise and residual variance should be the 
theoretical residual variance got by Kalman filter. 
If the deviation is large, it means that 
measurement noise level has changed and 
measurement noise covariance matrix R need to 
be adjusted. According to the above idea, 
Kalman filter is designed as follows: 
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(2) 

Where kR  is the estimated value of the k step 
measurement noise matrix, kμ  is the adjustment 
coefficient of kR . 

The ratio of innovations nominal variance 
matrix’s trace and actual variance matrix’s trace 
is set as input of the fuzzy reasoning system in 
reference [10], and the output is used to adjust 
the measurement noise, so the differences of 
measurement noise are omitted during the 
adjustment. The measurement noise of each state 

is adjusted separately and k k1 k2=diag[ , ,μ μ μ  

k3 k4, ]μ μ , where k1 k2 k3 k4, , ,μ μ μ μ  are the 
adjustment coefficients of east velocity, north 
velocity, up velocity and height measurement. 
The difference function of residual variance 
value are defined as follows： 

( )
( )

,
,

r
kj

r

P j j
ROR

C j j
=

 
(3) 

where rP , rC  are nominal value, measurement 

value of residual variance, 
0

1 k
T

r i i
i i

C rr
M =

= ∑ , 

( ), 1 1 , 1 1 1 1 1
T T T

r k k k k k k k k k k k− − − − − − −= + +P H P Q H RΦ Φ Γ Γ . 

0 1i k M= − + , M is set through experience. 
The rules of fuzzy reasoning system which 

adjusts ( ),k j jR  are set as follows: if the model 
is accuracy, the value of kjROR  should be 1; if 

kjROR  is 1, it means that the model accords with 
the real one. If 1kjROR > , it means that 
measurement noise increases, so measurement 
noise variance matrix ( ),k j jR  should increase 

too; if 1kjROR < , it means that ( ),k j jR  should 
decrease.  

“Mamdani” fuzzy system is used in this paper, 
and center of gravity defuzzification is used. 
Figure 2 is the diagram of fuzzy Kalman filter. 

 
Fig. 2 The principle diagram of fuzzy adaptive Kalman 

filter 
Since statistical properties of measurement 

noise of each observation are different, so the 
membership functions of four fuzzy reasoning 
systems should differ from each other. Take the 
example of the adjustment of up velocity 
measurement noise, the input membership 
functions 3kROR  and output membership 
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functions k3μ  of fuzzy reasoning system are set 
as Fig. 3 and Fig. 4. 

 
Fig. 3 Membership functions of 3kROR  

 
Fig. 4 Membership functions of k3μ  

3.2 Filtering model of ADS/INS integrated 
navigation system 

The state of filter is [ , ]= T T T
INS INS ADSX X X . 

And [ , , , , , , , , ,λϕ ϕ ϕ δ δ δ δ δ δ=INS E N U vE vN vU L hX  

, , , , , , , , ]ε ε ε ε ε ε ∇ ∇ ∇ T
bx by bz rx ry rz x y z ， 

[ , , , , , , , ]δ δ= T
ADS wbx wby wbz wrx wry wrz ADS bX v v v v v v K h . 

The error equation of state equation can be built 
according to the sensor error model and INS 
error model. The state variables of INS are 
defined as reference 3. The noise of state 
equation is [ , , , , , , , , ,gx gy gz rx ry rz ax ay azw w w w w w w w w=W  

, , ]b d vx vy vz hw w w w w w， ， ， . The state equation 
is ( ) ( ) ( ) ( )t t t t= +X F X G W , and all parameters of 
the equation can be set according to the above 
differential equation, where 

 
      0       0

,
0      0      

INS INS

ADS ADS

F G
F G

F G
⎡ ⎤ ⎡ ⎤

= =⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

. 

The measurement of INS/ADS integrated 
navigation is set as follows: 

( ) ( ) ( ) ( ) T
ADS EINS EADS NINS NADS UINS UADS INS ADSZ v v v v v v h h= − − − −⎡ ⎤⎣ ⎦， ， ，

 
(4)

The output of ADS in navigation frame is: 

( )( )

( )

1

1

n n n n
ADS b ADS w

E wbE wrE
n
b ADS N wbN wrN

U wbU wrU

v C K v v

v v v
C K v v v

v v v

δ

δ

= + +
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⎢ ⎥+ +⎣ ⎦

(5)

The measurement equation is: 

[ ]1    INS
ADS ADS ADS

ADS

X
Z H H V

X
⎡ ⎤

= +⎢ ⎥
⎣ ⎦  

(6)

Where  
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1 6
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                       v   0
 
         0              0  -1

ADSH
× ×

×

−⎡ ⎤
⎢ ⎥− −⎢ ⎥
⎢ ⎥= −
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦ . 

4 Filter configuration of ADS/IRS/GPS 
integrated navigation system 

In order to get the optimal fusion of ADS, 
IRS and GPS information, the information fusion 
configuration is designed as Fig. 5. Sub-filters of 
the federal filter are designed to optimize filter’s 
performance and navigation precision: fuzzy 
adaptive Kalman filtering technology is used in 
ADS/IRS sub-filter; tight integrated mode is 
used in IRS/GPS sub-filter; adaptive information 
distribution technology is used in level two 
fusions [11-12]. 
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Fig.5 Federal filter structure of ADS/IRS/GPS 
integrated navigation system 

4.1 ADS/IRS/GPS federal filter algorithm 

The federal filter is a two-level data fusion 
structure. Sub-filter and main filter work 
together. The outputs of all sub-filters are fused 
through the main filter, and then the global 
optimal estimation ,

ˆ
g kX  and variance ,g kP  are 

got. Then the sub-filters and main filter are reset 
according to the information distribution 
principle. The state equation and the 
measurement equation of the ith sub-filter are set 
as follows: 

, -1 1 1 1k k k k k k− − −= +X X WΦ Γ  (7)

, , , ,i k i k i k i k= +Z H X V  (8)

The time updating, optimal fusion of main 
filter, information distribution and reset 
processes can be described as follows: 

, / 1 , 1 , 1 , 1 , 1 , 1 , 1

, / 1 , 1 , 1
ˆ ˆ

T
i k k k k i k k k k k i k k k

i k k k k i k
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X X

Φ Φ Γ Γ

Φ  
(9) 
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1 1 1 1
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1 1
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,
1 1 1 1
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1

, , 1 ( 1, , , )
n m

i k i g k i k i g k i
i

i n mβ β β− − − −

=

= = = =∑P P Q Q  
 

(11)

4.2 Adaptive information distribution 
technology used in ADS/IRS/GPS 
federal filter 

The fault of sub-filter can affect the state 
valuations since sub-filter’s contribution to the 
filter. So distance function is built and 
distribution coefficients of sub-filters are self-
adaptive adjusted, so as to improve the filtering 
effect. For the public state variables of two sub-
filter, adaptive factor adjusting principles are 
designed as follows: 

1 2

1 / ( )( )
1 / ( ) 1 / ( ) 1 / ( )

i
i

n

kk
k k k

λ
β

λ λ λ
=

+ + +
 (12)

Wher iβ  is weighted factor, ( )i kλ  are 
functions of constructed distance, and 

1
, , ,( ) ( ) ( ) ( )T

i i r i r i rk k k kλ −= r P r . , ( )i r kr  are prediction 
errors of sensors based on the global optimal 
filtering valuation. ,

ˆ( ) ( ) ( )i r i ik k k= −r Z Z ，

, , ,( ) [ ( ) ( )]T
i r i r i rk E k k=P r r . 
It can be seen from Eq. 13, if accuracy of the 

ith sensor decreases, the coefficient of the ith 
sub-filter will adaptively decrease too. The filter 
error of each system changes all the time in 
dynamic system, ( )kλ  changes too, so iβ  is 
real-time, and the method can be used to adjust 
the weighting factor real-time. 

5 Simulation and Results 

Simulation is carried out based on the fusion 
model of the integrated navigation system, the 
output frequency of INS is set as 50Hz. The bias 
of gyros of two sets of INS is set as 0.03 (°)/h, 
and bias of accelerometers is set as 410 g− . The 
bias of gyros of another set of INS is set as 0.1 
(°)/h, and bias of accelerometers is set as 
5* 410 g− . The output frequency of ADS is 1Hz, 
the errors of ease, north, and up wind constant 
velocity are set as 5m/s,3m/s and 1m/s separately, 
and the errors of ease, north, and up wind 
correlation velocity are set as 5m/s,3m/s and 
1m/s separately, correlation time is 30 seconds. 
The error of altimeter is set as 50m, 
correlation time is 1000 seconds. Scale factor 
error is 0.003. A typical flight path are taken 
which includes level flight, take off and landing, 
and slalom-like flight. The initial position is 
[29.4 ,106.6 ,100 ]m , and the initial heading is 
90 . 

IRS/GPS simulation results can be seen in Fig. 
6 and Fig. 7, the dotted line represents loose 
integrated mode and the solid line represents 
tight integrated mode. It can be obviously seen 
that tight integrated mode has a higher accuracy 
than loose integrated mode. Both latitude error 
and longitude error are less than 5m, and height 
error is less than 10m. 

The residual value function of Kalman filter is 
shown in Fig. 8. It can be concluded from Fig. 8 
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that the residual value function defined in 
Kalman filter tends to 1 after using fuzzy 
reasoning system to adaptive control, it means 
that residual variance is almost same with the 
theoretical value. 
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Fig. 6 Position error of IRS/GPS integrated and tight 

integrated navigation system 
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Fig. 7 Velocity error of IRS/GPS integrated and tight 

integrated navigation system 
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Fig. 8 Residual of Kalman filter covariance function of 
IRS/ADS, before and after using fuzzy reasoning 

system 
The velocity error of INS/ADS integrated 

navigation system is shown in Fig. 8: thick solid 
line represents integrated navigation results; two 
thin lines represent two same sets of INS/ADS 
integrated navigation results; the dashed 
represents a set of INS/ADS integrated 
navigation results which has different accuracy. 
In order to analysis the performance of the 
integrated navigation system, the velocity errors 
of integrated navigation and one set of INS/ADS 
integrated navigation are compared in Table 1. 

It can be seen from Fig. 8 that the error of 
INS/ADS integrated navigation system with low 
accuracy INS is larger than the other two sets of 
INS/ADS integrated navigation system with 
higher accuracy INS, but the integrated 
navigation results between two conditions are 
almost same. It can be concluded that when 
several sets of INS are working together, 
adaptive weighted algorithm can make integrated 
navigation as the same accuracy with the good 
subsystem. From Table 1 it can be seen that the 
velocity error variance of integrated navigation is 
low and the navigation performance is good. So 
during the navigation processing, if fault occurs 
in one set of INS, its contribution to the total 
integrated navigation will be decreases, and 
integrated navigation system will remain high 
accuracy. 
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Fig. 9 Position error of IRS/GPS/ADS integrated 

navigation system
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Fig. 10 Velocity error of IRS/GPS/ADS integrated 

navigation system 
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Fig. 11 Attitude error of IRS/GPS/ADS integrated 

navigation system 
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Fig. 12 Velocity error of GPS/ADIRS integrated 

navigation system, GPS is failure after 2000 seconds 
The position, velocity and attitude error of 

ADS/IRS/GPS can be seen in Fig. 9, Fig. 10 and 
Fig. 11 separately. A good performance can be 
got through the integrated algorithm designed in 
this paper. The velocity of ADS/IRS/GPS 
integrated navigation system is shown in Fig. 12, 
and GPS is failure after 2000 seconds. It can be 

seen from Fig. 12 ADS/IRS integrated 
navigation system works well after GPS’s outage, 
and the error of integrated velocity doesn’t 
diverge since velocity/height integrated mode is 
adopted. 

6 Conclusions 

Multi-source information fusion algorithm is 
designed to the ADS/IRS/GPS integrated 
navigation system which is widely used in civil 
aviation passenger plane. Fuzzy inference 
technology is used to improve the performance 
of Kalman filter, and IRS/GPS tight integrated 
mode is adopted which is better than loose 
integrated mode. All information of sub-filters 
can be effectively used by using adaptive 
information distribution technology, positioning 
accuracy can be guaranteed when GPS is failure. 
The scheme supplies a method for information 
fusion of ADS/IRS/GPS multi-source navigation 
system. 
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Abstract  

The runway operation at Tokyo International 
Airport became complicated with the opening of 
the fourth runway in October 2010. However, 
the runway allocation is basically fixed by 
destination/departure airports, which is not 
optimized in terms of fuel consumption and 
waiting time. In this paper, the runway 
operation is described by queuing theory, and 
the characteristics of airport operations are 
revealed. First, actual runway operation data is 
obtained and analyzed. Next, assuming certain 
simplifications, the runway operation is 
described by queuing theory. Finally, 
considering several possible traffic scenarios, 
the optimal runway allocation is examined, and 
the impact of factors such as take-off separation 
and position of the runway is revealed. 

Nomenclature 

( )E W : average waiting time of all aircraft. 
( )iE W : average waiting time on runway i. 
( )iE B : average processing time (take-off or 

landing separation time) on runway i. 
2( )( )

2 ( )
i

i
i

E BE R
E B

 
 
 

: average residual processing 

time on runway i.  
 ( ) ( )q

i i iE L E W : average number of aircraft 
waiting on runway i. 

i : traffic amount on runway i. 

1
( )i

iE B

 
 
 

 : average service rate on runway i. 

1i
i

i




 
  
 

 : probability of runway occupation 

on runway i. 

1 Introduction 

The airport congestion is recently a critical 
issue in many airports in the world. The 
bottleneck of the traffic flow is usually found on 
runways because the number of the take-offs 
and landings are limited due to the aircraft 
separation. As a result, long waiting queues are 
found on the ground taxiway and in the air. The 
decrease of departure and arrival queues will 
lead to the decrease in the fuel consumption. 

A 4D trajectory operation can decrease 
queues even at the same traffic volume. Under a 
4D trajectory operation, the flight plans of all 
aircraft are decided in advance, i.e., static 
queuing, and all aircraft are to be controlled 
under strict time restrictions. In such a case, in 
theory, departure and arrival queues will 
disappear if the flight plans are developed well. 
However, under this concept, once an aircraft 
cannot satisfy the restriction, many following 
aircraft become affected. Therefore, dynamic 
queuing is also required for the future system, 
and the goal of this research is to develop a real-
time dynamic runway allocation system.  

Several approaches for dynamic runway 
allocation system have been proposed. Issacson 
et al. proposed a knowledge-based runway 
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assignment algorithm[1], while Fritzsche et al. 
tried to calculate the potential improvement of 
the dynamic runway allocations[2]. Although 
both approaches are promising, the target airport 
runway operation is relatively simple. In 
addition, the degree to which the results are 
optimized remains unclear. Janic proposed a 
heuristic runway allocation algorithm[3] where 
a complicated airport is considered. However, 
only a rough estimation of the runway usage is 
considered, and the waiting time of the 
individual aircraft is not taken into account.  

The target airport of this research is Tokyo 
International Airport where the fourth runway 
was opened in October 2010. As the runway 
operation becomes more complicated, a 
sophisticated runway allocation algorithm is 
required. In order to achieve a dynamic 
allocation of such a complicated airport, the 
understanding of airport operation 
characteristics is necessary. Therefore, in this 
paper, as a first step, the runway operation is 
simplified, and it is described by queuing 
theory[4][5]. This is an analytical method, so it 
is very fast to calculate and easy to understand. 
Then, the characteristics of the runway 
operation are examined, and the relationship 
between the parameters (e.g., the amount of 
traffic, the trend of the waiting time) is revealed.  

This paper is organized as follows. Section 2 
starts with the details of the runway operation in 
Tokyo International Airport, and the actual take-
off and landing data is obtained. In Section 3, a 
simple queuing theory is introduced, and the 
runway operation is described. In Section 4, 
based on a simple model, the characteristics of 
the runway operation are revealed. Finally, the 
paper is summarized in Section 5. 

2 Runway Operations at Tokyo 
International Airport 

2.1 Tokyo International Airport and its 
runway operation 

Tokyo International Airport is the biggest 
airport in Japan, and is mostly used for domestic 
flights. In 2010, the fourth new runway was 

opened and more spots for international flights 
became available. It is expected that the annual 
traffic volume will increase to 447,000 flights in 
the future, although currently it stands at 
303,000 flights[6]. Although there are four 
runways, the runways cross each other so a 
mutual interaction of the runways exists. Under 
this condition, the optimized runway allocation 
is not obvious. 

The maximum capacity of take-off and 
landing is expected to be 40 aircraft each per 
hour. Figure 1 shows the airport map and a 
typical operation under south wind at maximum 
capacity. As mentioned earlier, there are four 
runways in the airport. A and C runways are 
3,000 meters long used for take-off aircraft, 
while B and D runways are 2,500 meters long 
for landing aircraft. However, there are some 
restrictions of the runway usage. First, when 
aircraft lands on D runway, aircraft cannot take 
off from A and C runways, or they would 
collide. Second, A and B runway intersect at the 
end. These runways can be used independently 
as long as the aircraft accept the short take-off. 
However, heavy aircraft sometimes need more 
length of the runway for take-off, and in such a 
case, the two runways simultaneously cannot be 
used. In addition, D runway is located further 
from the terminal buildings, so it takes more 
time for aircraft to taxi.  

 
Fig. 1 The airport map and typical operation under 

south wind. 

Currently, the runway usage depends entirely 
on the direction of departure/arrival airports. A 
runway is used for westbound departure aircraft 
with at most 22 aircraft per hour, whereas B 
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runway serves southbound arrival aircraft with a 
rate of 28 aircraft per hour, C runway is for 
eastbound departure aircraft with 18 aircraft per 
hour, and D runway is for northbound arrival 
aircraft with 12 aircraft per hour.  

This static runway allocation system favors 
reduced ATC workload, because ATC does not 
have to occupy themselves with the runway 
allocation for each aircraft. However, it is also 
obvious that this allocation is not optimized in 
terms of fuel consumption and waiting time of 
aircraft. As mentioned before, a dynamic 
allocation would be the best solution, but this 
paper aims at revealing the characteristics of the 
airport operation first. Therefore, this paper 
considers the static runway allocation, and 
answers the following questions based on 
queuing theory. 
 What is the optimized static runway 

allocation? 
 How is the waiting time influenced by 

traffic volume and airport configuration? 

2.2 Take-off and landing aircraft data 

Before applying queuing theory, several data 
are required, i.e. the average take-off and 
landing time separation, the ratio of aircraft 
using long runway for take-off, and additional 
taxiing time to D runway. The data is obtained 
for one week in December 2010, even though 
the runway was not operated under the 
considered south-wind conditions at all times. 

First of all, the take-off and landing time 
separations are considered. These time 

separations are not constant, as they depend on 
the combination of preceding and following 
aircraft, as well as include some randomness. 
However, this time in order to apply queuing 
theory, it is assumed that these time separations 
are always constant.  

In extracting take-off separation, the 
minimum time separation is available only 
when aircraft take off continuously. Therefore, 
the take-off time separation data is extracted 
based on the following conditions: there is an 
aircraft waiting for take-off just before the 
runway when the preceding aircraft takes off. 
As for landing aircraft, it is difficult to judge 
whether each landing separation can be reduced 
or not. Therefore, the mode value of the landing 
separation for all landing data is used as 
reference landing separation. The landing 
separation is discretized by 5 seconds. D 
runway is used less often, so only B runway 
data is used. Although the landing separation is 
estimated less accurately, it is sufficient for the 
purpose of this research. Table 1 shows the 
take-off and landing separations on each day. 

The number of take-off aircraft from C 
runway is smaller than that from A runway, so 
the difference of take-off separation on C 
runway between days is relatively big. However, 
there is no clear difference of take-off 
separation between runways, so the take-off 
separation is assumed to be 104 s. Similarly, the 
landing separation is assumed to be 126 s. 

In terms of long take-off on Runway A, the 
number of aircraft applying long take-off is 
obtained. However, only 4 aircraft used long 

Table 1 Take-off and landing separation 

 Average take-off separation 
(number of data) 

Mode of landing separation 
(number of data) 

 A Runway C Runway B Runway 
12/20 103.8s (12) 110.9s (16) 115s (56) 
12/21 (0) (0) (0) 
12/22 104.4s (25) 98.2s (14) 115s (64) 
12/23 (0) (0) (0) 
12/24 103.6s (43) 107.6s (35) 125s (151) 
12/25 105.1s (94) 106.9s (51) 130s (373) 
12/26 104.5s (84) 99.5s (32) 125s (354) 
Total 104.5s (258) 104.4s (132) 125.7s (998) 
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take-off out of 702 aircraft during this week, so 
the effect of the long take-off aircraft is 
neglected this time. However, in the future, the 
number of international flights is expected to 
increase, which may increase the number of 
aircraft applying long take-off runway. 

Finally, the effect of taxiing time is 
considered. D runway is located further from 
the terminal buildings, which requires additional 
taxiing time compared to other runways. 
Considering the waiting time of departure 
aircraft, the total taxiing time is important. 
Therefore, if an aircraft uses D runway, the 
additional taxiing time should be added even if 
it executes smooth taxiing. Consequently, the 
average taxiing time of landing aircraft is 
obtained. In general, the landing aircraft go 
taxiing smoothly, so their taxiing time can be 
assumed to be the same as the taxiing time 
without congestion. Table 2 shows the average 
taxiing time of landing aircraft on each runway. 
Clearly, the taxiing time from D runway is the 
longest with more than 1 minute longer than 
that from B runway. This additional taxiing time 
will be considered in the simulation. 

Table 2 Average taxiing time of landing aircraft on 
each runway. 

 
Average taxiing 
time of landing 

aircraft 

Number of 
samples 

A Runway 216.64 s 1601
B Runway 343.60 s 998
C Runway 215.12 s 523
D Runway 416.38 s 325

3 Description of Runway Usage with 
Queuing Theory 

According to the conditions written in Sec. 
2.2, the average waiting time on each runway is 
calculated. This time, queuing theory is used to 
describe the runway operation. To simplify the 
problem, the following assumptions are 
introduced. All queues are assumed to be M/D/1. 

1) Arrival aircraft are always prior to 
departure aircraft, and all queues are non-
preemptive. 

2) A and C runways have independent 
queues. 

3) The departure and arrival separations are 
always the same (deterministic), respectively, 
i.e. 

, ,

1 1( ) ( ) , ( ) ( )
2 2

A C dep B D arr

A C B D
dep arr

E R E R E R E R

     

 

   

   

4) The intersection of B runway (arrival) 
and A runway (departure) is not considered. 

3.1 B runway  

B runway is totally independent of the other 
traffic. Only a single flow of arrival aircraft 
should be considered. Therefore, basic queuing 
theory is applied to calculate the waiting time. 

( ) ( ) ( ) ( )q
B B B B BE W E L E B E R   (1)

Finally, the waiting time is obtained as the 
following expression. 

( )
2 (1 )

B
B

arr B

E W 
 




 (2)

3.2 D Runway 

D runway is not independent of other flows, 
and is affected by departure aircraft from A and 
C runways. At D runway queue, priority is 
given to departure aircraft, so priority queuing 
theory is applied. However, priority queuing 
theory is based on a single priority queue and a 
single low-priority queue, although there are 
two low-priority queues this time. Therefore, 
the combined low-priority queue is assumed, 
and the waiting time on D runway is calculated 
based on priority queuing theory.  

( ) ( ) ( ) ( )
( )

q
D D D AC AC

D D

E W E L E B E R
E R




 


 (3)

where AC  indicates the probability of runway 
occupation on runway A or C. The flow of A 
and C runways is randomly distributed between 
1 D , so the approximate probability of 
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runway occupation on runway A and C (defined 
as &A C ) is calculated. 

& (1 )
1 1 1

C A CA
A C D

D D D

   
  

  
  

 (4)

Next, AC  is calculated. 

&

1

AC A C A C

A C
A C

D

   
  



  

  


 
(5)

Finally, the waiting time on runway D is 
calculated as follows. 

1
1 2 2

1

A C D
A C

D dep arr

D

   
  


 
    


 

(6)

The D runway is further from the terminal 
building, which require longer taxiing time, as 
shown in the last section. Therefore, this factor 
is considered as additional waiting time ( 0Dw ). 

0

( )

1
1 2 2

1

D

A C D
A C

D dep arr

D

D

E W

w

   
  


 
    




 

(7)

3.3 A and C runways 

A and C runways have less priority to arrival 
aircraft than D runway. Since A and C runways 
are equally treated, only A runway is considered 
here. The average waiting time on runway A is 
formulated based on priority queuing theory. 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( )

q q
A A A D D

A A D D D D

C

E W E L E B E L E B
E R E R E W

w
  

 
  


 

(8)

This runway has less priority to D runway, so 
the waiting time on D runway is added as the 
second, fourth and fifth terms. The last term 
shows the correction terms to express two low-
priority queues. The difference between a single 
low-priority queue and two low-priority queues 

are found in the additional processing time on C 
runway when D runway is queued. The 
extended waiting time is defined as Cw . The 
details are shown in Fig. 2. The difference 
between a single low-priority queue and two 
low-priority queues becomes obvious in the 
following scenario. Suppose an aircraft is 
waiting for take-off on A runway. Before the 
aircraft takes off, an aircraft is queued on D 
runway followed by an aircraft on C runway. 
The additional waiting time ACt  is equal to Ct . 
Therefore, Cw  can be calculated based on the 
following formula. 

1 1

0

26

dep dep
C D arr C dep

C D arr

dep

w d dt 


    

  






 
 

(9)

 
Fig. 2 The difference in the additional waiting time. 

Finally, the average waiting time on A 
runway is calculated. 

 2

( ) ( )
2 2

1
6

A D
A D D

dep arr

C D arr
A D

dep

E W E W  
 

    


  

  


 

(10)

The average waiting time on C runway is 
also calculated in the same way. 

 2

( ) ( )
2 2

1
6

C D
C D D

dep arr

A D arr
C D

dep

E W E W  
 

    


  

  


 

(11)

The average waiting time of all aircraft can 
be found by the following expression. 
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A A B B C C

D D A B C D
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(12)

The obtained formulas are evaluated by a 
numerical simulation. 

3.4 Parameter values 

In order to calculate the waiting time, several 
parameters are required. Actually, dep , arr , 

A , B , C , D , 0Dw  are needed. A , B , C  
and D  are the traffic demand, which are the 
conditions of the simulation. dep , arr , and 

0Dw  are obtained from the actual data as shown 
in Sec. II, 3600/104, 3600/126, 60/3600, 
respectively. The unit is hour. 

4 Simulation Results 

4.1 Calculation assumptions 

The waiting time depends on the departure 
and arrival traffic. To simplify the problem, the 
departure traffic is evenly distributed between A 

and C runways. (
2
dep

A C


   ) The arrival 

traffic is now distributed with regard to the 
direction of the departure airport, and the ratio 
of aircraft using D runway (defined as  ) is 
currently set to 0.3. Using  , the arrival traffic 
demand can be written as follows: 

(1 )B arr    , D arr  . When the departure 
and arrival traffic are fixed, the waiting time is 
calculated in terms of  . 

4.2 Calculation results under several 
scenarios 

4.2.1 Calculation result for normal traffic 
density 

First of all, the characteristic of the waiting 
time is revealed. The departure and arrival 

traffic are assumed to be 30 aircraft/hour, which 
is the current traffic at most times. Figure 3 
shows the calculation result. ( )AE W  and ( )CE W  
have the same curve type, because it is assumed 
that the departure aircraft are distributed evenly 
to A and C runways. As   increases, the 
waiting time of A and C runways increases 
because the departure is blocked by arrival 
aircraft on D runway. On the other hand, as   
increases, the waiting time of B runway 
decreases, because the traffic to B runway 
decreases with higher  . At D runway, a 
priority is always given to departure aircraft, so 
the waiting time is relatively smaller than that of 
other runways. The optimal waiting time is 3.31 
minutes achieved when   is 0.246. Even if   is 
0.3, the waiting time is 3.63 minutes, which is 
just 0.32 minutes higher than the optimal one. 
Therefore, the current distribution of arrival 
aircraft is very acceptable when normal traffic 
density is assumed. 

 
Fig. 3 Average waiting time on each runway. 

(departure: 30/hour, arrival: 30/hour) 

4.2.2 Impact of traffic density of waiting 
time 

However, the traffic volume is not constant 
throughout the day. In the morning, the number 
of departure aircraft is much higher than that of 
arrival aircraft, and vice versa at night. This 
time, the following two cases are considered 
based on actual traffic data. 

a) Departure traffic: 40 aircraft/hour, 
arrival traffic: 26 aircraft/hour 
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b) Departure traffic: 5 aircraft/hour, arrival 
traffic: 36 aircraft/ hour 

The result is shown in Fig. 4. Here, only 
average waiting time in each scenario is shown. 
The result clearly shows that the optimal 
distribution is completely changed depending on 
the scenarios. When the departure traffic is 
relatively high, the optimal   is shifted to the 
low end so that the arrival aircraft to D runway 
do not interfere with departure aircraft. In the 
same way,   is relatively high when arrival 
traffic is big. The difference of the average 
waiting time between 0.3   and the optimal 
one is more than 2 minutes, which infers that 
much improvement can be made. 

 
Fig. 4 Average waiting time under various traffic. 

4.2.3 Effects of taxiing duration 

As mentioned earlier, D runway is located far 
from the terminal building, so additional taxiing 
time ( 0Dw ) is required when D runway is used. 
According to the obtained data, 0Dw  is about 1 
minute, but the effect of 0Dw  is considered 
here. Therefore, the relationship between   and 
average taxiing time is examined when 0Dw  is 
0, 1, and 2 minutes. Figure 5 shows the 
calculation result. The dotted line shows the 

result when 0Dw  is 0, the solid line: 1 minute, 
and the dashed line: 2 minutes. Naturally, the 
difference of average taxiing time is bigger 
when the number of arrival aircraft is bigger. 
However, we should focus on the optimal   in 
each 0Dw . In all scenarios, the optimal   is 
almost constant even when 0Dw  is changed. 
Table 3 shows the detailed relationship between 

0Dw  and  . According to the result, the 
optimal   is changed within 0.011, 
corresponding to 0.39 aircraft/hour. This result 
infers that a few minutes additional taxiing time 
to D runway does not affect the optimal traffic 
flow. In other words, the additional taxiing time 
will not be a trigger to change the runway usage. 

 
Fig. 5 Influence of taxiing time on average waiting 

time. 

4.2.4 Capacity and take-off/landing 
separation. 

Judging from the obtained traffic data, the 
airport cannot accommodate 40 departure and 
40 arrival traffic because take-off and landing 
separation is too long. It does not mean that the 
airport cannot manage the objective capacity 
technically, because the take-off and landing 
separation can be reduced. The question is that 

Table 3 The effect of 0Dw  to optimal  . 

 departure: 30, arrival: 30 departure: 5, arrival: 36 departure: 40, arrival: 26 

0Dw  Optimal  aircraft/hour Optimal  aircraft/hour Optimal   aircraft/hour
0 min 0.2487 7.46 0.4489 16.16 0.1302 3.39
2 min 0.2438 7.32 0.4379 15.77 0.1248 3.24
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how much time should be reduced. The possible 
reduction times of take-off and landing 
separation are defined as dept  and arrt , 
respectively. Therefore, dep  and arr  are 

calculated as follows; 3600
104dep

dept
 


, 

3600
126arr

arrt
 

 
. The average waiting time 

with various dept  and arrt  is calculated and 
shown in Fig. 6. To achieve less than 10 
minutes average waiting time, at least 15 s 
reduction of landing separation is required. 
According to the figure, arrt  gives about two 
times greater impact than dept . For example, 
almost the same average waiting time is 
observed when ( , ) (0, 20), (10,15)dep arrt t    or 
( , ) (0, 25), (10, 20)dep arrt t   . In addition, not 
surprisingly, the optimal   is shifted to positive 
when dept  increases, and to negative when 

arrt  increases. Unlike in the case of additional 
taxiing time to D runway, the difference of the 
optimal   between the various sets of dept  and 

arrt  is not negligible. The bigger dept  and 

arrt , the smaller the average waiting time. 
However, the optimal   is not the same even if 
the optimal average waiting time is the same. To 
minimize the average waiting time, the solution 
should be changed depending on the situation. 

 
Fig. 6 Impact of the reduction of the take-off and 

landing separation. (departure: 40/hour, arrival: 
40/hour) 

5 Conclusions 

The congestion of airport runways is one of the 
biggest issues for aviation. Optimal runway 
allocation is a promising answer considering the 
limited airport capacity. This time, the runway 
operation at Tokyo International Airport was 
simplified and modeled by queuing theory. 
Several parameters were obtained with the 
actual runway operation data. According to the 
calculation results, the optimal distribution of 
the runway usage was changed depending on 
the traffic and the take-off/landing separation. 
However, the location of the runway would not 
be a big issue in terms of the distribution of the 
runway usage. In the future, it should be 
verified how much the simplified model agrees 
with the actual runway congestion. 
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Abstract  
An algorithm is presented for establishing an 

optimal sequence of aircraft departing from an 
airport. Under a specific choice of the 
requirements and objectives, the problem is 
formulated as a combinatorial optimization task. 
The algorithm blends exhaustive evaluation of 
the possible sequences with a sliding sub-
horizon technique. The validity of the 
algorithm’s concept is evaluated by application 
on a realistic traffic data sample for Milan 
Malpensa airport, concerning an entire day 
period in which a significant traffic load was 
recorded. Results suggest that the algorithm is 
capable of delivering the benefits for which it 
has been designed. Indeed, the algorithm 
exhibits variations w.r.t. the real traffic sample 
in the defined performance metrics that are in 
complete accordance with the expected effects. 
For instance, the algorithm allows saving 
around 15 % of the overall time the aircraft 
spend with active engines, with related cost, 
pollution and noise benefits. 

1 Introduction 
In today procedures, the control tower 

handles departing traffic at an airport on a “first 
come – first served” principle, which is based 

on the actual time or order that aircraft request 
pushback and taxi clearance. Sequencing of 
departures is done manually when practicable 
by use of “best practices”. The objective of a 
runway departure sequencing function is instead 
to establish an optimal sequence in which 
aircraft can depart from the available runways at 
an airport and start their initial climb phase. 
This is done minimizing the waiting times and 
maximizing the efficiency of the operations, 
under compliance to applicable technical and 
operational rules that restrict the usage of 
runways, such as separation criteria for aircraft, 
timeslots in which aircraft should depart, and 
aircraft performance limits. A Departure 
Manager (DMAN) is a decision support tool for 
replacing the current manual procedures with a 
set of ATC tools that accommodate the 
information exchange and provides an 
optimized flow of outbound traffic [ 1]. The 
DMAN mainly provides departure schedules to 
achieve an optimal use of the runways and to 
improve the organization of the outgoing traffic. 
One of the core elements of a DMAN is the 
Departure Sequencing (DS) algorithm, which is 
in charge of determining the optimal sequence 
of departures, as well as the correct timing of 
prominent events, such as take-off and off-block 
times. 

The present paper focuses on developing an 
algorithm for sequencing aircraft departures at 
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an airport whose complexity is representative of 
a typical Italian hub and to prove the validity of 
the developed concept by evaluating the 
algorithm performances on a realistic traffic 
sample. The algorithm has been designed for 
handling DS problems that are consistent with 
the DMAN operational concept proposed by 
EUROCONTROL [ 1 –  4], which reflects the 
main features of relevant research in progress at 
European airports [ 5 –  7].  

The DS problem is typically treated as an 
optimization problem with a discrete component 
(sequencing) and a continuous one (timing of 
prominent events). This typology of 
optimization problems is very complex to 
tackle, and is usually approached introducing 
some simplifying assumptions that transform 
the original intractable problem into a simpler 
one whose solution can be obtained by applying 
some well-established methods (e.g. [ 8]). The 
approach followed in this paper is instead to 
avoid optimizing the continuous part of the 
problem, and to solve the DS problem with 
combinatorial optimization algorithms. This 
problem relaxation is possible since most 
objective functions in DMAN applications are 
monotone w.r.t. the timing, i.e. earliest is always 
better [ 9,  10]. Thus, by opportunely designing 
the objective function, one can explicitly 
enforce optimality of the continuous part of the 
problem, and thus approach the DS as a discrete 
optimization. Furthermore, the DS problem is 
typically over constrained in CFMU-regulated 
airports [ 9,  11]. A novel approach is proposed in 
this paper to deal with this feature of the 
problem. It is based in managing hard 
constraints for avoiding unfeasible departure 
sequences, and to optimize amongst possible 
sequences using a hierarchical objective 
function [ 12] that incorporates performance 
metrics and soft constraints.  

2 Problem Setting 
The DS problem may be seen as establishing 

a Departure Plan (DP) subject to various inputs 
and constraints for maximizing a series of 
objective functions. The DP comprises the 
sequence of aircrafts which have to take-off 

from a (or several) runway(s), and the time 
epochs at which the events of each aircraft’s 
departure process shall occur. Let us refer to 
standard EUROCONTROL’s nomenclature, 
which can be found in   [13]. The departure 
process is seen as a series of departure 
milestones, whose definition can be found in 
  [13]. The sequence timing consists in assigning 
a time epoch to all relevant departure 
milestones. 

As previously mentioned, because of the 
features of the DP, finding the optimal DP is an 
optimization problem with a discrete component 
(sequencing) and a continuous one (milestones 
timing). Such Nonlinear mixed Discrete – 
Continuous Optimization (NDCO) is a highly 
complex problem, for which no well-established 
approaches exist. Without referring to the 
DMAN framework, the most popular way for 
solving such problems is of linearizing the 
continuous part (constraints and objectives). 
This allows recasting the NDCO as a Mixed 
Integer Linear Program (MILP). A solution can 
be generally achieved for the MILP, by 
combining the very efficient Linear 
Programming solution methods, to somehow 
more involved Integer Programming techniques. 

In the DMAN context, only reference  [14] 
follows this approach, whereas for scheduling 
landing aircraft, this is a widely used approach. 
This discrepancy arises mainly because the 
determination of milestones timing is less 
critical in DMAN applications, when compared 
to the determination of the sequence. In fact, 
references  [9],  [10] argue that most objective 
functions in DMAN applications are monotone 
w.r.t. the timing, i.e. earliest is always better. 
Because of this assumption, the milestones 
timing is uniquely determined by the sequence. 
This allows one to avoid optimizing the 
continuous part of the problem, implying that 
only the sequence in which the aircraft depart 
determines the optimality of a solution. As such, 
the majority of departure planning problems are 
approached with combinatorial optimization 
algorithms that consider only the discrete part of 
the problem. 

Furthermore, the DS problem is typically 
over constrained in CFMU-regulated airports [ 9, 
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 11]. This implies that one has to face the 
situation in which no sequence exists that 
complies to all the constraints. In order to 
provide at least one DP, the problem shall be 
stated allowing the solutions to violate, when 
necessary, at least one of the constraints. This is 
usually accomplished by dividing the 
constraints in: 
 Hard constraints, that shall never be 

violated, and to which any feasible DP shall 
comply.  
 Soft constraints, that should not be 

violated as far as practical, but can be violated if 
no compliant DP exists.  

We refer herein to the operational concept 
developed by the SICTA consortium under 
contract by ENAV, the Italian ANSP. We 
briefly recall its basic requirements  
 Planning Horizon. The planning horizon 

length shall be traded off depending on various 
factors, such as the computational burden, the 
maximum number of runways, aircrafts, and 
gates to be handled, the capacity and traffic load 
of the airport, and on the accuracy of the data 
necessary to completely define the DP. Typical 
values are around 20 – 50 minutes ahead in 
time. 
 Update Rate. Departure planning is a 

highly dynamic environment. Thus, the DP shall 
be regularly updated reflecting the change over 
time of input data, constraints, and/or objective 
functions. Typical values for update rate are in 
the order of 1 minute. 
 Stability and traceability of solutions. It 

is of upmost importance that the Air Traffic 
Controller (ATCo) is able to understand the 
rationale behind the modification of the DP due 
to a change in the situation, as well as to agree 
with the optimal DP proposed by the algorithm. 
Indeed, if these conditions are not satisfied, the 
ATCo will probably avoid using the tool.  
 Tool authority. The DMAN tool is 

assumed to have no planning authority on 
departing aircraft after the aircraft starts the off-
block procedure, that is, the DMAN plans up to 
the AOBT. This is because the developed 
DMAN concept does not foresee any data 
update on the aircraft status after it goes off-
block, mainly to avoid any additional workload 

for the ATCo. Furthermore, the DMAN is 
assumed not to be in charge of determining the 
runway (RWY) in use and the ICP / SID for 
departing aircraft, mainly because their selection 
depends on variables that are out of the DMAN 
scope, such as noise abatement procedures, 
ATFM regulations, and so on. Moreover, the 
DMAN is assumed to have no authority on 
arriving flights. As such, the DMAN ultimate 
function is to plan TSAT (see  [13] for the TSAT 
definition) in order to allow for a realistic 
establishment of the optimal departure sequence 
with a minimum surface occupancy by the 
aircraft with motors idle. 

The following observations are drawn on the 
features that the DS algorithm shall possess. 
 Allow relaxation of (some) constraints. In 

particular, validation of other DS algorithms has 
shown that traffic flow restrictions must be 
treated as soft constraints  [6]– [9],  [11]. 
 Formulate the problem as a combinatorial 

optimization using objective functions that are 
monotone w.r.t. the timing, i.e. earliest is always 
better. 
 Heuristics must be used for solving the 

problem. In fact, even for a combinatorial 
optimization, the problem complexity 
considering the order of magnitude of the 
number of aircraft to be planned in a meaningful 
time horizon (that determines the problem 
dimension) is not compatible with the update 
rates needed in DMAN applications 
 Iterative algorithms are not desirable. The 

fixed update rate is not compatible, in general, 
with iterative algorithms. Indeed, these 
algorithms have no guarantee of convergence in 
fixed time.  
 Random global optimization methods shall 

be avoided. These algorithms are generally 
unable to produce same solution under same 
input, and the variation of the solution may be 
disproportioned from input variation. In DMAN 
applications, the ATCo would thus be unable to 
understand the rationale for the DP 
modification, probably disregarding DMAN 
suggestions. 

2.1 Choice of the Algorithm Typology 
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The algorithm for determining the DP shall 
thus be capable of dealing with the following 
tasks: 
 Optimize the DP in a Sliding Time 

Horizon, considering all aircraft starting from 
TOBT – X minutes up to AOBT, and updating 
the solution every Y minutes. Typical values for 
X are 20 – 50 minutes and Y is less than 1 
minute. 
 In each time horizon, formulate the 

problem as a combinatorial optimization. Use an 
exact algorithm (e.g. enumeration-based), 
modified by introduction of problem - specific 
heuristics to reduce the computational burden. 
 Enforce equity requirements and solution 

traceability implicitly, by limiting sequence 
deviations from the nominal one. This further 
allows simplifying the problem solution, with 
related computational benefits. 
 Differentiate constraints between hard and 

soft ones, where the CTOT shall be treated as a 
soft one. 

Among the various departure planning 
algorithms analyzed, the following two 
techniques have been selected for the DS 
algorithm design: 
 Exhaustive Evaluation, which consists in 

evaluating all the possible departure sequences, 
that is, in determining the timing for all 
departure sequences. This technique is used by 
NLR’s OPS (see  [11] for details). 
 Sliding sub – horizon technique, which is 

a problem specific heuristic consisting in 
obtaining a complete sequence of aircraft in the 
time horizon by optimizing a smaller sequence 
several times, thus allowing to reduce the 
number of possible sequences. This technique is 
used both by NLR’s OPS  [11] and by DLR’s 
DMAN  [9]. 

As far as the exhaustive evaluation is 
concerned, it provides a significant advantage in 
terms of algorithm simplicity, with resulting 
benefits in terms of algorithm design and 
development times. Furthermore, it is also an 
exact algorithm, which explores the whole 
design space providing thus the globally optimal 
solution. Unfortunately, this can be done only 
for problems of very small size. Indeed, when 
the planning task comprises N aircraft, the 

number of possible sequences is N!, given by all 
possible permutations of the n aircraft, implying 
an almost  exponential increase in the number of 
possible sequences with n. For instance, if N = 
5, there are 120 possible sequences, that 
increase to over 3.5 millions in case N = 10. As 
such, no more than O(5) aircraft can be 
reasonably analyzed in seconds by conventional 
computers. Exhaustive evaluation techniques 
are thus not appropriate by themselves, but need 
to be augmented with additional techniques that 
allow reducing the number of sequences to be 
analyzed, that is, for the current application 
framework, the sliding sub – horizon technique. 

The way sliding sub – horizon techniques do 
not explore the whole design space is easily 
understandable, which is desirable for 
traceability requirements. In this case the 
algorithm optimizes a sequence of n aircrafts 
out of the N that are present in the whole time 
horizon, with n < N, and freezes the first k < n 
aircrafts in the sequence, then slides the sub-
horizon of k places. The sliding sub-horizon 
slides from the first aircraft in the sequence to 
the last one. Therefore, an aircraft can be 
anticipated in the sequence for no more than n 
places, whereas it can be delayed up to the end 
of the sequence. The algorithm thus does not 
explore the portion of design space made by 
sequences in which at least one aircraft is 
anticipated for at least n+1 places w.r.t. the 
initial sequence. This feature also provides some 
inherent equity to the solution explored by the 
algorithm, since deviations from the nominal 
sequence are limited (even though only one-
way). On the other hand, the initial sequence 
provided to the algorithm assumes a notable 
significance, since the sub-optimal solution will 
heavily depend on its choice.  

3 Algorithm Design 

3.1 Reference Departure and Arrival 
Timelines 

The reference timelines of aircraft served by 
the airport have been devised based on 
EUROCONTROL’s milestones approach ( ref. 
 [13]): in response to the intended TOBT, the 
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ATC issues a TSAT, which is the primary 
DMAN output. We also assume, as ref.  [13] 
does, that the start-up and off-block phases 
occur simultaneously. The TOBT, provided to 
DMAN via CDM, is considered as a constraint, 
which dictates the earliest time in which the 
TSAT can by issued by DMAN. The time 
necessary to the aircraft to take-off from TSAT 
is broken down in three parts: 
 Estimated Time To Runway (ETTR), is 

the time necessary to the aircraft to reach the 
Runway Holding Position (RHP), or to enter in 
the runway queue. This time comprises a 
portion of the estimated taxi out time (EXOT). 
 Runway Holding Time (RHT), is the time 

the aircraft will spend at the runway holding 
position either because it arrives at the RHP 
before the runway is available for take-off, or 
because there is a departing queue. 
 Runway Occupancy Time, Departure 

(ROTD), is the time necessary to the aircraft for 
taking off, once the line-up clearance has been 
issued. 

As a consequence of this reference timeline, 
the following timing relationship exists between 
the TTOT and the TSAT. 

 TTOT = TSAT + ETTR + RHT + ROTD (1) 

The reference arrival timeline foresees two 
events: 
 Estimated Landing Time (ELDT), 

provided to DMAN via CDM, is the estimated 
time epoch in which an aircraft will touchdown 
on the runway. 
 ELDT + Runway Occupancy Time, 

Arrival (ROTA), is the time epoch in which the 
landed aircraft will exit the runway, passing (or 
arriving to in case a clearance is required to 
enter the taxiway) the runway exit point. 

As a consequence of this reference timeline, 
the following timing relationship exists between 
the Time at which the runway becomes 
physically available and the ELDT: 

 Time at which RWY becomes available =  

 ELDT + ROTA (2) 

3.2 Hard Constraints Models 

The algorithm philosophy is to optimize the 
departure sequence based on the TTOT of the 
aircraft in the sequence. The optimal TTOT of 
each aircraft in the sequence is always the 
earliest take off time that is consistent with all 
the hard constraints. From the so obtained 
optimal TTOT sequence, the algorithm issues 
the TSAT sequence, based on Eq.(1). 

The hard constraints taken into account are: 
 Runway occupancy times by arriving 

aircraft. 
 ATC separations between arriving and 

departing flights. 
 Wake Vortex separations between arriving 

and departing flights. 
 ATC separations between consecutive 

departing flights. 
 Wake Vortex separations between 

consecutive departing flights. 
 Earliest time at which each departing 

aircraft can take-off. This is obtained from the 
TOBT and the timing relationship of Eq.(1). 
 CTOT. As previously mentioned, the 

CTOT is considered as a soft constraint, rather 
than a hard one. Nevertheless, we argue that 
CTOT violations might occur due to the effects 
of other constraints that do not allow an aircraft 
to take off inside its slot, but not because the 
aircraft is anticipated too much by the ATC. 
Hence, the time epoch at which the slot begins 
is treated as a hard constraint only on the 
earliest possible TTOT.  

The effects of the hard constraints on the 
TTOT are to inhibit for a certain time interval 
the aircraft take-off from the runway. The 
strategy designed to handle all the constraints 
effects on the single aircraft TTOT foresees two 
phases. First, some constraints are not directly 
referred to the TTOT (e.g. TOBT is referred to 
the start-up time. As such, the ROTD, RHT, and 
ETTR shall be taken into account for 
determining the earliest possible TTOT). All 
such constraints are expressed in terms of take-
off times exploiting Eq.(1). Second, since the 
effect of the hard constraints is to identify the 
time interval(s) in which the TTOT can occur, 
all the constraints are combined using interval 
theory. More precisely, the overall effect is 
obtained by making the union of all the finite 
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and infinite time intervals in which the take-off 
is inhibited due to the various constraints. The 
time intervals available for the TTOT are then 
determined simply by making the complement 
of this union with the set of positive real 
numbers. 

The strategy designed to handle the hard 
constraints allows determining the optimal 
TTOT simply as the earliest epoch within the 
available take-off time interval, with related 
computational benefits. Furthermore, all the 
departure sequences are feasible. The only 
effect of the hard constraints is thus to 
determine the timing of a certain departure 
sequence, that is, the time epochs at which the 
milestones of the various aircraft in the 
sequence can occur at best. Thus, all sequences 
can be evaluated, even though many of them 
will be clearly far from being optimal.  

Summarizing, the logical flow of actions to 
be performed by the algorithm, given a 
departure sequence, is: 

• Evaluate all hard constraints for all the 
aircraft in the sequence to determine the time 
intervals available for each TTOT 

• Fix the TTOT of all the aircraft in the 
sequence as the earliest time epochs in the 
relevant time intervals. 

• Compute the TSAT of all the aircraft in 
the sequence using Eq.(1). 

• Evaluate the sequence optimality. 
The next logical step in the algorithm design 

is to devise the objective function, combining 
both soft constraints and preference functions. 

3.3 Objective Functions Models 
Given the diversity of the nature and of the 

importance of the various objectives and 
constraints concurring to determining the 
overall objective function, the option of using a 
vector objective function was discarded. This 
indeed would have been either intractable for 
the problem at hand, or would have required to 
be combined into a scalar objective function by 
applying weighting factors (e.g.  [11]), which 
results in the optimal solution heavily 
depending on a number of tunable parameters 
with little physical meaning. The approach 

designed to tackle the DS problem is to consider 
a hierarchical objective function  [12], made of 
several scalar objective functions, the “layers,” 
arranged in order of importance. The hierarchy 
works by evaluating all solutions by the top 
layer, and passing to the next layer only those 
solutions with the maximum score based on the 
first layer’s objective function. A tolerance can 
also be defined on the scalar objective 
functions, creating a “gate” on each layer. The 
gate can be established to pass to next layers not 
only solutions with the maximum score, but also 
the ones with a near maximum score. This 
allows more solutions to be evaluated by the 
deepest layers, providing a more balanced trade-
off between top and bottom objectives.  

The top layer of the objective function is the 
compliance to the CTOT, in terms of TTOT 
within the slot. The scalar objective function of 
this layer is the opposite of the number of 
aircraft that violate the slot in the sequence. 
Thus, only the sequences with the minimum 
possible slot violations among all the sequences 
are passed to the next layer. In this way, the 
CTOT compliance, which is a constraint, is 
relaxed only when no solutions exist allowing to 
comply with all slots. Moreover, to avoid 
issuing a TSAT for a TTOT very near to the slot 
limits, a 30 seconds tolerance is enforced. 

If more solutions with the same number of 
missed slots (possibly zero) exist, then they are 
passed to the second layer. The second layer of 
the objective function is concerned with the 
maximization of the runway throughput. This is 
implemented as the opposite of the root-mean-
square value of the TTOT of all aircraft in the 
sequence. In this way, the algorithm is able of 
maximizing the runway throughput in a 
continuous manner in the departing sequence. 

If more solutions with the same runway 
throughput exist, then they are passed to the 
third layer. The third layer of the objective 
function is concerned with providing some 
equity to the optimal solution. This is done 
considering the waiting times of the departing 
aircraft, that is, the difference between the time 
at which an aircraft estimates to be ready 
(TOBT) and the time at which it is cleared for 
starting to move (TSAT). This is implemented 
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as the opposite of the root-mean-square value of 
the difference between the TSAT and the TOBT 
of all aircraft in the sequence. In this way, the 
algorithm is able of minimizing the waiting 
times in a continuous manner in the departing 
sequence. 

The fourth (and bottom) layer considers 
adherence of the actual situation with the 
planned one. This is done taking as the objective 
function the opposite of the root-mean-square 
value of the difference between the ETOT and 
the TTOT of all aircraft in the sequence. In this 
way, the algorithm is able of minimizing 
deviations from the planned schedule in a 
continuous manner in the departing sequence. 

3.4 Algorithm Logic 
As outlined in section 2.2, the algorithm 

chosen to solve the DS problem is an exhaustive 
evaluation of the possible sequences applying a 
sliding sub-horizon technique. An example run 
of the algorithm is here discussed for describing 
the algorithm optimization logic. Let us 
consider a planning horizon comprising N 
aircraft. The complete sequence will thus be a 
sequence of length N, and all possible 
permutations of the N aircraft yield N! possible 
sequences. The sliding sub-horizon technique 
works instead on a smaller subsequence of 
length n < N. When the sliding sub-horizon 
technique is first applied to the complete 
sequence, it considers the first n aircraft of the 
working sequence. Let us call this subsequence 
the working subsequence. At this point, the 
algorithm exhaustively evaluates this 
subsequence. First, it determines all the possible 
n! subsequences. Then, computes the timing of 
each subsequence by projecting the hard 
constraints. Once the timing is computed, it 
applies the hierarchical objective function. In 
particular, it searches for the subset of all the n! 
subsequences that have the minimum number of 
missed slots, and then applies the other layers, 
depending on how many solutions pass through 
each layer’s gate. At the end of this phase, the 
algorithm determines the optimal subsequence. 
The first n aircraft of the working sequence are 
rearranged based on the determined optimal 

subsequence, even though only the first k < n 
aircraft are frozen in the optimal sequence, the 
output sequence. Then, the sub-horizon slides of 
k places on the complete sequence and the 
algorithm iterates until all the complete 
sequence is optimized.  

As outlined in section  2.2, this algorithm is 
only sub-optimal. Being sub-optimal, the quality 
of its results depends on the initial sequence on 
which the algorithm is applied. In particular, the 
output sequence will not consider sequences in 
which any aircraft is anticipated more than n 
places with respect to its position in the initial 
sequence. Hence, the choice of the initial 
sequence is of great significance to obtain 
adequate results. Because of the emphasis on 
slot compliance, the initial sequence is chosen 
in such a way to maximize the number of 
aircraft that adhere to their slot. In addition, 
since there are cases in which the aircraft cannot 
match its slot due to problems before the taxi 
phase, the initial sequence takes explicitly into 
account if an aircraft can match its slot based on 
its TOBT. Clearly, such initial sequence is 
expected to deliver benefits in terms of slot 
compliance, but at the expenses of the other 
objectives, most notably the runway throughput. 

4 Algorithm Evaluation 

4.1 Benchmark case description 
The benchmark case on which the DMAN 

validation is performed considers real traffic 
data from Milan Malpensa (LIMC) airport, 
recorded on July 13, 2009. The traffic sample 
extends over a one-day period, and comprises 
283 departing flights, of which 134 from RWY 
35R and 149 from RWY 35L, and 300 arriving 
flights, of which 135 on RWY 35R and 165 on 
RWY 35L. 

All the four possible RWY in use 
combinations (e.g. 35L for arrivals / 35R for 
departures) are used in the period under 
analysis. Given ICAO runway dependency 
constraints and LIMC published ICPs (see  [15]–
 [17]), runways 35L and 35R may be treated as 
independent within the DMAN scope. 
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In order to implement the DS algorithm for 
LIMC airport, models shall be developed for 
computing separation constraints on Take-Off 
and the Estimated Time To Runway (ETTR. 
These are described in the following 
subsections. 

An equivalent separation model has been 
implemented in DMAN for enforcing 
separations between consecutive departing 
flights, which depends only on the engine types 
of the lead and follower aircraft (AC), and is 
specified in Table 1. 

Table 1. Equivalent Model of ATC Separations 
between Consecutive Departing Flights 

                Follower AC 
Lead AC Jet Turboprop 

Jet 1 min 1 min 
Turboprop 2 min 1 min 

 
ATC separations between arriving and 

departing flights have been fixed based on the 
traffic sample data and on operational practices, 
assuming that no take-off can take place less 
than 60 seconds before a landing occurs. Wake 
vortex separations have been fixed according to 
ICAO standards  [16]. Runway occupancy times 
by arriving and departing aircraft are assumed to 
be equal for all arriving AC, by specifying a 
ROTA = ROTD = 30 s. The RHT is set constant 
and equal to 90 s. for enforcing runway 
pressure.  

In order for DMAN to be able to compute 
TOBT-relative constraints on the earliest 
possible TTOT, a taxi time has been developed 
for LIMC. More precisely, a model has been 
provided to DMAN for computing the ETTR for 
each flight, that is, the time necessary to reach 
the RHP from the stand after engine start-up. 
The ETTR model has been obtained by 
statistical analysis of the taxi times of the traffic 
sample, following the approach used in  [18]. 
Given the low number of aircraft available in 
the traffic sample, an ETTR model for each 
stand would have resulted in ETTR values of 
low significance, being inferred from few taxi 
times’ samples. Thus, the model developed uses 
ETTRs that are valid for group of stands rather 
than for individual stands, defined based on the 
stand type (e.g. push-back, self-maneuvering, 

etc.) and on the taxiways for arriving at the 
runways. 

4.2 Numerical results 
The following results have been obtained 

optimizing a subsequence of 7 aircraft, freezing 
the first 3, i.e. n=7, k=3, which turned out to be 
a good compromise between flexibility and 
computational efficiency. The DP in each 
planning horizon was obtained with an 
algorithm running time of about 1 s. on a 
standard personal computer, in face of a O(1 
min.) required refresh rate. 

A series of performance metrics are shown, 
comparing their value on the real traffic sample 
with the corresponding values computed on the 
DMAN-optimized DP. Results suggest that the 
DMAN performances agree with the expected 
effects of a valid DS algorithm. More 
specifically, the hourly airport departure 
capacity remains substantially unchanged by the 
DS algorithm, as expected. Indeed, actual ATC 
departure procedures are already capable to 
fully exploit the airport capacity, but letting 
many aircraft queue at the RHP, with related 
pollution, safety and economical disadvantages. 
Also CTOT compliance remains unchanged and 
full CTOT compliance is guaranteed both in the 
real traffic sample and in the DMAN sequence.  

The time spent on the airport surface per 
flight is more regular for the DMAN sequence, 
ranging from ~6 to ~23 minutes, and does not 
exhibit the high peak values of 40 and higher 
minutes which characterize the real traffic 
sample. Consequently, the total time spent on 
the airport surface is significantly smaller for 
the DMAN sequence than for the real traffic. In 
particular, the DS algorithm allows saving 10.3 
hours of time with active engines over the real 
traffic sample in the analyzed period. 
Considering that in the real traffic case the total 
time with active engines amounts to ~75 hours, 
these results suggest that DMAN allows saving 
around 15 % of the overall time the aircraft 
spend with active engines. Thus, the DS 
algorithm has the potential to deliver a 
significant improvement in terms of fuel 
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savings, with related cost, pollution and noise 
benefits. 

The runway queuing time per flight in the DS 
algorithm is always equal to the RHT, which, in 
this case, is equal to 1.5 minutes. This is true for 
all flights except the first ones departing from 
RWY 35R and 35L, whose RHT is null. Results 
show that in real traffic data runway queuing 
times as high as 30 minutes exist, which are 
avoided by DMAN by strategic planning of the 
start-up approval times. This allows also gaining 
benefits from a safety point of view, having less 
AC maneuvering simultaneously on the airport 
surface. The RWY Pressure in the DMAN 
sequence is much more regular than in the real 
traffic sample, with one or two AC in the 
runway queue for the majority of time, instead 
of having peak values of 5 or even six aircraft in 
the queue. These results demonstrate the 
capability of the DS algorithm to account for a 
non null queue at the runway, and thus to 
deliver a sufficient RWY pressure for optimal 
exploitation of the runway. 

At last, the waiting times at gate per flight in 
the DMAN sequence are below 5 minutes in 
more than 90% of the flights. The remaining 
10% is mostly made of regulated flights, which 
are commanded to wait at the stand in order not 
to arrive at the runway earlier than their 
slot.

 
Fig. 1 Hourly Airport Departure Capacity 

 
Fig. 2 Time spent on airport surface with active 

engines per flight 

 
Fig. 3 Runway queue length 

5 Conclusion 
The present paper has described the proof-of-

concept of a Departure Sequencing algorithm. 
To this end, LIMC was chosen as the airport for 
validating the algorithm, and a real traffic 
sample was considered, concerning an entire 
day period in which a significant traffic load 
was recorded. The algorithm has been adapted 
to the benchmark case chosen for validation, 
considering LIMC airport layout and rules, and 
real traffic data from LIMC airport covering a 
whole day period. 

DMAN validation is performed investigating 
if, in the considered realistic case, the algorithm 
is capable of delivering the benefits expected by 
a DMAN tool. The DS algorithm capabilities 
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are quantified by introducing a set of 
performance metrics. Results of the departure 
sequence optimization validate the DS 
algorithm, by demonstrating that it is capable of 
delivering the benefits for which it has been 
designed on a real application case of an Italian 
hub.  

More precisely, results suggest that DMAN 
allows saving around 15 % of the overall time 
the aircraft spend with active engines. Thus, the 
DS algorithm has the potential to deliver a 
significant improvement in terms of fuel 
savings, with related cost, pollution and noise 
benefits. Moreover, the DMAN strategic 
planning of the start-up approval times is 
capable of avoiding runway queuing times as 
high as 30 minutes which are instead present in 
real traffic data, in face of a waiting time at the 
stand that for over the 90% of the flights is 
below 5 minutes. This yields also benefits from 
a safety point of view, having less aircraft 
maneuvering simultaneously on the airport 
surface. All these benefits are obtained while 
maintaining full exploitation of the airport 
departure capacity, capability of letting 
regulated flights match their slots, and adequate 
runway pressure having one or two aircraft 
waiting at the runway holding position in most 
cases. 
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Abstract
A solution to the problem of runway incursions
is long overdue. The known technique of
detecting runway incursions through the use of
the concept of a protected zone in which no
other entity must exists to ensure the safety of
the aircraft in take-off or landing has been
shown to be valid. The challenge, however, is to
ensure an acceptably low probability of false
alerts caused by uncertainties, whilst still
maintaining system effectiveness through a
reasonable level of successful conflict
detections. In fact, the selection of the protected
zone width is critical in controlling the false and
missed detection rates. This paper addresses
two techniques applied in this context. The first
is intended at reducing the effect of data
uncertainty through a filtration process. The
second involves a careful modulation of the
protected zone width to achieve the desired false
and missed detection levels.

1 Introduction
Runway incursions have been a major

concern in the aviation industry for several
years and this has resulted in numerous
initiatives to mitigate the risk of incursion,

within both Europe and the United States. These
range from awareness campaigns and improved
signage to air traffic control alerting tools that
are used in order to advise the air traffic
controller of a runway incursion. Whilst these
initiatives have undoubtedly provided improved
levels of safety and contributed to the reduction
of the numbers of incidents, up to now, they
have not provided satisfactory mitigation to the
problem. This is evidenced by the fact that, to
date, the United States National Transportation
Safety Board still keeps the topic of runway
incursions in its top ten most wanted safety
improvements list.

There have been a number of programmes
dealing with the design of systems for airfield
surveillance with the capability of detecting
conflicting situations on-board the aircraft and
generating a corresponding alert in the cockpit
[1-3]. One of the biggest challenges, however, is
to reliably detect a runway conflict, given the
uncertainties inherent to the ownship and traffic
data. Although the general technique to runway
conflict detection available in the literature has
been shown to be valid, this paper addresses a
study carried out to determine the impact data
uncertainty has on the positioning of the alerting
threshold, in order to maintaining an acceptable
level of false detections and subsequent alerts.
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2 Runway Conflict Detection

When an aircraft is cleared to make use of a
runway for take-off or landing, the designated
runway is essentially reserved for sole use by
that aircraft. Any other aircraft or vehicle
entering this reserved area results in a runway
incursion. This is similar to the concept of a
‘protected zone’ or no transgression zone (NTZ)
surrounding an aircraft whilst airborne, which
defines a region into which no other entity must
enter to ensure safety of the flight. In a similar
way, the protected zone of an aircraft during
runway manoeuvres is, actually, the entirety of
the runway, extended in length and width such
that it encapsulates traffic approaching the
runway for landing and those approaching the
runway through taxiways (Figure 1).

Figure 1 - The protected zone described around the
active runway which defines the region reserved for the

ownship whilst performing a take-off or landing
manoeuvre. (Not to scale).

Whilst this technique functions well with
accurate aircraft positional data, it is susceptible
to the generation of false alerts when positional
errors such as those introduced by positional
reporting uncertainties are present. For example,
an aircraft holding short of a runway just before
the hold short bar could trigger an alert if it
transmits its position as being beyond the bar.
This would constitute the generation of a false
alert.

2.1 Balancing False and Missed Detections
The trade-off between the probability of false

detection P(FD) and that of a missed detection

P(MD) requires very careful consideration.
With the intended role of such a conflict
detection system being that of a safety-net
function, the trade-off is biased towards
maintaining a low false detection rate. The
effect of false detections is most serious during
take-off. Falsely alerting of a runway conflict
can lead to an unnecessary rejected take-off
(RTO) that could have major or hazardous
consequences. This is particularly so if the RTO
is initiated at high speed (close to V1) where,
apart from the risk of brake fire and tyre failure,
there is only a 50% chance of bringing the
aircraft to a halt within the distance allowed. In
field limited runways, therefore, a high speed
RTO could lead to an overrun. Consequently the
P(FD) during the latter part of the take-off run
(typically above 80 or 100kts) must be
maintained below 10-7 to be in compliance with
the philosophy of AMC-25.1309 in CS-25 [4].
An unnecessary low speed RTO, although not
as serious as a high speed RTO, is disruptive
and is of nuisance since it requires the aircraft to
taxi back to the start of the runway, join the
queue of aircraft waiting to depart and allow
sufficient time for the brakes to cool. Such an
occurrence would invariably affect scheduling
and induce delays.

False alerting during landing is also
undesirable. However, unlike in take-off, where
an unnecessary abort will have a relatively
higher impact on safety, the main effect of
unnecessary go-arounds is of a nuisance level,
as this would usually only result in a delay in
the flight and the inconvenience of needing to,
where relevant, join an airborne queue to land.
Nevertheless, unnecessary alerts would still lead
to loss of confidence in the system with the
possibility of crews disregarding the alert when
a runway conflict really occurs. A further
consideration is that, in certain circumstances,
an unnecessary go-around may actually
compromise safety and even lead to an accident.
The presence of obstacles and high terrain in the
vicinity of the airfield, bad weather (in
particular with the presence of thunderstorm
cells), conditions of low fuel and other
contributing effects may combine to
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significantly raise the risk of accident following
a missed approach.

To achieve a low false detection rate, the
conflict boundaries need to be carefully placed
so that they can handle error in state data
without causing false detections at a rate higher
than acceptable. However, the positioning of the
boundary also affects the missed detection rate.
Within the context of runway conflict detection,
this results in a degradation in the alerting
performance of the system, where, as the
aircraft in conflict proceeds within the protected
zone, a missed alert is expressed as a delay in
detection. This will affect the effectiveness of
the system in successfully mitigating conflicts.
This however will not mean that the role of the
system is not achieved. Indeed, even if, through
late detection the system would be able to lead
to the successful resolution of the conflict on
only 50% of events, this will translate to a 100%
improvement in the mitigation of the risk of
runway collisions. Therefore, the trade-off
between false and missed detections is that of
reducing the false detection rate to an
acceptably low level at the expense of late
detection. This ensures that the improvement in
safety introduced by the system is not
compromised by false alerts and their associated
unnecessary manoeuvres.

As a means to mitigate this problem two
techniques have been developed. One is based
on filtering the aircraft data using a Kalman
filter to significantly reduce the uncertainty of
position reports. This alone significantly
improves the detection performance without
compromising the false detection rate. The
second involves withdrawing the alerting
threshold sufficiently such that an acceptable
false detection rate due to the residual state
uncertainty is achieved. A prediction technique
has also been developed, to detect whether or
not an aircraft approaching the hold-short bar
will not stop before crossing it. This technique,
based on the use of speed and acceleration
profiles, further improves the early warning of
an incursion. It is relevant to note that in runway
conflicts, even a one second difference can

differentiate between a collision or a successful
avoidance of the conflict. This underlines the
impact these techniques will have on the
effectiveness of the runway collision avoidance
system.

3 Reducing the Impact of State
Uncertainty

The data sources being considered in this
study are those widely available on today's
aircraft fleet. Global Positioning System (GPS)
is therefore being proposed as the source of
positional and velocity data for the ownship.
Additionally, ADS-B is being proposed as the
source of traffic data, which is expected to be
mandated on all large transport aircraft by the
year 2020 [5]. ADS-B in itself does not compute
any state information but solely encapsulates the
data obtained from the aircraft systems,
primarily GPS, and transmits them over a digital
link. Consequently, the uncertainties expected in
ADS-B data are similar to those expected in
GPS data.

The accuracy with which a GPS receiver can
determine its position depends on many factors,
including: errors in the satellite atomic clocks,
orbital errors, ionosphere and troposphere
induced propagation delays, multipath
reflections and noise introduced by the
receiving unit. These result in an error in the
range measurement between each satellite and
the user, known as the user-equivalent range
error (UERE). In general, the errors from the
different sources will have different statistical
properties. For instance, propagation delays and
orbital errors tend to vary slowly over time and
appear as a bias, whilst errors induced by the
receiver, vary much more rapidly. The effect of
all errors over time can, however, be considered
as having an approximate Gaussian distribution.
This results in a scatter of the position fix.
Additionally, the shape of the scatter varies
depending on the relative geometry of the
satellites with respect to the receiver's position
when performing multilateration. This effect is
known as Dilution of Precision (DOP).
Satellites that are orthogonal to each other result
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in the lowest DOP with the scatter in position
being spherical, whilst satellites at obtuse or
acute angles result in a higher DOP and an
elliptically shaped scatter.

Modern GPS receivers determine the velocity
through carrier phase measurements. When the
carrier signal transmitted by a satellite reaches a
GPS receiver, the relative motion between the
satellite and the receiver causes a Doppler shift
of the arrival carrier signal at the receiver side.
This Doppler shift is a measure of rate of
change of the range, and therefore velocity,
between the GPS satellite and the receiver. This
method of velocity measurement is insensitive
to atmospheric disturbances. However, as in the
case of the position solution, velocity
measurements suffer from uncertainties due to
phase measurement noise, multipath effects and
inaccurate knowledge of satellite ephemeris and
velocity. This results in the measured speed
being corrupted with a Gaussian noise. Unlike
the position solution, the error in Doppler-
derived speed is almost unaffected by satellite
geometry, as long as the minimum of three
satellites are in view.

Traditionally, filtering of signals is
performed through frequency domain analysis,
by designing a filter capable of reducing or
suppressing the frequency components making
up the noise content in the signal. Although this
technique is known to be very useful in several
applications, it fails to provide adequate filtering
in multi-variable signals, such as aircraft states.
Alternatively, through the knowledge of the
interaction between the variables and their
expected noise characteristics, a model-based
filter can generate enhanced state estimates by
amalgamating measurements with model
predictions. Such a filter is commonly known as
an estimator.  In the context of this application,
both the ownship and traffic data are GPS-
derived (and therefore exhibit noise having an
approximate Gaussian distribution) and can be
described by an approximately linear model
using Newton's Laws of motion. The Kalman
filter (estimator), therefore, offers an ideal
solution to data enhancement. Specifically, it is

known to be capable of providing good
performance in improving state estimates,
synchronisation of data streams and dealing
with data outages.

The purpose of the Kalman filter is primarily
that of enhancing the aircraft state through
estimation. To achieve this, the Kalman filter
requires a definition of the system model
describing the aircraft dynamics through a set of
difference equations relating the aircraft states.
Using this model, the Kalman filter estimates or
predicts the state of the system at the next time
step. These predictions, together with
measurements taken from the system described
by a measurement model, are used by the filter
in a weighted computation to determine the
filtered output. The weighting applied between
the estimated states and the measured states,
controls the confidence the filter has in the two
and therefore controls the response of the filter.
This weighting effectively tunes the filter.

The secondary purpose of the Kalman filter
in this application is that of synchronising
ownship and traffic data streams. Whilst GPS-
derived ownship data could be expected to be
available from on-board aircraft systems at a
minimum 5Hz rate, ADS-B traffic reports are
available at only approximately 1.5Hz with
reports from different aircraft being
unsynchronised in time. Consequently, it is
preferred to upsample and synchronise traffic
data with that of the ownship, allowing the
conflict detection algorithm to operate on a
fixed 5Hz scheduler. This is possible through
the estimation capability of the Kalman filter,
which, during consecutive ADS-B reports
(measurements), makes use of the aircraft model
to provide an estimate to the traffic state.

ADS-B is also prone to data outages, with
only 95% of the traffic reports arriving at the
ownship within the stipulated update period.
When measurements are not updated, the
Kalman filter estimation capability is used to
‘coast’ over the missing data, through the use of
the aircraft model to estimate the states.
Naturally, this can only be performed for a short
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period of time, beyond which state estimates
based on the model alone are considerer
unreliable in the highly dynamic environment of
the runway.

3.1 Design of the Kalman Filter
The design of a Kalman filter requires the

description of the system and measurement
models using discrete state-space equations. The
system is modelled by the following equation:

( )  ( 1)  ( 1)k k k   x Ax w (1.1)
where:

x is the state vector of an aircraft,
A is the state transition matrix relating the

states at the previous time step 1k  to the state
at the current step k (taken as constant),

w is a random variable representing the
process (system) noise assumed to be white with
Gaussian distribution.

Aircraft dynamics are modelled as a point
mass using the standard Newton's equations of
motion to describe the aircraft's position, speed
and acceleration during the time interval T .
For constant acceleration a :

2

( ) ( 1) ( 1) ( 1)
2

( ) ( 1) ( 1)

Ts k s k v k T a k

v k v k a k T


      

    

(1.2)

These equations approximate the aircraft
dynamics as having a constant acceleration and
whilst they are adequate when T is small,
they do not perform well when T is
significantly large to allow the acceleration to
change appreciably during the time period. This
is particularly the case when the aircraft
performs rapid manoeuvres. To improve the
model and, therefore, improve the tracking
capability of the filter, the rate of change of
acceleration, or jerk j must be included. This,
being the third derivative of position, can be
expressed by adding higher order terms to each
of the Newton's equations of motion, resulting
in Eq. (1.2) being modified as follows:
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As aircraft states need to be resolved into the
X and Y directions, with the X-axis aligned with
the length of the runway and the Y-axis along
the width of the runway. Six states, therefore,
are needed to define the state vector
x=(px,py,vx,vy,ax,ay,jx,jy) where (px,py) are the
coordinates of the aircraft position, (vx,vy) are
the speeds, (ax,ay) are the accelerations and
(jx,jy) are the jerk in the X and Y directions
respectively. Eq. (1.1) can therefore be rewritten
as:
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(1.4)

The process noise w represents the errors
introduced due to incomplete modelling of the
aircraft dynamics. In fact, in the form described
by Eq. (1.3) the jerk j is assumed constant over
the time period ΔT. This assumption is valid for
aircraft accelerating or decelerating in a smooth
manner, such as during taxi and take-off, where
the acceleration over the short period ΔT
changes slowly (and can therefore be assumed
to be linear). However, in highly dynamic
manoeuvres such as during a landing flare and
touchdown, the assumption of constant j
introduces an error. This could be compensated
for by adding additional states to model the
higher order derivatives, such as the rate of
change of jerk, but the added complication and
increased number of states does not justify the
benefits in this application. Any omitted higher
order derivatives of position effectively
manifest themselves as process noise. Although,
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this noise component is not strictly Gaussian, it
is small and is therefore not expected to
significantly impact the performance of the
Kalman filter.

Besides the modelling errors, the Kalman
filter is also required to cater for noise in the
measured states. The measurement model is,
therefore, given by the following state-space
equation, which relates the measurements to the
states, in the presence of measurement noise:

( ) ( ) ( )k k k z Hx
μ

(1.5)
where:

z is the measurement vector,
H is the measurement matrix relating the

states to the measurements,
μ is a random variable representing the

measurement noise assumed to be white with
Gaussian distribution.

However not all of the states can be measured.
In fact, the measurements available are those of
position and ground speed, for both the ownship
and traffic. Hence, the measurement vector
could be defined by z=(pxm,pym,vxm,vym)T where
(pxm,pym) and (vxm,vym) are the measured position
and velocities in the XY-plane respectively.
Equation (1.5) can therefore be rewritten as:
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(1.6)

The random variables w and μ in Eqs. (1.1) and
(1.5) are assumed to be independent of each
other as there is no correlation between the
process noise and the measurement noise. w and
μ are therefore white in nature, having normal
distributions such that:

( ) ~ (0, )
( ) ~ (0, )

P N
P N

w Q
μ R

(1.7)

where Q is the process noise covariance matrix
and R is the measurement noise covariance
matrix.

3.2 Tuning the Measurement Noise
Covariance Matrix

The noise covariance matrix R describes the
expected magnitude of the Gaussian noise
content present in the measurements and is used
by the Kalman filter to determine the relative
weighting to be applied between the
measurements and the model based estimates.
The choice of R, therefore, has a large impact
on the Kalman filter performance. Setting the
elements in R larger than the actual
measurement noise has the effect of making the
Kalman filter less responsive to the changes in
the measurements, whilst making it rely more
on the model predictions. Selecting R smaller
than the actual measurement noise would make
the filter rely more on the measurements making
the output of the filter noisier.

The diagonal entries of R are the variances of
the measured variables whilst the off-diagonal
entries are their covariances, describing the way
the errors in measurements vary with respect to
each other. The errors contained in GPS-derived
position and speed are independent due to the
fact that GPS speed, measured using Doppler
techniques, is measured independently of the
receiver's position on Earth and therefore is
independent of the accuracy with which the
position is determined. The covariances
describing the error relation between velocity
and position measurements are therefore taken
to be zero.

However, the errors contained in the X and Y
components of a GPS position fix are not fully
independent, as they depend on the satellite
geometry (described by the DOP) with which
the fix was determined. At high DOP values,
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where the position fix error distribution is more
elliptical, the covariance between the error in
the X and Y directions is significant. In contrast,
when good satellite coverage is available1, the
approximately spherical error distribution (due
to the low DOP value) allows the approximation
that the covariance of the errors in the X and Y
directions are zero.

Similarly, the errors contained in ground
speed in the X and Y directions are not
independent. This dependency is caused when
resolving Doppler GPS speed in either direction,
according to the aircraft's heading with respect
to the local reference frame. Since this
dependency varies with aircraft heading, the
covariances of position and velocity cannot be
assigned a static value. In fact, within the
runway environment, aircraft are typically
travelling either along the runway and therefore
along the X-axis or entering the runway laterally
along the Y-axis. In both these circumstances,
the velocity vector is aligned with either of the
axes, therefore allowing the assumption that the
covariances are zero.

For this application, therefore, R is taken to be a
diagonal matrix with the elements being the
variances of the measured positions and speeds.
However, it is evident that the variances,
particularly in position, are time variant due to
being dependent on the atmospheric conditions
and satellite geometric configuration. By taking
the maximum expected variance as the entries in
R, it is assured that the filter responds
adequately during the worst case scenario when
the actual measurement noise is close to the
maximum. However, in situations when the
actual measurement noise is lower than the
noise statistics described by R, the filter does
not take full advantage of the good accuracy of
the measurements and still applies the same
weighing between model estimates and

1 Since this work deals with the open environment of the
runway, the assumption of good satellite coverage,
unshaded by buildings or other obstacles, is valid.

measurements. Although in such situations the
Kalman filter output is non-optimal, the output
state noise will not exceed that which occurs
when the measurement noise is at the
maximum. The filter could be improved further
by making it adaptive to the measurement noise
statistics using online tuning techniques [6].

From a study performed on quantised GPS-
derived data to simulate the effect of ADS-B,
traffic positional data could be expected to be
reported with a typical maximum error of 9.2m
dRMS and velocity data with 0.12m/s in either
of the X and Y directions. Using these values, R
becomes a diagonal matrix with:

2 2 2 26.5
xm ymp p m  

2 2 2 2 20.12 /
xm ymv v m s  

3.3 Tuning the Process Noise Covariance
Matrix

The choice of process noise covariance
matrix Q also has a large impact on the filter's
performance. However, quantifying the process
noise could be difficult and is often subject to
trial-and-error techniques when attempting to
obtain the best estimate for Q. The noise
characteristics of each state in the process are
assumed to be uncorrelated, thus making the
off-diagonal elements equal to zero. The
diagonal entries are then the variance of the
noise of each state in the process. With small
values for the elements of Q, the filter is slow to
respond to changes in the states and relies more
on predictions rather than on the measurements.
On the other hand, large values of Q indicate
that the system model is less precise and the
filter becomes more dependent on
measurements through the increase in the filter
gains. This has the effect of reducing the steady
state error in the output of the filter at the cost of
increased sensitivity to measurement noise.
Additionally, the weighting of the elements in Q
makes the process more sensitive to changes in
one state over another. The smaller the process
noise variance for a particular state, the larger
the confidence the filter has in that particular
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state when producing the state estimates. The
typical approach is to assign all diagonal
elements in Q with an initial value of the same
weighting and then fine-tune the values
manually until an adequate filtered output is
achieved. The initial value is typically chosen
depending on how well the system model
represents the actual system dynamics. The
performance of the filter for various values of Q
is quantified by comparing the noise
characteristic before and after filtering.

The dynamics modelled by the system
equation (Eq. (1.4)) describe fairly well the
motion of an aircraft whilst on the ground either
taxiing or during take-off. In fact, despite the
variation in acceleration being a quadratic
function of ground speed during take-off, the
system model still succeeds in estimating the
states well. Following a manual tuning process
of trial-and-error, setting the diagonal entries of
Q to 0.01, is found to provide the best
compromise between the filter's estimation
capability and measurement tracking.

In contrast, the system model does not
perform so well when the aircraft is airborne,
owing to the higher number of degrees of
freedom and therefore larger effect of
disturbances, limiting the validity of the
assumption that the jerk is constant over the
period ΔT. This modelling error manifests itself
as having a larger process noise in the system
and therefore impacts the filter's reliability in
estimation. This can be compensated for by
penalizing the model by setting the elements of
Q larger. With the largest of the model
deviations expected in position and following a
manual tuning process, setting 1

yp m  , with
the remainder of the diagonal entries set to 0.01,
was found to give an adequate filter response
with no evident steady state error.

3.4 Filter Performance
To evaluate filter performance and to allow

tuning of the filter, two typical aircraft paths
were simulated; one with the aircraft on the

ground and one airborne. A B747-200 6-DOF
model [7] was used to simulate the aircraft path.
Model outputs were augmented with noise to
simulate the errors in ADS-B. The purpose of
these tests was to evaluate how well the filter
can be expected to perform during the various
phases of flight and to quantify the variation in
the filter's output with respect to the actual
aircraft path. This was done through a
comparison of the state noise characteristic
before and after filtration. The paths simulated
were:
 Simulation 1 - Ground Movement Scenario:

Taxi from the stand for approximately 300m
towards the runway, commencing take-off
and accelerating down the runway for 1900m
before becoming airborne.

 Simulation 2 - Landing Scenario: Final
approach (9km prior to the threshold) in light
turbulence, touch down and deceleration to
taxi speed on the runway.

Figure 2 shows the residual error in the
filtered states obtained for a typical run using
Simulation 1 for traffic data at 1.5Hz and with
the Kalman filter updated at 5Hz. In this form,
the filter acts as an event-based filter, where,
during the time between ADS-B reports
(events), the states are estimated (through dead
reckoning) and then corrected when the next
ADS-B report is received. Figure 3 shows
similar results for Simulation 2.

Monte Carlo simulation conducted on the
filter with over a 100 runs of Simulation 1
resulted in an average residual noise after
filtering of approximately 1.1m in both px and
py, 0.27m/s in vx and 0.30m/s in vy. The
improvement in position is significant when
compared to the simulated noise content for
ADS-B of 6.5m RMS. The error in speed is
larger than the error in the data itself, due to the
uncertainty introduced by the estimation in
between measurements. Similarly in Simulation
2, a residual RMS noise of 1.3m in px, 2.8m in
py, 0.27m/s in vx and 0.09m/s in vy was achieved.
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Figure 2 - Filter estimation error in position and ground speed during ground movement and take-off (Simulation 1).

Figure 3 - Filter estimation error in position and ground speed during landing (Simulation 2)
(Vertical line indicates the braking initiation point).

4 Tuning the Conflict Detection Boundary
The width W of the protected zone affects the

sensitivity of the detection algorithm to traffic
intruding laterally into the protected zone (along
the Y axis). When the runway is cleared for use
by an aircraft in take-off or landing, procedure
dictates that no traffic entity is to enter the
runway and must therefore hold-short at the
runway stop-bars. Choosing W/2 to be the
distance SS of the hold-short bars from the
centreline of the runway is the theoretically
ideal solution as it correctly maps the actual
protection zone generated by procedure. This is
a conservative approach, since when an aircraft

crosses the hold-short bar, there still remains a
buffer distance (the distance of the hold-short
bar from the runway shoulder) before the
aircraft actually enters the runway. However,
choosing the zone to extend exactly to the hold-
short bars may result in a high false detection
rate due to the residual uncertainties in the
filtered traffic positional states. False detections
are expected to be generated by aircraft
correctly holding at the hold-short bar but are
erroneously reported as being beyond the bar.

The lateral distance S between the reported
traffic position and the runway centreline

X direction Y direction

X direction Y direction
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exhibits noise having a Gaussian distribution,
defined by:

2~ ( , )
ypS N s   (1.8)

where s is the mean perpendicular distance and
2

yp is the variance of the filtered traffic position
in the Y direction.

Therefore, when aircraft stop exactly at the
hold short bar, there is a 50% expectancy that
the reported position of the aircraft falls beyond
the threshold, erroneously triggering a conflict.
This is inadequate and in order to reduce this
probability, the threshold (width) of the
protected zone needs to be displaced away from
the hold-short bar as show in Figure 4. With the
threshold set to 5

ys pS  , a false detection rate
P(FD) of 2.9x10-7 for aircraft positioned exactly
at the hold-short bar can be expected, being in
compliance with the AMC-25.1309 philosophy
previously explained. However in reality,
aircraft tend to stop before even reaching the
hold-short bar, which means that the shift in the
detection boundary of 5

yp is conservative and
a lower false detection rate would actually be
achieved.

Figure 4 - Shifting in the protected zone detection
boundary to maintain the level of false detections at

2.9x10-7.

Shifting the detection boundary also impacts
the missed detection rate. This has two effects in
this application. The first is that aircraft
stopping just over the hold-short bar will be
outside the detection boundary and will
therefore not be detected. This could be
considered as an advantage, as in reality,
although the aircraft will have violated
procedure and entered the protected zone, it will
pose no risk to the ownship in take-off or
landing. In fact, a rejected take-off or landing, in
this case, would be unnecessary and triggering
an alert in such circumstances could be more
detrimental to safety. In this respect, therefore,
shifting of the detection boundary is considered
advantageous.

The second effect of shifting the boundary is
that of effectively delaying the alert in the
classical runway incursion case where an
aircraft continues onto the runway. Introducing
a delay in the alerting of a runway incursion is
detrimental to the effectiveness of mitigating
runway conflicts. Indeed, early warning is
fundamental in this application where a few
seconds could make the difference in the
outcome of the conflict. The delay introduced
by the threshold shift is best expressed as a
percentage of the leeway available from when
the aircraft crosses the hold-short bar to when it
arrives at the runway shoulder, which is
effectively a measure of the early warning given
before the physical conflict actually occurs. To
quantify this numerically, a typical airfield
layout can be considered, where the
perpendicular distance between the hold-short
bar and the runway shoulder is 50m [8]. Using a

yp of 1.1m after Kalman filtering, the 5
yp

margin by which the protected zone boundary
would be shifted is 5.5m. This gives an 11%
decrease in early warning from when an aircraft
is detected to have crosses the hold-short bar
until it arrives at the runway shoulder. In terms
of time delay, if the aircraft is assumed to be
taxiing at a speed of 15m/s (30kt), the delay
introduced will be of the order of 0.4s. From
this analysis, the critical role of the Kalman
filter becomes evident. In fact, in the case where
ADS-B data is not filtered

yp is approximately
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6.5m, the margin by which the protected zone
width would need to be reduced to ensure the
same false detection rate is approximately 5-
fold (32m). This would delay early warning by
approximately 65% (time delay of 2s), rather
than the 11% obtained with the use of the
Kalman filter.

Using SPSS statistical software package, the
effect of shifting the protected zone boundary
on false detection was estimated for the range of

shifts between 0
yp and 6

yp . The delay
introduced by the shift was also estimated,
assuming the aircraft approaches the hold short
bar at 15m/s. Figure 5 shows the result of this
analysis. Figure 5a is applicable to the case
were the traffic data is filtered, whilst Figure 5b
is for the case where raw ADS-B measurements
are used. The critical role of the Kalman filter is
again made evident by these figures.

(a) When using filtered position estimates (b) When using raw ADS-B position estimates
with 1.1

yp m  . with 6.5
yp m  .

Figure 5 - Trade-off between the false detection rate and the delay in conflict detection, introduced by shifting the
protected zone (conflict) boundary position from the hold-short bar (closer towards the runway).

4.1 Extending Early Detection
Basing the conflict detection algorithm on

the presence or otherwise of traffic in the
protected zone is a straight forward, effective
and reliable technique for detecting runway
conflicts. However, in critical situations where
the conflict dynamics are marginal with little
time to react, earlier detection would be
beneficial towards successful conflict
mitigation. A typical context is one where the
ownship will be in the advanced stage of the
take-off run and an intruder enters the runway
such that there is insufficient distance remaining
for the ownship to safely clear the conflict or to
stop in time (cannot-go/cannot-stop situation).
In these circumstances, early detection could
result in the ownship being able to stop or, at the
very least, reduce the impact speed in the case
of a collision. Early detection can be achieved
when the intruder approaching the hold-short

bar is travelling at a relatively high taxi speed,
as it will be evident that the aircraft will not stop
before the hold-short bar, well before it crosses
it. Indeed early detection is most useful in these
cases, as at high taxi speeds, the time from
crossing the hold-short bar to entering the
runway will be short (approximately 3s for an
aircraft travelling at 15m/s and a hold short bar
positioned at 50m from the runway shoulder). In
circumstances where the aircraft approaches the
hold-short bar at low speeds, or is stationary at
the hold-short bar and starts moving towards the
runway, it will not be possible to predict the
intentions of the aircraft with confidence any
significant time before it crosses the bar.
Fortunately the long time (in the order of 20s)
until the aircraft enters the runway reduces the
need for early (pre-emptive) alerting in these
cases.
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To take advantage of this concept of pre-
emptive alerting, a prediction (or look-ahead) of
the states of the aircraft approaching the hold-
short bar needs to be performed. The technique
is that of monitoring the aircraft speed profile as
it approaches the hold-short bar and determining
whether it can be expected to stop before the bar
or otherwise. The challenge here is how to
ascertain with confidence that the aircraft
approaching the hold-short bar does not have
the intention to stop. This is necessary as to
keep the level of false detections at an
acceptably low rate.

The aircraft deceleration d could be
expressed in terms of partial derivatives given
by:

g g g
g

V V Vsd V
t t s s

                   
(1.9)

where Vg is the ground speed and s is the
distance travelled. At low speeds, aircraft
deceleration can be assumed to be primarily
affected by braking force and therefore constant
with respect to Vg. The distance SB an aircraft or
vehicle will travel from an initial velocity VB
until it comes to rest will then be:

20

2B

g B
B V

V VS V
d d
   (1.10)

Since what is of interest is determining
whether an aircraft approaching the hold-short
bar can be expected to stop in time or otherwise,
a speed profile defining the maximum braking
that can reasonably be expected of an aircraft
with the intention to stop at the hold-short bar is
identified. This is shown in Figure 6.

Aircraft beyond this limit can be expected to
not have the intention to stop before reaching
the bar, allowing early detection of the conflict.
Conversely, for aircraft in the region below this
limit, it cannot be ascertained whether the
aircraft will be stopping or otherwise and
therefore no early warning of a conflict can be
provided in such cases. The value chosen for the
maximum expected deceleration dmax controls
the sensitivity of the prediction and needs to be
set to provide an adequate balance between false
and missed detections.

Figure 6 - The early detection braking profile limit.
Aircraft above the limit cannot stop before reaching the

hold-short bar and therefore an alert can be triggered
earlier.

Large values of dmax, close to the aircraft's
maximum braking capability would essentially
delay the generation of an early warning. This,
in effect, would ensure that aircraft approaching
the hold-short bar, realising only at the latest
instance that a runway incursion was about to be
caused, thereby braking heavily to stop in time,
would correctly not generate a false alert.
However, in the normal incursion case, where
aircraft would be proceeding without the
intention to stop, the early warning effect is
compromised as shown in Figure 7.

In this context, it is reasonable to capture
aircraft with a somewhat higher deceleration
rate than what would normally be expected
when approaching the hold-short bar, whilst it is
deemed unnecessary to cater for the event of
crews becoming aware of causing a runway
incursion so late as to necessitate emergency
braking to stop before the hold-short bar.
Although the rate of occurrence of such an
event cannot be quantified statistically, the
author is of the opinion that the risk of false
alarms generated by such events should be
acceptable.
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Figure 7 - Graph showing the effect of choice of
maximum braking profile on early detection.

In this context, therefore, it is appropriate to
identify the maximum braking dmax that would
be expected in normal braking behaviour on
approaching a hold-short bar and then add an
extra leeway to mitigate the risk of false
detections. In an experiment conducted by
NASA to model aircraft trajectories on the
airport surface [9], the maximum decelerations
measured were of the order of -0.25m/s2 when
travelling in a straight line. These results were
consistent across different types of aircraft,
including narrow, wide-bodied and regional
aircraft. In fact, the experiments also showed
that pilots typically apply hardest braking when
decelerating from higher velocities (of the order
-0.25m/s2 when at 15m/s), rather than when
decelerating from low velocities. Therefore,
setting dmax of -0.5m/s2 should ensure an
adequate representation of the typical maximum
deceleration expected when approaching a hold-
short bar. This value was consequently use in
this work.

4.1.1 Uncertainties due to Speed and
Position Errors

The reliable prediction of whether an aircraft
can stop before crossing the hold-short bar
requires an analysis of the uncertainties
involved in performing the calculation. This is
dependent on both the uncertainty in the aircraft
speed VB as it approaches the hold-short bar, as

well as on the uncertainty in its position. In fact,
due to the dependency of the braking distance
on the aircraft velocity, the uncertainty with
which the braking distance can be determined is
velocity dependent. These two effects can be
depicted graphically in Figure 8.

Figure 8 - The effect of uncertainties on the estimate of
the braking distance. A,B and C are the probability

density functions of the velocity error, positional error
and stopping point respectively.

The extent of the effect of this uncertainty
can be determined through analyses. Referring
to Figure 8, the worst case effect occurs when
the reported aircraft position is on the limit of
acceptable braking that will allow it to stop at
the hold-short bar. Due to uncertainties in actual
aircraft position and velocity, a probability
density function exists about the reported state,
as shown in the figure. Approximately half the
combinations of actual speed and position will
clearly allow the aircraft to stop in time.
However, the remainder of the combinations
will result in the aircraft overrunning the hold-
short bar. This is graphically expressed by the
probability density function C. In order to limit
the effect of false warnings, the displacement of
the protected zone threshold away from the
hold-short bar is advantageous, as can be seen in
the figure. What is necessary here is to ensure
that the threshold is beyond the 5 tail of
distribution C (Figure 8), in order to reduce the
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probability of false detections to a level of the
order of 10-7. Clearly, the probability of an
aircraft actually reporting its state to be on the
limit braking profile is also low and this further
reduces the overall probability of false
detections due to such an event.

The shifting of the threshold away from the
hold-short bar also has the effect of displacing
the braking profile limit to the right as shown in
Figure 9. In this context, it is then necessary to
ensure that all but only a few instances in 107

occurrences of the density function fall within
the displaced profile to ensure the target low
false detection rate. The overall effect of this
consideration, is once again that, of reducing the
effectiveness of the early warning concept. This
can be seen in Figure 9 and comparing it with
Figure 8.

Figure 9 - Shifting of the braking limit to reduce false
detections. This also has the effect of reducing the

effectiveness of the early warning concept.

Following the above discussion, it is relevant
to quantify the extent of the displacement in the
braking profile required to ensure satisfactory
operation. Referring to Figure 8, the expected
braking distance of the aircraft is given by:

2

2 | |
B

B
max

VS
d

 (1.11)

where VB is the velocity at which braking starts
and dmax is the maximum expected braking
deceleration of -0.5m/s2.

In the general case, assuming the taxiway is
not perpendicular to the runway, VB needs to be
considered as the vector sum of the components
in the X and Y directions. Hence,
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where
xBV and

yBV have Gaussian distributed

errors with variances 2
xv and 2

yv respectively.
However, the actual distance travelled by which
the aircraft can be expected to come to rest from
the reported position must also include the error
in the reported position:
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    (1.13)

where dx is the error in the X direction, being
Gaussian distributed with

xp and dy is the error
in the Y direction, being normally distributed
with

yp .

With these considerations, the variance 2
B of

the actual braking distance BS  (i.e. the variance
of distribution C in Figure 8) can be expressed
by applying a first-order Taylor series
approximation of the statistical moments [10]:
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Therefore, taking partial derivatives on Eq.
(1.13) gives:
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(1.15)

In the cases where the taxiways are
perpendicular to the runway, the aircraft
approaching the hold-short bar only travels in
the Y direction, with its velocity also aligned to
this direction. Eq. (1.13) will then be simplified,
by setting

xBV and dx to zero, reducing it to:
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and its variance to:
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As previously discussed, maintaining a low
false detection rate necessitates displacing the
braking profile limit towards the right, with a
displacement of 5B giving a false detection rate
of the order of 10-7. However, as described by
Eq. (1.15), B is speed dependent, resulting in
the displacement of the braking profile also
being speed dependent. A simulation was
performed to demonstrate the shift in the
boundary by 5B using the uncertainties in
position and velocity representative of those in
the filtered ADS-B data for a taxiway
perpendicular to the runway. Figure 10 shows
the result of this simulation.

Figure 10 - Simulation of the detection boundaries with
and without early detection using 1.1

x yp p m   ,

0.27 /
xv m s  , 0.30 /

yv m s  and 20.5 /maxd m s  .

From this it is evident that as the speed
approaches zero and therefore B approaches

yp , the shift in the threshold away from the
hold-short bar becomes equivalent to that
without the early detection. The figure also
shows that early detection with a displaced
threshold partially mitigates the disadvantage of
late detections (missed warnings) brought about

by the shift. Fortunately, it recovers the events
involving higher taxi speeds, which, in practice
form the major threat in the context. Indeed the
undetectable area involving lower speeds will
be associated with events where, although
delayed, the detection of the runway incursion
(at the displaced threshold) will still provide
sufficient time for reaction before the aircraft
arrives at the runway shoulder.

4.1.2 Early Detection Time
What is essentially of interest in early

detection is the time from when a conflict is
identified to occur to when it actually occurs;
that is, how early the conflict is detected.
According to the technique described above, a
conflict is detected once the aircraft approaching
the hold-short bar arrives to a point where it
cannot be reasonably expected to stop short of it
(that is, it no longer remains within the typical
maximum deceleration envelope). In such
circumstances the aircraft will be expected to
cause a runway incursion and therefore it is
reasonable to expect it to be taxiing at a constant
speed towards the hold short bar. With this
assumption, the early detection time tB is
defined by the distance between the early
detection point and the hold-short bar, divided
by the aircraft speed. The former can be derived
from Figure 11, where the intersection between
the braking profile boundary and the aircraft
profile is the point where it is identified that a
conflict would occur and, therefore, the early
detection could be triggered. tB can, therefore,
be defined by Eq. (1.18), where 5B BS  
defines the distance from the hold-short bar at
which the early detection can be triggered.

5B B
B

B

St
V
 

 (1.18)

Figure 12 shows the relation between tB and
VB with and without the 5B leeway allowed to
the braking profile boundary. As expected, the
leeway delays the point at which it can be
identified that a conflict would occur and
therefore reduces the early detection time.
However, even with the leeway in place, aircraft
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travelling at high velocities, in the order of
15m/s, are expected to be identified as being in
conflict up to approximately 12s prior to their
crossing of the hold-short bar. As previously
mentioned, aircraft travelling slowly in the order
of 3.5m/s, cannot be detected to cross the hold-
short bar earlier.

Figure 11- Intersection between the aircraft constant
velocity trajectory (in this case at 10m/s) and the braking
profile boundary. The early detection time is given by the

time required for the aircraft to travel from the
intersection point to the stop-bar.

Figure 12- Variation in the early detection time with
intruder approach velocity to the hold-short bar, with and

without the 5B leeway allowed to the braking profile
boundary with dmax=-0.5m/s2.

5 Discussion and Conclusion

Due to the need for high reliability in the
algorithm driving runway conflict alerts,
brought about by the safety critical nature of the
application, considerable attention has been
given to the design of the algorithm so that false
and missed detection rates could be controlled.
Conflict detection based on the presence or
otherwise of traffic within the ownship's
protected zone has shown to be a valid
technique. However, the selection of the
protected zone width is critical in controlling the
false and missed detection rates. It has been
shown that through state uncertainty
propagation, the protected zone width can be
tuned to achieve the required false and missed
detection rates. In fact, by withdrawing the
detection threshold by approximately 5m from
the hold-short bar, a false detection rate below
10-7 can be achieved without introducing a
significant delay in conflict detection. Although
the technique for tuning the conflict boundary is
valid, the actual limit allowed on false
detections requires further consideration
through consultancy with the stakeholders,
including the certification bodies.

Triggering an alert on the presence or
otherwise of traffic in the protected zone is
effective. However, in critical circumstances,
earlier alerting will be beneficial towards
successful conflict mitigation. Therefore the
concept of conflict prediction was developed,
where, through monitoring of the conflicting
aircraft's speed profile, it could be determined
whether the aircraft will stop before
overrunning the hold-short bar. This is achieved
through the definition of a typical maximum
braking profile, which, once exceeded, indicates
that the aircraft will not stop and will
consequently overrun the hold-short bar. A
leeway is added to this profile to ensure that the
desired low false detection rate is not exceeded.
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Abstract  

The problem of sequencing arrivals and 

departures on airport runways is one of the 

most important challenge for current

ATM. Presently only few airports in Europe use 

Departure and Arrival management systems

respectively DMAN (Departure Manager)

AMAN (Arrival Manager). The First Come

Served principle is often used to define the 

sequence of arrivals on a runway and the 

sequence of departures at the holding points; 

Air Traffic Controllers try to insert 

departure between arrival flights maintaining 

the appropriate separation. This results in non 

efficient systems from the perspective of delays, 

fuel  consumption and workload of both pilots 

and controllers.  The goal of this research is to 

optimize the sequence of runway utilization

terms of arriving and departing aircraft

produces the minimum average delay for the 

airport system. For this purpose a Particle 

Swarm Optimization Algorithm is designed

implemented over real air traffic data

algorithm redefines the sequence 

account constraints derived from a realistic 

shift of the aircraft position and CFMU flow 

restrictions. As a result, a delay is assigned to 

each aircraft arriving or departing from the 

airport: it corresponds to the delay on the start

up or on the beginning of the approach that 
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The problem of sequencing arrivals and 

rt runways is one of the 

current and future 

ly only few airports in Europe use 

ment systems: 

(Departure Manager) and 

. The First Come First 

Served principle is often used to define the 

sequence of arrivals on a runway and the 

sequence of departures at the holding points; 

Air Traffic Controllers try to insert each 

departure between arrival flights maintaining 

his results in non 

efficient systems from the perspective of delays, 

fuel  consumption and workload of both pilots 

The goal of this research is to 

optimize the sequence of runway utilization, in 

of arriving and departing aircraft, that 

the minimum average delay for the 

airport system. For this purpose a Particle 

Swarm Optimization Algorithm is designed and 

implemented over real air traffic data. The 

algorithm redefines the sequence taking into 

m a realistic 

shift of the aircraft position and CFMU flow 

a delay is assigned to 

departing from the 

airport: it corresponds to the delay on the start-

up or on the beginning of the approach that 

makes it possible to optimize the traffic flow on 

the runways. 

1 Introduction 

The runways system is recognized as the 

bottleneck of the whole airspace transportation 

system; in recent years different researches and 

applications have been 

management of the surface

out phases of the flight. 

(DMAN) and Arrival Manager (AMAN)

been currently implemented only in few airports 

in Europe. At some airports, the pre

sequence is established using the 

First Served (FCFS) principle

the start-up or delays it according to the CFMU 

slot or foreseeable congestion 

minutes timeframe. This results in a FCFS 

departure sequence that can lead to long queues 

at the runway holding poi

optimum traffic mix in terms of outbound 

routing (SID allocation) and wake vortex 

separation. In the same way the arriving 

sequence is often established according to the 

FCFS principle with some improvement

obtained using vectoring

a congested situation in the arrivals is often 

translated in a long and narrow approaching 

sequence that produces further delay in the 

departures.
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possible to optimize the traffic flow on 

The runways system is recognized as the 

bottleneck of the whole airspace transportation 

system; in recent years different researches and 

applications have been focused on the 

the surface-in and the surface-

out phases of the flight. Departure Manager 

(DMAN) and Arrival Manager (AMAN) have 

been currently implemented only in few airports 

in Europe. At some airports, the pre-departure 

sequence is established using the First Come 

irst Served (FCFS) principle: the ATC gives 

according to the CFMU 

slot or foreseeable congestion that exceeds a 20 

. This results in a FCFS 

departure sequence that can lead to long queues 

at the runway holding points with less than 

optimum traffic mix in terms of outbound 

routing (SID allocation) and wake vortex 

In the same way the arriving 

sequence is often established according to the 

FCFS principle with some improvements 

obtained using vectoring techniques. Moreover 

a congested situation in the arrivals is often 

translated in a long and narrow approaching 

sequence that produces further delay in the 
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 Several research projects studied effective 

systems for AMAN and DMAN and some 

SESAR activities deal with the integration of 

these systems. Actually the main DMAN 

systems used in Europe are: PDS (Frankfurt, 

Munich and Zurich), EMMA2 (Prague), 

LEONARDO (Paris) and G2G RTS1/3 

(Malmo).  

Some cooperative AMAN/DMAN systems 

have been developed in recent years; they are 

based on the master/slave configuration in 

which the AMAN is used as a master.  

Important AMAN systems and coupled 

AMAN/DMAN systems in Europe are OSYRIS 

(London, Oslo and Zurich), LEONARDO (Paris 

and Madrid), IBP (Amsterdam) and MAESTRO 

in various airports. 

On the other hand many researches 

investigated the so called “ Aircraft Sequencing 

(or Landing ) Problem”. It is a combinatorial 

optimization problem whose objective is to find 

the best sequence of arrivals or departures 

considering the minimum separation between 

aircraft of different categories. The use of 

evolutionary algorithms  has proved to give 

good results in solving Aircraft Sequencing 

Problem. 

 

The problem was presented first by J. E. 

Beasley et al. [1] through a mathematical 

formulation of the problem as a mixed-integer 

zero–one program. After relaxing binary 

variables and strengthening the formulation with 

additional constraints the problem is solved 

optimally with a linear programming based tree 

search algorithm. The formulation of the 

problem is presented for the single runway case 

and is extended to the multiple runway case. 

This work was based on an earlier mixed 

integer linear programming formulation and a 

Genetic Algorithm (GA) approach by Abela et 

al.[2]. 

Cheng et al. addressed four different genetic 

search formulations, a broader term 

incorporating both GAs and Genetic 

Programming (GP), applied for multiple 

runways [3]. 

In [4] Ernst and Krishnamoorthy proposed an 

exact method based on branch and bound and a 

heuristic one based on GA: the model is 

applicable to a mix of takeoffs and landings on 

the same or on different runways.  

In [5], V. Ciesielski and P. Scerri presented a 

series of experiments on landing data for 

Sydney Airport on the busiest day of the year to 

investigate the applicability of Genetic 

Algorithms to the problem of real time 

scheduling of aircraft arrival time. 

H. Pinol and J.E. Beasley applied two genetic 

approaches to the ALP: the scatter search and 

bionomic algorithm for the multiple runway 

presenting a mathematical formulation with two 

types of objective functions: a linear and a 

nonlinear one[6].  

 

The main objective of this research is to 

design a sequencing algorithm that can be used 

to manage arrivals and departures on the same 

runway. For this purpose a combinatorial 

optimization approach is used to model the 

problem and a Particle Swarm Optimization 

(PSO) algorithm is proposed. As Genetic 

Algorithms, PSO are evolutionary algorithms 

able to provide valid solutions in a short 

computing time fitting real time applications. 

Real air traffic data from majors Italian Airports 

are used to test the algorithm.  

2 Coupling AMAN and DMAN: system 

architecture 

In the master/slave configuration of current 

cooperative AMAN/DMAN systems, the 

AMAN works as a master and the DMAN fills 

up gaps between arrivals provided by the 

AMAN. In this context coordination between 

approach controller (which is in charge of the 

arrivals management) and the tower controller 

(which is in charge of departures management) 

needs to be ensured.  

The main objective of the coordination is the 

definition of the so called arrival free interval 

(AFI) . It is a time slot during which no landings 

shall take place. AMAN takes into account this 

constraints and reschedules affected arrivals; 

DMAN reschedules the departure sequence 

taking into account the arrival updated 

sequence. 
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In a fully AMAN/DMAN integration the 

arrival and departure sequence (aircraft 

sequence on a runway) is built taking into 

account the information coming from both 

AMAN and DMAN. 

The system architecture proposed in this 

paper comprises four sub-structures: a AMAN, 

a DMAN, a Vehicle Manager and a Runway 

Manager (RMAN) . 

The DMAN objective is to optimize the 

departures flow by managing the Aircraft Off-

Block time (via the start-up approval time). 

Departure sequence is based on minimum radar 

after take off, wake vortex, speed (ac-type), 

SID/MDI separations.  DMAN is linked with 

the Airport CDM and receives as input the 

following information: 

• Runway Capacity: this parameter 

depends on the airport characteristics 

and on the visibility conditions. In Low 

Visibility Conditions the runway 

capacity is reduced in accordance to 

local restriction.   

• Target Off-Block Time: it is provided as 

up to date information by the airlines or 

ground handlers as part of the A-CDM 

process. 

• Variable Taxi Time: in case the routing 

and planning function of A-SMGCS 

(Advanced Surveillance Movement 

Ground Control System) system is 

available, this taxi time information can 

be derived from the integration of the 

Surface Manager and the DMAN (some 

SESAR work packages are studying this 

issue). 

• Aircraft type and SID (Standard 

Instrumental Departure): often aircraft 

that use diverging SID are positioned 

successively in the departure sequence. 

This makes it possible to ensure the 

minimum separation earlier.  

 

The DMAN operates as follows. Once 

defined an appropriate Planning Horizon (PH), 

for example 20 minutes, that is compatible with 

the airport operations, the DMAN elaborates a 

so called Requested Departure Sequence (RDS), 

i.e. the sequence of departures in the CDM Off-

Block time order. Between each couple of 

departures, the appropriate minimum separation 

is imposed and the related total delay is 

computed. Then a re-sequencing phase takes 

place: a genetic algorithm is used to find a new 

sequence that minimizes the total delay. This 

algorithm takes into account operational 

constraints as the CFMU slots and sequence 

shifting constraints. It is described in the 

following section. As a result, a Target Take-off 

Time (TTOT) and a consequent Target Start-Up 

Approval Time (TSAT) is assigned at each 

departure.    

 

Arrival sequence is established by applying 

vectoring, speed adjustments and holdings: the 

landing sequence is not necessarily established 

according to the planned sequence. The AMAN 

objective is to optimize the arrivals flow by 

managing the Expected Approach Time (EAT). 

For a given entry point in the Airport Air Space 

(Terminal Manoeuvring Area or Control Zone ) 

the EAT is the estimated starting time of the 

final approach. The AMAN takes into account: 

• The Runway Capacity 

• Estimated Time Over (ETO): the time in 

which an aircraft is estimated overflying 

the entry point of the airport air space (it 

is provided from the Area Control 

Canter). 

• Aircraft type and STAR (STandard 

ARrival): this data makes it possible to 

compute the approach duration.  

 

The AMAN operates as follows. Using the 

same Planning Horizon of the DMAN, the 

AMAN elaborates the so called Requested 

Arrival Sequence (RDS), i.e. the sequence of 

arrivals in the FCFS over the entry point order. 

Between each couple of arrivals, the appropriate 

minimum separation is imposed and the related 

total delay is computed. Then a re-sequencing 

phase takes place: also in this case a genetic 

algorithm is used to find a new sequence that 

minimizes the total delay. This algorithm takes 

into account operational constraints as 

unrealistic shifting in the sequence. This 

constraint corresponds to the well known in 

literature constraint shift position. As a result a 
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Target Landing Time (TLT) and a consequent 

Expected Approach Time (EAT) is assigned at 

each arrival.    

The Vehicle Manger is used to model 

controls or inspections on the runway. This 

operations make the runway unserviceable for a 

defined time interval. Bird Control Unit 

inspections, friction test or FOD (Foreign 

Objects Debris) reported require the interruption 

of the normal operations and consequent delay 

on arrivals and departures.  

The Runway Manager is used to integrate the 

air traffic from AMAN and DMAN and to 

define an optimized runway sequence. The 

Runway Manager operates into the Optimizing 

Horizon (OH). It represents the last part of the 

Planning Horizon, i.e. the part of the Planning 

Horizon that could be really modified without 

generating excessive workload. For example in 

a Planning Horizon of 20 minutes, the 

Optimizing Horizon could be set to the last 10 

minutes. In other words, the sequence in the 

first 10 minutes of the Planning Horizon is not 

changeable while the aircraft in the last 10 

minutes could change their position in the 

sequence. This happens with an assigned 

probability that increases as the end of the 

Planning Horizon is near.  

The algorithm used for the runway manager 

is described in the following section. 

The result is the assignment to each aircraft 

of a runway slot that is translated into a delay in 

the EAT or in the TSAT.  

3 Sequencing Algorithm 

The TLT and the TTOT provided by AMAN 

and DMAN define a runway sequence based on 

a FCFS criterion. The PSO algorithm redefines 

this sequence minimizing the global delay. The 

algorithm works on a population of sequences. 

A sequence is characterized by a set of aircraft 

defined by the planning horizon, each aircraft 

has an Estimated Runway Time (ERT) that 

represent its slot on the runway.  

The algorithm starts generating ns sequences 

of aircraft that define an initial population. Each 

sequence is initialized by randomly generating 

an ERT for each aircraft.  For this purpose four 

bounds are used. Let us define amax as the 

maximum delay acceptable for an arrival respect 

to its TLT and amin the maximum feasible 

anticipation for the same flight. The ERT is 

initialized by randomly generating a number 

between amin and amax . In the same way, let us 

define dmax as the maximum delay acceptable for 

a departure respect to its TTOT and dmin the 

maximum feasible anticipation. The ERT for 

that flight is initialized by a randomly generated 

number between dmin and dmax .  

Then the fitness function value associated 

with each sequence is calculated. Considering 

the order of the aircraft defined by the ERT 

generated, between each couple of aircraft a 

minimum separation is applied. It basically 

depends on the wake turbulence category of the 

aircraft: for example two minutes between two 

medium aircraft (Airbus 320, Boeing 737, etc) 

and three minutes for an heavy aircraft (Boeing 

747, Airbus 330, etc) preceding a medium one. 

The application of the minimum separation 

results in a time shift of each aircraft runway 

slot. Moreover also the runway inspections 

requested by the Vehicle Manager define a 

delay: these are priority operations that require a 

suspension in the arrivals and departures. In this 

way a Slot Runway Time (SRT) for each 

aircraft is identified. The further delay applied 

to each aircraft due to the minimum separation 

is multiplied for a cost coefficient that depends 

on the number of passengers, the type of aircraft 

and an environmental factor. The fitness 

function value of a sequence corresponds to the 

sum of the costs of each aircraft delay. 

The initialization phase ends identifying the 

best sequence of the population, Gbest  and 

setting the value of the actual best sequence 

found, Pbest to the value of Gbest.  

Then the iteration phase starts; it consists in 

repeating nt times the following improvement 

procedure (Eq.1). For each aircraft of a 

sequence a shift in the ERT is computed as 

follows and the actual best sequence Pbest in 

terms of fitness function is identified. If it 

represents an improvement respect to the global 

best solution found, Gbest is updated. The shift of 

an ERT is computed by the sum of three 

components: a component in the “Gbest 

direction” dG and a component in the “Pbest 

direction” dP and an “inertia factor” IF which is 
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computed multiplying a weight w by the 

velocity obtained at the previous iteration (Eq.2 

and 3). These components model an attraction 

through valid solutions represented by Gbest and  

Pbest and make it possible to define a shift in the 

solution space towards those solutions. The 

component dG is identified by multiplying two 

factors (one random number r1 and one 

coefficient C1 comprised between 0 and 1) by 

the difference (distance in the solution space) 

between the current ERT and the same aircraft 

ERT in Gbest (Eq.4). In the same way the 

component dP is defined using the coefficients 

r2 and C2 (Eq.5).  The weight w depends on the 

current iteration and on two bounds Wup and 

Wdw. Finally the last value of Gbest represent the 

best sequence found. 
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4 Simulation Results 

The sequencing algorithm have been tested 

using real air traffic data from Milano Linate, a 

busy airport in the north of Italy with an average 

of 450 movements per day with only one main 

runway. Two different days during the summer 

2011 have been considered. For each day 5 

instances that consider an Optimizing Horizon 

of one hour have been proposed.  

The figure below reports the Interface 

designed for the simulation management. For 

each aircraft the following data are reported: the 

type, the wake turbulence category, the status 

(Departure or Arrival), the CFMU slot, the 

ERT, the cost coefficient and the SRT.  

Once the PSO algorithm is launched, the 

SRT is calculated for each flight and the cost 

associated to the calculated sequence is 

displayed onto the interface. 

The interface is designed also to compare 

results obtained through PSO versus results 

obtained through other evolutionary approaches 

as Genetic Algorithm which are not covered in 

this paper.  
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Figure 1 Screen shot of the interface used to manage the simulation. The user can load 

data and launch the simulation. Once the PSO algorithm is launched, the cost associated 

to the calculated sequence is displayed onto the interface. 

 

 

For the simulation, the bounds amin and amax 

have been set to 2 and 10 minutes respectively; 

instead the bounds dmin and dmax have been set to 

5 and 10 minutes respectively. The weight 

bounds Wup and Wdw have been set to 0.2 and 

0.9; the coefficients C1 and C2 have been set to 

0.6 and 0.7. 

The tests have been performed on an Intel 

Core Due 2.00GHz Processor PC with 2.0 GB 

RAM.  

The Vehicle Manager is simulated by 

randomly generating a 7 minutes long 

inspection on the runway during the normal 

operations. 

In the tables below the results of the 

simulation are reported. For each instance the 

values of the fitness function (OBJ) in case of 

FCFS order and in case of resequencing using 

the PSO algorithm are reported. Moreover the 

last column reports the CPU time.

 

Table 1 Simulation results        Table 2 Simulation results 

Time slots FCFS OBJ PSO OBJ CPU 
 

Time slots FCFS OBJ PSO OBJ CPU 

14:00-15:00 5300 1700 4.21 
 

15:00-16:00 4300 3400 5.32 

15:00-16:00 2200 1800 4.13 
 

17:00-18:00 3500 2800 5.21 

16:00-17:00 6000 3800 4.58 
 

18:00-19:00 4600 3600 4.2 

17:00-18:00 1400 1400 3.57 
 

19:00-20:00 5900 3600 4.91 

18:00-19:00 2000 1600 3.56 
 

20:00-21:00 600 500 4.12 
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It is possible to notice that the proposed re-

sequencing algorithm makes it possible to 

reduce the cost compared with the FCFS 

approach.  Only one instance (from 17:00 to 

18:00 of the first group) does not propose any 

improvement. This is due to the low traffic 

situation during that time interval. In this case, 

the FCFS solution remains valid and 

corresponds to the solution of the PSO.  

Moreover,  the computation time is compatible 

with real time applications. In this way a re-

sequencing can be applied using an appropriate 

planning and optimizing horizon in case of 

consistent traffic update. 

5 Conclusion 

The runways capacity represents a bottleneck 

in the air transportation system. AMAN and 

DMAN integration is considered as a promising 

way to optimize this capacity. To overcome the 

actual master/slave configuration, we propose a 

Particle Swarm Optimization algorithm. 

Preliminary results show how this algorithm is 

able to provide valid sequences in a short 

computing time. In this way it is possible a fast 

replanning compatible with real time 

applications.   
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Abstract  
This work presents the development of an 
operative methodology for assessing the 
visibility and readability of different kinds of 
displays (emissive, reflective, transmissive; 
analog, digital) within cockpits of automotive 
vehicles or aircrafts taking into account the 
influence of different environmental sunlight 
conditions. The methodology is based on the 
analysis of high dynamic range luminance 
images and afterwards on their processing to 
obtain information about display contrast, 
lighting uniformity or glare. A procedure and a 
program in MatLab were specifically developed 
to automatically analyze and process the HDR 
images.  

The paper describes the procedure and the tool 
and presents some results which were obtained 
for different kinds of vehicles.  

1 Introduction  
The science of Visual Ergonomics focuses on 

analyzing visibility condition and on improving 
visual performance. It involves visual system 
and body postures of the individual, 
environment lighting, job stress and other 

factors and it consists of setting up a work space 
in which clear and comfortable vision occurs 
[1]. In the aeronautical and automotive fields, 
Visual Ergonomics is concerned with a more 
efficient interaction of pilots’/derivers’ vision 
with the task they are performing in the cockpit. 
In every conditions, all cockpit display visual 
information must be clearly and immediately 
perceived by pilots/drivers to allow them carry 
out their task in safety condition and reducing 
eye-strain problems. The optic and photometric 
features of cockpit displays can be highly 
different due to their construction technology 
(emissive, reflective, transmissive; analog, 
digital, see fig. 1) and their dynamic behavior as 
the environmental lighting conditions change. 
During flight as well as while driving a car, 
these conditions vary of several orders of 
magnitude, ranging from clear sky with sun in 
different critical positions (characterized by 
illuminance levels as high as 105 lux, see fig. 2), 
to cloudy sky and to nightlight sky (down to 10-

4 lux). As the real world natural ambient 
illumination is both too variable and too 
complex for every condition to be taken into 
account in the design of cockpit displays, a few 
worst-cases scenarios were identified and 
standardized in literature, with reference to both 
daylight and nightlight conditions [2] [3]. In 
particular, for aircrafts each worst-case was 
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identified through reference illuminance values 
on the display surfaces and on pilots’ eyes.  

In this regard, a methodology to assess 
lighting condition and visibility was developed, 
based on both objective measurements taken 
within cockpits and on subjective interviews to 
pilots/drivers. The methodology as well as the 
preliminary results which were obtained were 
published by some of the authors in a previous 
paper [4]. In particular, three main fields were 
identified and addressed as contributing issues 
to evaluate display legibility (fig. 3): the “man” 
field is directly concerned with the workload 
and task properties; the “machine” field 
involves the display characteristic and position 
within the cockpit; the “ambient” field involves 
the physical quantities characterizing the 
environmental illumination, both internal and 
external with respect to the cockpit. This paper 
presents the development of the proposed 
operative methodology for assessing the 
visibility of cockpit displays and focuses on 
objective aspects concerned with display 
legibility in relation to day ambient worst-cases, 
while subjective display readability will be 
addressed in the near future.  

 

 
 

 
Fig. 1 Examples of display lay-out and typologies used 

in cockpits: emissive digital display (above) and 
transmissive Head-Up Display (below)-  

 
 

 
 

 
Fig. 2 Examples of light distribution over the displays 
for a sun-rear condition (above and in the middle) and 

for a sun-forward condition (below).  

 

 
Fig. 4 Factors involved in determining the final display 

legibility assessment [3]: the specific focus of this 
paper is highlighted.  
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In particular, the problem of determining 
contrast values of whole displays or single 
indicators (characters, digits, labels) in presence 
of day ambient conditions with sunlight is 
addressed. In these scenario, actually, it may 
often happen that displays are partly in sunlight 
and partly in shadows (especially for a sun-rear 
condition), with a consequent decrease of the 
ideal contrast for legibility due to the veiling 
luminance which results overlaid to the display. 
Within this frame, the paper has the objectives 
of describing:  
• a procedure proposed to calculate contrast 

values for sunlight conditions, through 
processing High Dynamic Range (HDR) 
luminance images  

• presenting some results of contrast values 
calculated for different typologies of displays 
of different vehicles.  

2 Development of a tool to automatically 
process luminance images 

The application of the objective part of the 
methodology to calculate the display contrast 
values relies on two series of physical 
measurements: illuminance levels are measured 
on both display surfaces and on the vertical 
plane corresponding to pilot/drivers’ eyes so as 
to identify how closely the reference conditions 
(day-ambient worst-cases) are met. For these 
conditions, luminance images are taken within 
the cockpit: an Imaging Luminance 
Measurement Device ILMD (TechnoTeam 
LMK 98-3) is used for this purpose, positioned 
in such a way that the lens results in the same 
position as the pilot/drivers’ eyes.  

Different series of HDR luminance images 
are taken, using different lenses, to measure 
luminance distribution with regard to legends, 
characters, symbols within a single display 
(aiming at determining luminance contrasts), to 
the whole display (to determine luminance 
uniformity) and to lay-out of displays (to 
determine luminance balance). Usually, wide-
angle lenses, such as a fish-eye, a 4.5 mm an a 8 
mm lenses, are used at first to assess the global 
distribution of luminances over the lay-out of 
displays so as to identify which areas or parts of 

displays are potentially the most critic for pilots 
for legibility. Narrow-lenses such as 25 mm and 
50 mm are then used to focus on the identified 
areas so as to measure luminance values with a 
better resolution and calculate contrast, 
uniformity and balance indices.  

The obtained luminance images are analyzed 
by means of a specifically developed program in 
MatLab®: starting from a general image of the 
display, potentially critical areas are identified 
in terms of macroscopic phenomena such as 
reflections, glare, shades and straylight, which 
can result in reduction of visual information 
visibility and thus in a contrast decrease. After 
extracting frames of the regions to analyze, the 
program is used to identify which pixels of the 
image belong to the target and which ones to the 
background. Luminance values are attributed 
accordingly to target and background areas and 
contrast values are then calculated through 
different contrast formulae available in literature 
[4]. The contrast values which are obtained are 
eventually compared to the reference values 
prescribed by technical standard and codes [4].  

The main problem in processing images 
taken in sunlight condition is that displays are 
partly in light and partly in shadows or present 
areas with a veiling luminance. As a result, 
target and background pixels tend to have 
similar luminance values and do not result 
clearly distinguishable from each others. This 
makes it difficult to correctly identify target and 
background pixels for contrast calculations (fig. 
4).  

 

 
Fig. 4 Luminance image of a display in sun-rear 
condition: the presence of shadows and veiling 

luminances alter the ideal target/background contrast.  
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To overcome this problem, two series of 
measurements are taken: a first HDR luminance 
image is captured in controlled ambient lighting 
conditions for which the contrast can be easily 
and quickly calculated: this implies that 
luminance of the display targets and background 
are uniform over the target and background area 
and quite different for each other. An easy 
condition for this purpose is achieved when 
displays are exposed to a dark lighting 
environment. Measurement is then repeated in 
actual day-time conditions (after removing the 
curtains): a second HDR luminance image is 
taken, paying attention to keep the lens in the 
same position so as to have a new image which 
is perfectly corresponding to the previous one. 
The program applies the target/background 
coordinates to the new image and couples them 
with day-time luminance data.  

As an example of the data which can be 
obtained by using the described procedure, the 
results of a first series of experiments are 
presented. These were carried out within 
cockpits of some city cars which are most 
largely used in Italy. These vehicles were 
selected so as to measure contrast indices for a 
variety of display lay-out (located in front of the 
driver or in a central position with respect to the 
dashboard) and typologies (analog or digital, 
with digits and characters of different colors, 
size and brightness). The experimental 
measurements were carried out during four 
consecutive days (all characterized by a sun 
shining condition) at the end of July 2011 in the 
late afternoon, in such a manner that the sun 
was in the typical positions of the sun-forward 
and sun-rear conditions.  

For each scenario (sun-rear first and then 
sun-forward), a general luminance image was 
taken with the ILMD in day conditions using a 8 
mm lens: together with a direct observation of 
the scenario, this allowed the research team 
identifying the most potentially critical areas in 
terms of contrast reduction and, thus, of 
legibility (fig. 5).  

 
 

 
 

 
 

 
Fig. 5 Pictures and HDR luminance image to assess 

sunlight/daylight distribution over the displays and to 
detect most critical areas: in this case, it can be noted 

that all the main displays (digital and analog) are 
partly in direct sunlight and partly in shadows, while 

the navigator is in shadows.  
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In detail, the procedure consisted of the two 
following steps (figg. 6 - 8):  
1. a series of HDR luminance images of the 

display area was taken in reference 
controlled lighting conditions with (fig. 6). 
This condition is obtained reproducing a dark 
environment within the cockpit by covering 
the windshield and all other windows with 
black opaque theatre curtains. The displays 
were set to the night-mode so as to produce 
highly distinguished luminances for target 
and background and a 25 mm lens was used 
to take the luminance images: these are 
referred to as ‘reference images’. 
Afterwards:  
• using the program in MatLab, from the 

‘reference images’ a frame, comprising a 
single digit or a part of a display or the 
entire display, is extracted and analyzed in 
terms of luminance spatial distribution  

• in order to identify target and background 
pixels, the frame is processed and a 
‘reference contrast image’ is generated by 
calculating for each the contrast value 
pixel, Cimage,i,  through the formula:  
 

( )
frame,ave

i,pixel
i,image L

L
C = (1)  

where Lpixel,i is the luminance of a single 
pixel and Lave,frame is the average 
luminance of the whole frame, both in 
[cd/m2].  
All calculated contrast values above a user 
defined threshold are identified as target, 
the ones below as background. The 
process goes through a number of 
reiterations for the pixels labeled as 
background only, as long as the target is 
clearly identified (fig. 7). The coordinated 
of the pixels labeled as target and as 
background are stored in the ‘target 
matrix’).  

• the luminance contrast for the reference 
conditions Cref is eventually calculated 
through the equation:  

 

( )
ref,b

ref,bref,t
ref L

LL
C

−= (2)  

where Lt,ref and Lb,ref are the average 
luminance of all pixels identified as target 
and as background respectively in 
reference conditions [cd/m2]. Since in a 
dark environment the ambient light does 
not significantly influence the luminance 
contrast of the displays, the ‘reference’ 
contrast value which is obtained can be 
considered as a close approximation of the 
ideal contrast as intended by the display 
manufacturer  
 

 
 

 
 

 
Fig. 6 ‘Reference images’ taken in the darkened 

cockpit and then used to identify the 
target/background pixels.  
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2. a second series of HDR luminance image is 
taken in actual day conditions (sun-rear and 
then sun-forward): these images are referred 
to as ‘day images’ (fig. 8). The lens is kept in 
the same position as for the ‘reference 
image’, so as to assure that each pixel has the 
same coordinates in the two images. The 
same frame which was extracted from the 
‘reference image’ is extracted from the ‘day 
image’ and analyzed using the program in 
MatLab: applying the coordinates of target 
and background pixels stored in the ‘target 
matrix’ (step 1), actual daytime target and 
background luminance values were found 
(fig. 9) and the following luminance contrast 
and uniformity values were calculated 
through the equations:  

 

 
 

 

( )
CH,day,b

CH,day,bCH,day,t
CH,day L

LL
C

−
= (3) 

( )
DIS,day,b

DIS,day,bDIS,day,t
DIS,day L

LL
C

−
= (4) 

where Lt,day,CH and Lb,day,CH are the average 
luminance in day conditions of all pixels 
identified respectively as target/ background 
for a single character or digit (hence, with 
regard to a single sub-frame of the 
considered display); Lt,day,DIS and Lb,day,DIS are 
the average luminance in day conditions of 
all pixels identified respectively as 
target/background with regard to the whole 
frame (all in [cd/m2]).  

 

 

Comparing these contrast values to the ones 
observed in night conditions allows 
estimating the contrast reduction due to the 
daytime boundary conditions and to the 
presence of reflections, shadows and other 
phenomena which produce a veiling 
luminance on the display surfaces.  
Steps 1 and 2 were repeated for all the 

selected frames (and sub-frames) and external 
scenarios (sun rear and sun forward).  

Fig. 7 Identification in the ‘reference image’ of pixels 
to be attributed to target and background through a 
sequence of iterations of contrast calculations. After 

each iteration, more pixels are attributed to the target, 
as long as all the digits are correctly delineated.  

3 Results  
Figure 10 summarizes the results which were 

found for some of the analyzed vehicles.  
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Fig 8 Luminance maps in sun-rear conditions (‘day images’) of the different displays (lens: 8 mm) and selections of 
frames and sub-frames relative to single displays or characters/digits within a display.  

 

‘target matrix’ obtained from the 
‘reference image’ 

 
 

actual measured luminance  
‘day image’   

 
 

‘Day contrast image’  
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Fig. 9 Calculation of contrast Cday,CH (Eq. 3) for the single characters/digits within the considered display (i.e. sub-
frames) and of contrast Cday,DIS (Eq. 4) for the whole display (i.e. frame). 
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VEHICLE # 1  
Boundary condition: SUN REAR 

 

 
 

 
 

 

Boundary condition: SUN FRONT  
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VEHICLE # 2 
Boundary condition: SUN REAR 

 

 
 

 

Boundary condition: SUN FRONT  
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Fig. 10 Summary of contrast values calculated for two of the analyzed cars.  
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It is interesting to point out how the 
elaboration of different series of luminance 
images allowed, as final result, calculating a 
contrast value, that is single number to assess 
the display legibility within the cockpit for 
pilots or drivers. This number can be compared 
to minimum contrast values prescribed in 
literature. In particular, some requirements 
taken from military standards can be used as 
reference [3] [5] [6]:  
• luminance contrast C for alphanumeric 

information (single symbols or legends) in 
analog display:  
C > 8  [3]  
C > 11 – 21  [5]  

• luminance contrast C for alphanumeric 
information (single symbols or legends) in 
digital display:  
C > 4  [6]  
In general terms, it can be highlighted that 

contrast values which were found for the 
analyzed displays are quite low in sunlight 
conditions, for both analog and digital displays, 
compared to the values found within the 
darkened cockpit (‘reference images’). This 
allows estimating the contrast reduction due to 
specular reflections and veiling luminance 
concerned with sunlight. With few exceptions 
(some digits of the digital display of the ‘vehicle 
# 2’), the contrast values are lower than the 
required values. Furthermore, especially for the 
case of analog displays, the contrast values are 
lower in sun-rear conditions than they are for 
sun-forward conditions: the sun hitting directly 
the display area produces shadows and veiling 
luminances which result in contrast decrease. 
This effect is les noticeable for the case of 
digital displays.  

4 Conclusion and future work  
The topic of assessing the visibility of 

displays in aircrafts or automotive vehicle 
cockpits in sunlight conditions was addressed. 
In particular, the visibility was analyzed in 
terms of contrast values over the display areas 
and within a single display through the analysis 
of HDR luminance images taken in real 
cockpits. To overcome the difficulty of 

calculating the values of contrast indices in 
presence of veiling luminances over the displays 
(due to direct sunlight or to specular 
reflections), a procedure was proposed and a 
program in Matlab was developed to 
automatically process the luminance images and 
calculated the contrast values. This allowed the 
research team calculating the contrast values 
for, in principle, any typology of display and 
display lay-out within a cockpit under critical 
sunlight conditions.  

A first series of results was presented, based 
on luminance measurements taken in vehicle 
cockpits. This allowed testing the procedure in-
the-filed. In the next future, measurement 
campaigns will be carried out within cockpits of 
aircrafts and helicopters, both under real sun 
and sky conditions or within the Sky Light 
Simulator (SLS), an innovative ambient lighting 
facility achieved by Alenia Aeronautica (a 
leader Company in the aeronautical design, 
integration, testing and production) in 2006 [7] 
[8]: this facility is able to reproduce the 
photometric characteristics of daylight and 
sunlight (sun rear/forward), dusk/dawn 
transition and nightlight (starred moon/starred 
moonless sky) and guarantees the constancy and 
repeatability of reference boundary conditions. 
It can house real aircraft hence allowing pilots 
to give subjective assessment of cockpit display 
visibility and readability. The research will be 
extended so as to include subjective appraisals 
from pilots about the legibility of the displayed 
information.  

As far as the objective measurements are 
concerned, the parameters shown in fig. 3 will 
be further developed: in particular, glare indices 
will be implemented into the program in Matlab 
in order to quantify the resulting annoyance for 
pilots and to correlate it with the subjective 
judgments expressed by pilots.  
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Abstract  

The aim of this paper is to report on early 

forays into developing new concepts for glass 

cockpit architecture harmonisation in 

helicopters, that would permit aircraft to 

operate in all weather conditions, to fly closer 

together at lower risk and to run on schedule 

most of the time.  Low visibility in the critical 

phases of the flight near and on the ground is 

one of the most disruptive factors in European 

aviation today (at major airports almost 50% of 

arrival delays are due to low cloud and poor 

visibility).  The aim of the ALICIA consortium 

project is to tackle these difficult issues using 

novel Human Factors methodologies.  This  

paper presents some of the explorations to date 

using Cognitive Work Analysis as one of the 

primary investigative methods to design 

innovative cockpits. 

1 Introduction 

The work reported within this paper is the early 

investigations into the constraints acting on the 

piloting of helicopters in all weather conditions.  

The research is in the preliminary phases 

involving experience test pilots from a variety 

of organizations.  So far, the research team has 

interviewed test pilots using Cognitive Work 

Analysis.  Other sources of information have 

been access to simulators (including the 

opportunity to fly a helicopter in one of the 

simulators to get a participant-observer 

perspective) and access to flight manuals and 

operational procedure manuals.  Eliciting 

knowledge from test pilots using Cognitive 

Work Analysis allows them to illustrate the 

constraints graphically.   Whilst the project is 

still in the early stages of exploration, the 

methods used have enabled the research team to 

develop some representations of the domain and 

constraints. 

2 Cognitive work analysis 

Complex socio-technical systems are systems 

(such as helicopter flight operations) made up of 

numerous interacting parts, both human and 

non-human, operating in dynamic, ambiguous 

and safety critical domains.  The complexity 

embodied in these systems present significant 

challenges for modelling and analysis.  

Cognitive Work Analysis is a structured 

framework specifically developed for 

considering the development and analysis of 

these complex socio-technical systems (Jenkins 

et al, 2009; Rasmussen et al, 1994; Vicente, 
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1999).  The framework leads the analyst to 

consider the environment in which the tasks 

take place, and the effect of the imposed 

constraints on the way work can be conducted.  

The framework guides the analyst through the 

process of answering the question of why the 

system exists, what activities can be conducted 

within the domain as well as how these 

activities can be achieved and who can perform 

them, identifying the competencies required.  

The particular attraction of Cognitive Work 

Analysis for the ALICIA project is the claim 

that it is a formative approach to the analysis of 

complex socio-technical systems. Rather than 

analysing what a system currently does 

(descriptive modelling) or should do (normative 

modelling), the analysis offers a framework of 

methods that allow for the in-depth analysis of 

the properties of the work domain and the 

workers themselves, therefore defining a set of 

boundaries that shape activity within system. 

The approach leads the analysis into describing 

how the system could perform (formative 

modelling) given its’ constraints. The analysis 

comprises five phases; work domain analysis, 

control task analysis, strategies analysis, social 

organisation and co-operation analysis and 

worker competencies analysis. 

Vicente (1999) offers a description of the 

framework including abstraction hierarchies, 

decision-ladders, information flow maps and the 

Skills-Rules-Knowledge (SRK) framework.  

The technique is divided into five phases each 

focusing on different constraint sets, the phases 

names are listed on the left-hand side in Figure 

two.  In the centre of the figure, is some 

guidance on the possible acquisition methods 

for these phases.  The different forms of 

representation are listed on the right-hand side 

of Figure two.  

 

 
Figure 2. The five phases of CWA (Jenkins et 

al, 2009). 

 

The CWA process is often criticised for being 

complex and time consuming. To address these 

concerns, and in an attempt to provide some 

level of guidance and expedite the 

documentation process, the HFI-DTC (Human 

Factors Integration Defence Technology Centre; 

www.hfidtc.com) has developed a CWA 

software tool.  Built to run on the Microsoft .net 

framework, the tool uses a familiar windows-

based interface and interfaces directly with 

‘Microsoft Office’ applications such as ‘Word’.  

The tool presents templates to allow documents 

to be created that describe each of the five 

phases described in the CWA framework, 

providing a structure for those unfamiliar with 

the technique (Jenkins et al, 2009).  The 

software tool allows data to be passed between 

these phases, expediting the documentation 

process, facilitating updates and changes.  Thus, 

the tool provides structure to the analysis 

process and markedly expedites the 

documentation and presentation of the analysis 

results.  Figure three shows the phases, methods 

and representation methods used in the present 

paper.  These phases were selected because of 

the focus on defining system functions and 

allocation of those functions to roles. 
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Figure 3. The phases of CWA addressed in the 

present paper (shaded). 

 

The remainder of the paper presents the analysis 

of helicopter flying through WDA, CAT and 

SOCA-CAT.  This analysis builds on the 

information gathered through interviews, review 

of documentation, simulators, participant 

observation and the rich pictures. The intention 

is to develop a generic description of activity 

across all phases of flight and it is assumed that 

differences between helicopter types are 

primarily differences in kind and relate to the 

ways in which different tasks are assigned to 

different actors or different contextual demands 

influence task performance in different ways. 

3 Work Domain Analysis (WDA) 

WDA identifies the constraints on workers’ 

behaviour that are imposed by the purposive and 

physical context, or problem space, in which 

workers operate (Naikar, 2006a).  WDA is 

conducted at the functional, rather than 

behavioural level; it is used to define the 

environment within which the activity is 

conducted.  WDA identifies a fundamental set 

of constraints on the actions of any system 

component, thus providing a solid foundation 

for subsequent phases.  WDA is typically 

presented in the form of an Abstraction 

Hierarchy (see figure four). The abstraction 

component of the diagram models the same 

system at a number of levels of abstraction; at 

the highest level the overall functional purpose 

of the system is considered, at the lowest level 

the individual components within the system are 

described.   

 
Figure 4.  Work Domain Analysis showing the 

five levels and the means-ends-links.  
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Generally, five levels of abstraction are used: 

Functional Purposes (the purposes of the work 

system and the external constraints on its 

operation), Values and Priority Measures (the 

criteria that the work system uses for measuring 

its progress towards the functional purposes), 

Purpose-Related Functions (the general 

functions of the work system that are necessary 

for achieving the functional purposes), Object-

Related Processes (the functional capabilities 

and limitations of physical objects in the work 

system that enable the purpose-related 

functions), and Physical Objects (the physical 

objects in the work system that afford the object 

related processes). 

 

Figure four shows the domain relevant analyses 

in terms of Functional Purposes (e.g., manage 

systems and provide airborne transport), Values 

and Priority Measures (e.g., reduce workload, 

minimise distraction, minimise risk), Purpose-

Related Functions (e.g., deconflict aircraft, 

warning conditions, manoeuvre aircraft, 

navigate aircraft, communicate), Object-Related 

Processes (e.g., display information, automatic 

control of flight transmit voice signals, detect 

traffic), and Physical Objects (e.g., emergency 

checklists, standby instruments, weather radar, 

digital map, TCAS.). 

4 Control Task Analysis (ConTA) 

The second phase of the CWA framework, 

Control Task Analysis (ConTA), allows the 

requirements associated with known, recurring 

classes of situations to be identified.  Naikar 

(2006b) comments that, by identifying the 

activity that is necessary to achieve the 

objectives of a system with a given set of 

physical resources, Control Task Analysis 

complements WDA.  The phase identifies what 

needs to be done independently of how it can be 

conducted or who can conduct it.  According to 

Sanderson (2003), control tasks emerge from 

work situations and they transform inputs (e.g. 

current state, targets, etc.) into outputs 

(decisions, control actions, etc.).  Returning to 

the definition by Rasmussen et al (1994), the 

ConTA phase can be considered as both, 

‘activity analysis in work domain terms’ and 

‘activity analysis in decision making terms’. 

Typically, the work situations are shown along 

the horizontal axis and the work functions are 

shown along the vertical axis of the Contextual 

Activity Template (CAT).  The circles indicate 

the work functions with the bars showing the 

extent of the table in which the activity typically 

occurs.  The dotted boxes around each circle 

indicate all of the work situations in which a 

work function can occur (as opposed to must 

occur); thus, capturing the constraints of the 

system.  Figure five shows the CAT for the 

purpose related functions taken from the 

abstraction hierarchy (see Figure four).  The 

situations were derived with the assistance of 

the subject matter experts and the development 

of the process model reported in section one of 

this report.  The situations follow the main 

phases of a flight from pre-flight to post shut-

down.  These phases (called situations in CWA 

parlance) are listed as follows: Preflight, Take-

off, Transit, Operational, Dealing with 

malfunctions, Landing, Shut-down and Post 

shut-down. 

5 Social Organisation and Cooperation 

Analysis (SOCA) 

Social Organisation & Cooperation Analysis 

(SOCA) addresses the constraints imposed by 

organisational structures or specific agent roles 

and definitions.  SOCA investigates the division 

of task between the resources and looks at how 

the team communicates and cooperates.  The 

objective is to determine how the social and 

technical factors in a socio-technical system can 

work together in a way that enhances the 

performance of the system as a whole.   

SOCA recognises that organisational structures 

in many systems are generated on-line and in 

real time by multiple, cooperating agents 

responding to the local context (e.g. Beuscart, 

2005).  In the words of socio-technical theory, 

this would be a demonstration of the autonomy 
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Figure 5.  Contextual Activity Template for 

object-related processes 

 

granted to groups and the freedom members of a 

group have to regulate their own internal states, 

relating themselves to the wider system.  It is 

not necessarily concerned with planning upfront 

the nature of organisational structures that 

should be adopted in different situations.  It is 

instead concerned with identifying the set of 

possibilities for work allocation, distribution 

and social organisation.   SOCA explicitly aims 

to support flexibility and adaptation in 

organisations (the socio-technical principle of 

‘equifinality’; Bertalanffy, 1950) by developing 

designs that are tailored to the requirements of 

the various possibilities (the socio-technical 

principle of ‘multi-functionality; Cherns, 1987).  

The first stage of the process is to define the key 

agent roles in the system: engineer (grey), pilot 

and co-pilot (green), operations (blue), and air 

traffic control (pink). 

 

 
Figure 6.  SOCA-CAT for phases of flight 

6 Conclusions 

Cognitive Work Analysis has particular 

applicability to inform the design of systems for 

helicopter operations in this project, as they 

allow the modelling of ‘first of a kind’ systems.  

The Work Domain Analysis phase in particular, 

leads the designer to focus, in a structured way, 

on the reason for developing the system.  The 

framework encourages the designer to work 

based on the constraints of the system, whilst 

focusing on the key criteria by which the system 

will be evaluated.  The process of considering 

the functions in abstract terms allows for 

creative thinking and problem solving.   This 

encourages the designer to consider the need 

they are addressing, rather than jumping straight 

in to solving the problem.  The different phases 

and tools within the CWA framework can be 
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applied throughout the design life cycle.  CWA 

applications have previously been used for 

purposes ranging from the design of novel 

systems to the analysis of operational systems.  

It is contended that CWA is ideally designed to 

cope with the levels of flexibility within 

complex sociotechnical systems, such as 

helicopter flight operations and thus hold much 

promise for the ALICIA project.   

7 Acknowledgments 

This project is supporting by funding from the 

European Union through the ALICIA project 

consortium led by Augusta Westlands. 

8 References 

1. Bertalanffy, L. V. (1950). The theory of open 

systems in physics and biology, Science, 111, 

23-29. 

2. Beuscart, J. M. (2005). Napster users between 

community and clientele: The formation and 

regulation of a sociotechnical group, 

Sociologie du Travail, 47, S1-S16. 

3. Cherns, A. B. (1987). Principles of 

Sociotechnical Design Revisited.” Human 

Relations, 40, (3), 153-162. 

4. Checkland, P. (1981). Systems Thinking, 

Systems Practice. Chichester: John Wiley & 

Sons. 

5. Checkland, P. and Scholes, J. (1990). Soft 

systems methodology in action. Chichester, 

England: John Wiley & Sons. 

6. Horan, P. (2002). A new and flexible 

graphic organiser for IS learning: The Rich 

Picture. Proceedings of Informing Science 

conference & IT Education Conference, 

Cork, Ireland, (pp. 133-138). Informing 

Science Institute. 

7. Jenkins, D. P., Stanton, N. A., Salmon, P. M. 

& Walker, G. H. (2009). Cognitive Work 

Analysis: Coping. with Complexity. 

Aldershot: Ashgate.  

8. Naikar, N. (2006a). Beyond interface design: 

Further applications of cognitive work 

analysis. International Journal of Industrial 

Ergonomics, 36, 423–438 

9. Naikar, N. (2006b). An Examination of the 

Key Concepts of the Five Phases of 

Cognitive Work Analysis with Examples 

from a Familiar System. Proceedings of the 

Human Factors and Ergonomics Society 

50th Annual Meeting , Santa Monica, CA: 

HFES, 447-451 

10.Sanderson, P. M., 2003, Cognitive Work 

Analysis across the system life-cycle: 

Achievements, challenges, and prospects in 

aviation. In P. Pfister & G. Edkins (Eds.) 

Aviation Resource Management (Vol 3). 

Aldershot, UK Ashgate. 

11.Rasmussen, J., Pejtersen, A. & Goodstein, 

L. P., 1994, Cognitive systems engineering, 

New York: Wiley 

12.Vicente, K. J. (1999). Cognitive work 

analysis: Toward    safe, productive, and 

healthy computer-based work. Mahwah, NJ: 

Lawrence Erlbaum Associates. 

1701



 

CEAS 2011 The International Conference of the European Aerospace Societies 

Abstract  

The EU project FLYSAFE held its operational 
simulation assessment in the period February – 
April of 2009. The experiment was conducted on 
the full flight simulator GRACE (Generic 
Research Aircraft Cockpit Environment) facility 
of NLR coupled with NLR’s ATC simulator 
(NARSIM). The experiment looked into various 
human factor aspects of the Next Generation 
Integrated Surveillance System (NG-ISS), like 
integrated display content, crew workload, 
situation awareness (SA), head-down times, taxi 
times, taxi speeds and operational  flight safety. 
This paper will deal with some novel on-ground 
aspects, like an Airport Moving Map and 
runway incursion prevention and data link. It 
will be shown that the NG-ISS contributed to 
increase operational flight safety, with 
improved SA and no significant (subjective) 
workload increase. 

1 Introduction  

The Integrated Project FLYSAFE (Airborne 
integrated systems for safety improvement, 
flight hazard protection and all weather 
operations), was a first response to the 
“European Aeronautics, A Vision for 2020” [1], 
a vision that was implemented by the Strategic 
Research Agendas (SRAs) [2,3,4] of ACARE, 
the Advisory Council for Aeronautics Research  

 

 
 
 
in Europe, and co-funded by the European 

Commission (EC) under the 6th Framework 
Programme.  

2 FLYSAFE project and main objectives 

2.1 Project FLYSAFE 

The project was executed from February 
2005 until August 2009, and was lead was by 
Thales Avionics (Toulouse, France). The 
consortium consisted of 36 partners in total, 
located in 14 countries. Furthermore, a special 
External Expert Advisory Group (EEAG) was 
broadening the number and scope of 
stakeholders. See more project details on 
website: www.eu-flysafe.org 

2.2 FLYSAFE main objectives 

The main project aim was to contribute to the 
safety challenges as defined in the Vision 2020 
and via the SRA translated into the main safety 
goal: “To reduce the number of accidents by 
80% in the year 2020” , taking into account 
increasing (tripling) traffic over that same 
period, with the year 2000 as the baseline. 
FLYSAFE translated above goal into various 
high- and sub-level goals, of which we list here 
only the two first-level objectives:  

Enhancing Safety using FLY SAFE’s Next Generation-
Integrated Surveillance System (NG-ISS), an Operational 

Simulation Assessment 
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1 To develop, validate and test an innovative, 
efficient and competitive on-board 
integrated surveillance system, based on 
European resources, and prove that it 
increases safety; 

2 To develop, validate and test ground 
weather means (Weather Information 
Management System (WIMS)) to provide 
aircraft with weather safety related 
information and prove that they increase 
safety (not addressed in this paper). 

 
As a consequence FLYSAFE addressed the 

design, development, implementation and 
evaluation of an innovative on-board integrated 
safety system, with: 

• New systems and functions, including 
advanced warning and alert prioritisation, 
and enhanced Human-Machine Interfaces 
(HMI) 

• Improved situation awareness  
• New sensors and sensor fusion techniques 
• Improved on-board weather hazard 

detection and data fusion with novel 
ground-based Weather Information 
Management System (WIMS) products, 
uplinked to the aircraft via new or 
existing data communication means 

 
Resulting in a new overall concept depicted in 
Fig. 1. 
 

 
Fig. 1 FLYSAFE overall concept 

3 Next Generation-Integrated Surveillance 
System (NG-ISS) 

3.1 NG-ISS concept and functions 

The new cockpit safety system concept, 
based on the NG-ISS concept rationale, see Fig. 
2, should prevent the crew from making 
mistakes via its novel pro-active logics, and also 
support the crew after having made certain 
mistakes. The various NG-ISS system functions 
were based on an Operational Concept 
Description [5] and various safety studies of 
FAA and EASA (then JAA), see [6,7]. 

 

 

Fig. 2 NG-ISS concept rationale 

 
It consisted of runway incursion prevention 

logic, weather information (fused and non-
fused), Intelligent Crew Support (ICS) matters, 
tactical and strategic Conflict Detection (and 
resolution) logic to avoid more timely bad 
weather situations and traffic conflicts. Even 
certain applications were incorporated, that 
anticipated the future ATM related SESAR and 
NextGen programs.  
In addition a novel Cockpit Display System 
(CDS) and HMI, like Airport Moving Map 
(AMM) on the Navigation Display (ND) with 
detailed airport (surface/marking) information, 
ATC-uplinked taxi route presentation, stop bars 
and other traffic, uplinked and fused weather 
information, was developed. All functions, as 
well as the Primary Flight Display (PFD) 
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adaptations, were controlled via special menu-
driven controls, and by using a software driven 
Data link Control and Display Unit (DCDU). 

The finally developed Next Generation 
Integrated Surveillance System (NG-ISS) 
concept can be found in Fig. 3. 

 

 

Fig. 3 FLYSAFE NG-ISS concept 

The Strategic Data Consolidation (SDC) 
module was coupled to the Flight Management 
System (FMS) for flight plan exchange to the 
ground (i.e. to ATC). The NG-ISS also made 
use of tactical functions and today’s safety nets 
solutions, like EGPWS and TCAS although the 
latter was enhanced (i.e. merged) with ADS-B 
functionalities. 

3.2 On-ground crew support  

Based on the most recent (2010) annual 
reports, from EASA [8] and the FAA (see: 
www.faa.gov/airports/runway_safety), it can be 
concluded that since about a decade major 
improvements have been achieved, but that the 
runway incursion safety problem is still far from 
being under control. Runway incursions 
continue to occur roughly 80 times a month in 
the USA and about 60 times a month in Europe, 
while it also seems not to be significantly 
reducing despite the international efforts made, 
see [9,10,11]. It is expected that some of the 
novel technologies developed for the FLYSAFE 
NG-ISS concept will contribute further to the 

prevention of runway incursion events. But it is 
also recognized that in the future novel ATC 
type of solutions, like Advanced Surface 
Movement Guidance & Control Systems (A-
SMGCS), will be provided in conjunction.  

This paper will focus on the NG-ISS 
functions set up for improving situation 
awareness of crews during on-ground (taxi) 
operations and in preventing runway incursions.  

3.3 On-ground crew support functions  

The taxi support functions consisted of the 
Intelligent Crew Support (ICS), Surface 
Movement Awareness and Alerting System 
(SMAAS) and Airport Moving Map (AMM). 

The ICS system was programmed to assist 
the crew in dedicated use cases, like for support 
in:  

• Approaching/crossing taxiway edges,  
• Stop bar violation,  
• Wrong runway detection,  
• Inadvertent take-off from a taxi way,  
• Take-off without an ATC clearance, and  
• Incorrect altimeter settings. 
 
The SMAAS functions, like Operational 

Awareness, Clearance Awareness, and Surface 
Movement Alerting functions, aimed to prevent 
runway incursions [12,13,14]. 

The AMM provided position awareness 
when navigating at an airport. It also presented 
various SMAAS aspects, such as 
open/closed/active runway presentations, FMS-
selected runway indications, taxi traffic 
collision indications and alerting, wrong runway 
heading annunciation and also taxi/runway 
clearance awareness related aspects, see Fig. 4. 

The ICS and SMAAS taxi support functions 
required Controller Pilot Data Link 
Communications (CPDLC) with ATC, for 
instance for ATC-uplinked clearance messages, 
or ATC-uplinked taxi routes. 

 Finally the Runway Collision Avoidance 
Function (RCAF) function for prevention of 
aircraft conflicts during take-off and landing 
was developed. Its HMI was also presented on 
the AMM, see Fig. 5. During the take-off roll 
the RCAF would alert “ABORT, ABORT”, 
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both aurally and in red warning labels on the 
PFD, for any particular runway incursion that 
occurred below a speed of 100 KIAS. 

 

 
Fig. 4 AMM on ND with ATC-cleared taxi route 

presentation (in green) and other aircraft 

.

 
Fig. 5 RCAF runway incursion prevention alert 

presentation on AMM 

When braking and decelerating this would be 
accompanied with an aural distance-to-target 
callout in the format “2000”, “1800”, etc. 
(meters). Furthermore, the intruder aircraft as 
well as the runway would be colored red. 

When approaching to the landing runway the 
RCAF would alert for any runway obstructing 
aircraft using the warning “GO AROUND 
TRAFFIC” both aurally and in red alert labels 
presented onto the PFD. It is noted that this 
RCAF alert was given independently from any 
landing clearance provided by ATC (as issued 
via R/T), so it had no internal system coupling 
to it. RCAF used the ADS-B traffic information 
to derive the critical position of the intruder on 
the runway. The intruder and its flight 
identification were shown in red on the ND, 
when the alert triggered, see [15,16,17] for more 
RCAF concept details. 

3.4 Concept integration and testing 

From 2006 till 2008, partial integration, 
verification, validation and part-task evaluations 
of the foreseen novel functional improvements 
took place at various partners’ sites, like at TU 
Darmstadt (Germany), BAE Systems, Rochester 
(UK), GTD Sistemas De Información 
(Barcelona, Spain), Skysoft (Portugal), and the 
University of Malta in conjunction with 
Cranfield University, see [12-17]. In parallel, a 
large overall pre-integration took place of all 
major NG-ISS functions and the associated 
CDS at Thales Avionics (Toulouse, France). 
After its ending, in mid 2008, the full NG-ISS 
prototype set-up moved over to the National 
Aerospace Laboratory NLR, Amsterdam, the 
Netherlands, for final integration testing, from 
July 2008 until January 2009. 

4 NLR simulator facilities 

4.1 GRACE 

The NLR flight simulator is a full motion 
Generic Research Aircraft Cockpit Environment 
(GRACE). It consisted of an advanced Airbus 
A320-alike cockpit, with six Liquid Crystal 
Displays (LCDs), a Research FMS (one MCDU 
per pilot), two Key Cursor Control Units 
(KCCU) to control display features on the ND 
and two fold-away Jeppesen Electronic Flight 
Bags (EFB) for all charted matters.  
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Furthermore, two separate Data link Control 
and Display Units (DCDU) could be used for 
data link message control via a touch screen. 
See Fig. 6 and 7. The visual system used had no 
full cross-cockpit view.   

 

 

 
Fig. 6 GRACE simulator (top) and cockpit (bottom)  

 

 
Fig. 7  DCDU with an ATC-cleared and crew-accepted 

taxi route instruction  

4.2 NARSIM  

The NLR ATC Research Simulator 
(NARSIM) consisted of Tower, Approach and 
Radar simulators. NARSIM Tower had a 360 

degrees visual to show the airport surrounding 
and the traffic flying and taxiing around Paris 
Charles de Gaulle and Innsbruck airport (see 
Fig. 8).  

 

 
Fig. 8 NARSIM Tower incorporates positions for 
Runway and Ground Controllers at Innsbruck  

The Controller Working Positions (CWPs) 
were adapted for the airport lay-outs, with 
controls to set the stop bars and with CPDLC 
for data link communications (i.e. taxi, line-up 
and take-off clearances).  

NARSIM Approach comprised the approach 
and departure controller positions. The approach 
position was representing the TMA of Paris 
Charles de Gaulle. Innsbruck Approach was 
positioned inside the Tower simulator, which is 
often the case at smaller airports.  

NARSIM Radar comprised several controller 
positions in order to have at least one position 
per simulated sector. NARSIM Radar was set 
up with ground-stations supporting all sectors 
between the two airports. Furthermore, CPDLC 
interfaces were developed in order to support 
future Air Traffic Management applications, 
e.g. the downlink of trajectories that were 
proposed by the SDC-function.  

 The whole ATC environment aimed at 
generating more realism from a pilot’s 
perspective. Hence, so-called pseudo-pilots 
were also involved to operate surrounding 
aircraft. 

 
 
 
 
 

DCDU 

EFB 

KCCU 

AMM 
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5 Description of the Experiment 

5.1 General 

The FLYSAFE Main Task Experiment 
(MTE) simulator trials were performed at 
NLR’s GRACE and NARSIM simulation 
facilities in the February-April 2009 period. 
Nine crews, consisting of pilots of project 
partners and external airlines, participated for 
four days each. This resulted in a total of 295 
runs over four sub-experiments. The crews were 
adequately trained for the NG-ISS functions 
through laptop-based Computer Based training, 
a personal briefing and dedicated function 
training on GRACE. Furthermore, a retired 
controller trained the ATC participants on 
operational aspects like CPDLC. 

The crews operated an A320-like aircraft 
inside the TMAs and on the ground of Paris 
Charles de Gaulle (LFPG) and Innsbruck 
(LOWI), and during en-route flights between 
these airports.  

5.2 On-ground sub-experiment 

During this sub-experiment, all measurement 
runs were performed having the crews wearing 
an ASL501 Eye-point of Gaze head/eye tracker 
system via which workload indications were 
derived afterwards from pupil activity using 
NLR’s GazeProc and Dualgaze software tools. 
A minimum fixation time of 100 ms of the pupil 
is regarded representative for looking at a 
display element. Hence, the GRACE cockpit 
front surface was divided into certain Areas of 
Interest (AOIs) mapped to the novel cockpit 
displays, but also to the outside visual view, 
pedestal, autopilot control panel, EFB, etc. For 
this analysis the recorded number of fixations, 
fixation times and blinking rates were used, 
both for the Pilot Flying (PF) and the Pilot Non-
Flying (PNF). 

Each measurement run ended with a short 
debrief and a computer-based questionnaire on 
topics like Situation Awareness, Overall Flight 
Safety and Overall Workload, to subjectively 
establish these aspects individually. It contained 

various, known rating scales, see [18,19,20], as 
well as self-created 6-point rating scales. 

A real comparison (within-groups) design 
experiment was created. Hence, a full repeat of 
similar runs was done per crew-group. For 
certain scenarios the four Even Crews, 
numbered 2, 4, 6, 8 (named EC in a combined 
way) all had the FLYSAFE NG-ISS system 
functions and new display formats available, 
while the Odd Crews (1, 3, 5, 7, and similarly 
named OC), had not and as such were used as a 
baseline. For the other scenarios the Odd Crews 
used the NG-ISS functions. There were four 
scenario categories, as shown in the Table 1 
below. 

 
 NG-ISS  

ON 

NG-ISS       

OFF 

Reference 
taxiing and 
normal take-
off (E08) / 
normal 
landing (E012) 

 
EC -  (E08) 
OC -  (E12) 

 
OC - (E08) 
EC - (E12) 

Taxi conflict 
and normal 
take-off 

EC - (E07) 
OC - (E11) 

OC - (E07) 
EC - (E11) 

Taxi conflict & 
Take-off with  
Runway 
Incursion 

 
EC - (E06) 
OC - (E10) 

 
OC - (E06) 
EC - (E10) 

Landing with a 
Runway 
Incursion,  
(go-around 
expected) 

 
EC -  (E09) 
OC - (E13) 

 
OC - (E09) 
EC - (E13) 

Table 1 Taxi scenarios division over crew groups, 
with scenario number in parentheses 

 
Scenario E13 was executed at LOWI, all 

others at LFPG. 
When operating near or at LFPG, NG-ISS 

active implied that all new AMM presentation 
features, taxi display (control) features, data link 
communications (DCDU), SMAAS 
presentation, ICS and RCAF alerts, traffic and 
traffic conflict presentation were available. 
Obviously, these functions were not made 
available without NG-ISS. All LFPG runs were 
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executed in low visibility in the range of 200 to 
300m RVR. 

When flying to LOWI communication was 
performed by radio telephony (R/T), and the 
visibility was marginal but would not prevent a 
landing. Also the on-board AMM was not 
available for Innsbruck, but the traffic 
information was presented on the ND, all of 
which was known to the pilots. In this setting, 
NG-ISS active did imply that an aural RCAF 
alert would be provided jointly with the PFD 
alert labels. 

5.3 Procedures  

Cockpit procedures 
During the full MTE, having the role of PF  

also implied the role of Pilot Taxiing, which 
sometimes differed from certain airline 
procedures where the Captain would always be 
the Pilot Taxiing, irrespective of who was (or 
had been) PF during that flight. However, it was 
intended to distribute operating tasks equally 
over both crew members by allowing them both 
to be exposed to the novel NG-ISS features in 
the role of PF as well as in the role of PNF. 

The only real novelty being the CPDLC 
aspects, crews had to apply standard or normal 
crew operational procedures for all other aspects 
and events.  
 
ATC and CPDLC procedures  

At LFPG, being a complex airport, it was not 
always clear when the transition of R/T to 
CPDLC and vice versa should actually take 
place. So a new procedure was introduced. In 
this new procedure a pilot would always contact 
the controller by R/T when he changed 
frequency and the controller informed him (via 
R/T) to continue either by CPDLC or via R/T. 

The start-up controller, ground controller and 
runway controller (take-off only) were using 
data link. The ground controller used a list of 
pre-scripted taxi routes to minimize the 
workload. The runway controller (giving 
landing clearances) and the approach/departure 
controller were using R/T, which was also used 
in case of route deviation by the pilot or in case 
of non-normal operation.   

6 Main Results of the On-ground Sub-
experiment 

The results of the on-ground sub-experiment 
address the following safety aspects: deviations 
from the cleared taxi route, changes in head-
up/head-down times, perceived situation 
awareness/workload/safety and prevention of 
runway incursions. Furthermore, the 
performance of taxi operations is presented in 
terms of taxi times and taxi speeds. The 
question is whether the (anticipated) safety 
increase results in less efficient taxi operations. 

6.1 Taxi routes 

The results of the taxi operations with respect 
to the number of taxi route deviations are 
presented in Table 2. Human errors were 
present in most reference (i.e. NG-ISS OFF) 
scenarios and strongly reduced in the NG-ISS 
scenarios. The number of taxi errors as 
percentage of the number of runs was reduced 
from 56% to 12% with the NG-ISS present.  

 
Scenario 
No 

Nr of Ref 
Runs;   

NG-ISS 
OFF 

 
(Number of 
Deviations 
in Ref runs) 

Nr  of 
FLYSAFE 

Runs; 
(NG-ISS ON) 
 
(Number of 
Deviations in 
FLYSAFE 
runs) 

E06 4 (5) 6 (1) 
E07 5 (3) 5 (0) 
E08 4 (2) 4 (0) 
E10 5 (1) 7 (0) 
E11 5 (4) 4 (0) 
E12 4 (0) 7 (3) 

Total 27 (15) 33 (4) 
 56% 12% 
Table 2 Taxi scenario NG-ISS (on / off) results 

 
 
As an example Fig. 9 presents taxi scenario 

E06 (in green) implying “Taxi to 08L, via G, F, 
U, UC, WB and WA” and Fig. 10 shows the 
executed taxi routes. Note that all runs were 
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performed in low visibility and by pilots who 
were not really familiar with the airport lay-out. 

 

 
Fig. 9  Paris Charles de Gaulle Taxi Scenario (E06) 
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a) NG-ISS OFF results 
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b) NG-ISS ON results 

Fig. 10  LFPG Scenario E06 results for NG-ISS OFF 
(a) and NG-ISS ON (b) 

As can be seen, five deviations of the 
nominally instructed route occurred having the 
NG-ISS switched off versus only one when 
having it on. The latter was the result when a 
crew was turning from taxiway G onto F just 
after the start of the taxi run. The error was 

immediately recognized by the flight crew. 
However, they could not make the normal turn 
from G onto F anymore 

The other taxi route deviations with NG-ISS 
did occur in scenario E12. In this scenario even 
two deviations occurred in a single run. This 
was a run with an AMM display but without a 
taxi route presentation on it (due to a simulation 
error). The third deviation was, according to the 
flight crew, caused by display confusion 
between the own-aircraft symbol and the cursor 
symbol on the AMM. 

6.2 Taxi times and taxi speeds  

An important question is whether functions 
designed to improve one aspect of flight 
operations (e.g. safety) do have a negative side 
effect. For example, do the taxi functions reduce 
the performance of the taxi operations? For this 
reason the taxi times and taxi speeds were 
analyzed. Taxi time depends on the route, 
speed, visibility and interruptions during 
taxiing. The interruptions in the taxi scenarios 
consisted of short-duration taxi conflicts and 
crews being lost on the airport. The taxi time 
was examined between two fixed points at the 
airport, i.e. starting to taxi at the gate pushback 
position and passing a fixed point near but well 
before the runway holding position for taxi-out 
and similar fixed points for taxi-in. The results 
of the taxi times and taxi speeds are presented in 
Table 3 and Fig. 11 to 13. 

 
 NG-

ISS OFF 
NG-

ISS ON 
Mean Taxi Time 
(s) 

547 449 

Mean Taxi Speeds 
 (kts) 

9.9 12.0 

Max Taxi Speeds 
 (kts) 

17.1 19.9 

Table 3 Taxi times and speeds over all scenarios 
 
These results show that taxiing took on 

average about 98 seconds less with NG-ISS. 
More general this was an improvement of about 
18% in taxi times. The main reasons assumed 
were the improved airport position awareness 
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and awareness of other traffic in case of 
conflicts; resulting in less taxiing errors, less 
stops to orientate, and therefore increased 
average taxi speeds. An increase of 2.1 knots 
was measured for the average taxi speed, and 
2.8 knots for the maximum speed. 
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Fig. 11  Mean taxi time results for NG-ISS ON (Fly) 
and OFF (Ref) per scenario 

Statistical analysis showed that the taxi times 
are indeed significantly lower for taxi 
operations with NG-ISS in low visibility (t-test, 
p=0.03007). 
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Fig. 12  Mean taxi speed results for NG-ISS ON (Fly) 

and OFF (Ref) per scenario 

And taxi speeds are significantly higher for 
taxi operations with NG-ISS (t-test, p=0.00716). 
However, it was not statistically proven that the 
maximum taxi speed was also higher with NG-
ISS (t-test, p=0.07626). Although the maximum 
speed always had a tendency to increase, 
irrespective of the scenario, see Fig. 13. 
 

A word of caution is in place. The average 
and maximum taxi speeds are both rather high 
for the given low visibility conditions. Taxi 

speeds in the range of 5-10 knots were 
mentioned by several pilots as more realistic 
speeds under these conditions. It is therefore 
hypothesized that the “flight simulation effect” 
itself contributed to these higher than expected 
speeds. 
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Fig. 13  Maximum taxi speed results for NG-ISS ON 

(Fly) and OFF (Ref) per scenario 

Other flight simulator studies have also 
measured higher than expected (to real world) 
taxi speeds. So the absolute values of these 
results should be treated with caution, but in the 
comparison made the relative results are valid. 

6.3 Head-up and head-down times  

The effect on derived total head-up and total 
head-down time percentages were analyzed. The 
role of the Pilot (PF vs. PNF) was found highly 
significant, but unexpectedly not significantly 
influenced by the NG-ISS system itself. 

 
But when including the various individual 

areas of interest, some areas in the flight deck 
showed significant differences when operating 
with the support of NG-ISS, see Fig. 14. Hence, 
the derived overall head-down parameter was to 
global. One should look at the individual head-
down areas. 
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FACTORIAL MANOVA
(main factor FLYSAFE); Least Square Means

 p=0,000026
(Vertical bars denote 0,95 confidence intervals)
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Fig. 14  Eye-fixation time percentages for all Areas of 

Interest and Head-down time percentages 

For each line the point on the left side present 
the results when NG-ISS was not available and 
the point on the right side show the results for 
NG-ISS. The figure clearly reveals that with the 
NG-ISS system, there was more head-down 
time (see blue line, right top corner) and more 
eye-fixation time on the AMM/ND (see 
[2]_NAV in red) and less on the outside frontal 
area, EFB (showing the Jeppesen charts) and 
PFD, see respectively [7]OUT_FRNT, 
[6]FRNT_D and [1]_PFD. When zooming into 
these particular AOI effects, the AMM/ND and 
the EFB results were found to be highly 
significant (p=0.000000 and p=0.000820); while 
the head-down contribution was almost 
significant (p=0.054198). The results proof that 
with the NG-ISS system, the head-down time 
significantly increased, with a measured 9%, 
and there was at least an attention shift from the 
EFB to the AMM/ND. Given the new AMM 
this fully makes sense. It furthermore aligns 
with the fact that the AMM would reduce the 
need to look at the taxi charts that were 
presented on the EFB. 

6.4 Situation Awareness, Workload and 
Safety 

All crews indicated that the AMM increased 
SA for the on-ground operations, made traffic 
awareness very high, and did not increase 
workload. See Fig. 15 to 19. 
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Fig. 15 AMM helps to increase Situation Awareness? 

 
Q-1.1.2 The AMM helps gives me support I miss with current 

systems ? 
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Fig. 16 This AMM helps to give me support I miss 

with current systems? 
 

Q-1.1.4 With the AMM I feel safe with respect to surface 
navigation ? 
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Fig. 17 With the AMM I feel safe with respect to 

surface navigation? 
 

Q-2.1.2 The contribution of this traffic presentation to flight 
safety, i.e. the safety of ground operations was?
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Fig. 18 Contribution of traffic presentation to flight 

safety for on-ground operations? 
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Q-2.1.3 The workload increase due to the presentation
of ground traffic was?
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Fig. 19 Workload due to the presentation of 

surrounding aircraft 
 

When looking at the blink rates and fixation 
rates, Table 4 below shows that the mean blink 
rate increased and the mean fixation rate 
decreased when using the NG-ISS system. This 
indicates a less demanding visual attention 
requiring task, so less staring, with the NG-ISS 
system, which is an indication for decreasing 
workload. 
 
Blink Rates  
(number of eye blinks per 
minute) 

NG-ISS 
ON 

NG-ISS 
OFF 

Mean Value 12.85 9.35 
Standard Dev. 9.24 6.80 
   
Fixation Rate (number of 
eye fixations  per minute) 

NG-ISS 
ON 

NG-ISS 
OFF 

Mean Value 140.9 144.5 
Standard Dev. 19.0 14.7 

Table 4 Blink rates and fixation rates as function of 
              NG-ISS 

6.5 Runway incursion prevention 

Two types of runway incursions were 
assessed: incursions during take-off and 
incursions during approach and landing. See 
Table 5. 

 
Take-off runs 

In low visibility and during the nine 
reference take-off (TO) runs, the crews were 
(purposely) never aware of the runway 
incursions taking place by other traffic. All 
these runs were 100% incursion events.  

 
 

 

Scenario 
Number 

Number of 
Reference 

runs  
(NG-ISS 

OFF) 

Number of 
runs  with  

NG-ISS ON  

E06 - take-off 4 6 
E10 - take-off 5 7 
Sub-total-1 9 13 

E09 - approach 4 9 
E13 - approach 4 5 

Sub-total-2 8 14 
OVERALL 

TOTAL 
17 27 

Table 5 Runway incursion scenarios and NG-ISS 
 
With the NG-ISS system, three out of 

thirteen TO runs (23.1%) resulted in a continued 
take-off and 76.9 % into a rejected take-off 
(RTO). From these latter ten RTO cases, nine 
were the result of a RCAF alert only, while only 
one was due to the combination of AMM traffic 
presentation and RCAF alerting. This indicates 
the strong reliance on aural alerts during the 
take-off roll. The visually presented information 
seems more important for confirmation. 

 
One new HMI issue surfaced: the case where 

conflicting traffic is visible on the AMM but 
RCAF did not generate an alert. For some 
reason the RCAF didn’t perform its intended 
function in three cases, and consequently no 
alert was presented. Still during these three 
cases the flight crew carried out the take-off as 
normal, while conflicting traffic was shown on 
the AMM. In one run the flight crew just didn’t 
spot the other traffic while in the two other runs 
they spotted the traffic on the runway but didn’t 
reject the take-off because the other aircraft 
crossed at the very end of the runway and no 
RCAF alert was given, hence they judged the 
system regarded the situation as implicitly safe.  

Apart from the system integrity aspects, the 
(procedural) issue is what to do in these cases, 
should a procedure be prescribed or should the 
situation be subject to the captain’s (or more 
precisely pilot in command’s) decision? And 
should the PNF inform the PF at all times 
during the take-off roll with the displayed and 
noticed conflict information? 
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Approach runs 

All the approach and landing scenarios 
included runway incursions. ATC would 
provide a landing clearance despite the fact that 
an aircraft still occupied the runway, or 
infringed a stop bar. The scenarios consisted of 
8 reference runs equally divided over LOWI and 
LFPG, and 9 runs (at LFPG) with the full NG-
ISS system and 5 runs (at LOWI) without AMM 
but with the RCAF system. 

 
In all 14 approach runs where the aircraft 

was equipped with the NG-ISS system this led 
to a go-around, which was the correct action 
because the scenarios should all lead to this 
action. Two (out of 8) reference runs ended with 
a ‘normal’ landing. Despite the involved ATC 
aspects, these two runs were considered to be 
real runway incursion occurrences because an 
aircraft was still prominent on the landing 
runway. 

 
However, it can not be concluded that 

AMM/RCAF was always the reason to initiate a 
go-around. Other factors, accounting for 50% of 
the go-arounds, were ATC-commanded or 
visual detection of traffic by the crews 
themselves. 

In about 78% (7 out of 9) of the runs with a 
timely provided landing clearance, the go-
around was initiated based on information from 
AMM and/or RCAF alerts. In the other two runs 
the RCAF alert was not audible in the cockpit 
and traffic was not displayed on the AMM 
runway, or the AMM was not available at all 
(e.g. Innsbruck scenario). 

Furthermore, in approx 35% of total and 
100% of runs without a landing clearance the 
AMM and RCAF also supported the flight crew 
in deciding to go-around in case a late landing 
clearance was expected but not given. 
 

Finally, the questionnaires show that 
perceived safety was increased through the use 
of the RCAF system, see Fig. 20.  
 

Q-3.6.2 Runway incursion alerting contributes to an increase of 
flight safety
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Fig. 20  Runway incursion alerting (of RCAF) 

contributes to an increase of flight safety 

6.6 Some ATC results 

The ground controller would select the taxi 
route to be uplinked to the aircraft via a 
graphical airport map. This only would work 
when both sides used the same internal 
representation of the airport (same database and 
same projection method) and the same 
algorithms to display the taxi-route. In current 
practice this is not possible yet. Ensuring that 
the same taxi route is presented on the displays 
of the controller and the pilot required 
additional unique points to be entered by the 
controller. This resulted in an unacceptable 
increase of the controller workload. The 
solution was to use pre-scripted routes that 
could be selected by the ground controller. This 
reduced his workload, but limited his options.  

The procedure developed for the transition 
between R/T and CPDLC was very well 
accepted by the controllers, and was seen as the 
correct procedure to ensure that controller and 
pilot are on the same R/T frequency in case of 
an emergency. 

Sometimes, from an ATC perspective, the 
aircraft was already “reacting” on the instruction 
provided by data link while no “Wilco” was 
received from the pilot. Because the controller 
could not be sure that the aircraft is reacting to 
his instruction, or just acting independently, he 
would contact the aircraft immediately by R/T 
to stop the started maneuver of the aircraft, 
leading to confusion and adding extra workload. 

 ATC (and crews) considered the overall data 
link process too slow in many situations. This 
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generally related to the many handling steps to 
perform, not to the message 
transmission/reception speed. Data link 
(message sets and procedures) was considered 
useful from the controller’s point of view, but 
when a direct response is necessary or in case of 
an emergency, data link cannot replace R/T. The 
former makes data link less suitable for the 
runway and approach/departure positions.  

7 Conclusions and Recommendations 

The piloted assessment of the NG-ISS 
concept for the on-ground aspects has shown, 
based on subjective data, that in an overall sense 
the NG-ISS functions proved to be very 
beneficial in terms of improving the crew’s 
situation awareness. Partially based on 
measured data, it is concluded that crew 
workload decreased and head-down time 
increased when working with the airport 
moving map (AMM) under low visibility 
conditions. The latter is a concern. Furthermore, 
strong case-based evidence has been provided 
that the operational flight safety will be 
improved using the AMM, especially for 
runway incursion prevention, due to a lower 
human error occurrence expectation. In 
combination with the measured higher relative 
taxi speeds, hence lowered taxi times, the use of 
AMM may lead to greater airport efficiency 
under low visibility in the future. 

It is also concluded that the FLYSAFE 
runway incursion prevention logic (RCAF),  
solely or in combination with the AMM, 
improved flight safety and was either the main 
factor (in case of timely landing clearances) or a 
contributing factor (in case no landing clearance 
was given) to initiate a go-around in the given 
low visibility conditions. 

 
The experimental CPDLC taxi clearance 

instruction procedure was well accepted by both 
pilots and controllers. However, the overall 
judgment of both groups on data link matters 
was that it was unambiguous and good on the 
one hand, but generally too slow in comparison 
to R/T and in operational processes that require 
immediate actions, on the other hand. Also 

when data link is used a procedure shall be in 
place to ensure that crews will start 
maneuvering after the controller has received 
“Wilco”. Since R/T will always remain 
necessary for back-up and emergencies, there 
should be a clear procedure describing how to 
initiate ATC contact. Hence, the use of data link 
requires further detailing and optimization. To 
enable functions like taxi route uplink requires 
the harmonization between ATM and aircraft 
concerning the internal representation of an 
airport and the algorithms used to determine 
such a route. The pre-scripted routes do not 
seem to be the way forward in introducing taxi 
route uplink. 

 
Finally, the involved pilots and ATC experts 

provided a wealth of detailed and very useful 
comments to enhance these cockpit novelties 
even further, of which the most important ones 
have been reported within the project. 

Acknowledgment 

The authors wish to acknowledge the efforts 
made by all relevant project partners and 
participating test (and pseudo-)pilots, ATC 
members, airline crews, and the European 
Commission who co-funded this research via 
contract No. AIP4-CT-2005-516167. 

 References 

[1] Advisory Council for Aeronautics Research in 
Europe (ACARE), “European Aeronautics, A 
Vision for 2020, Meeting society’s needs and 
winning global leadership“, Report of the Group 
of Personalities, January 2001. 

[2] Advisory Council for Aeronautics Research in 
Europe (ACARE), “A Strategic Research 
Agenda, Volume 1”, October 2002. 

[3] Advisory Council for Aeronautics Research in 
Europe (ACARE), “A Strategic Research 
Agenda, Volume 2”, October 2004. 

[4] Advisory Council for Aeronautics Research in 
Europe (ACARE),”2208 Addendum to the 
Strategic Research Agenda”, 2008. 

[5] Verhoeven, R.P.M., Rouwhorst, W.F.J.A., 
“FLYSAFE – WP 111, D 1.1.1 Final Operational 
Concept Description”, 16/09/2005. 

 
 

1714



W.F.J.A. Rouwhorst, N. de Gelder and T.H. Verhoogt 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

[6] Commercial Aviation Safety Team (CAST) and 
the General Aviation Joint Steering Committee 
(GAJSC),” Runway Incursion Joint Safety 
Analysis Team (JSAT), Results & Analysis”, 
August  11th 2000 and December 2002. 

[7] Yves Morier (JAA) & Rudi den Hertog (Fokker 
Services), “Future Aviation Safety Team 
(FAST), Increased Reliance on Flight Deck 
Automation”, Dedicated presentation for the 
FLYSAFE Project, March 2005.  

[8] EASA, Safety Analysis and Research 
Department “Annual Safety Review 2010”.  
ISBN  978-92-9210-097-1. 

[9] Eurocontrol Runway Safety Office, “European 
Action Plan for the Prevention of Runway 
Incursions, Release 1.1, Brussels, 2004. 

[10] FAA Offices of the Runway Safety, ”FAA 
Runway Safety Report: Runway Incursion 
Severity Trends at Towered Airports in the 
United States 1997-2000”, Washington D.C. 
2001. 

[11] Eurocontrol Runway Safety Office, “European 
Action Plan for the Prevention of Runway 
Incursions, Release 1.2, Brussels, 2006. 

[12] Vernaleken, Christoph; Mihalic, Lamir; Guettler, 
Mathias; Klingauf, Uwe, “A fresh look at runway 
incursions: onboard surface movement 
awareness and alerting system based on SVS”,  
Proceedings of SPIE. Vol. SPIE-6226, pp. 202-
217, 2006. 

[13] Vernaleken, Christoph; Urvoy, Carole; Klingauf, 
Uwe, “Simulator Evaluation of a Novel Surface 
Movement Awareness and Alerting System 
(SMAAS) for Runway Incursion Avoidance”, 
AIAA-paper-2008-8959-107, 8th Aviation 
Technology, Integration and Operations (ATIO) 
Conference, 2008. 

[14] Vernaleken, Christoph, “Autonomous and Air-
Ground Cooperative Onboard Systems for 
Surface Movement and Incident Prevention”, 
Ph.D. Dissertation (in english), Fachbereich 
Maschinenbau, Technischen Universitat 
Darmstadt, Aviatic Verlag GmbH, Oberhaching, 
Germany,  ISBN 978-3-925505-99-7, May 2001. 

[15] Sammut, A., Zammit, B., Zammit-Mangion, D., 
“A Traffic Movement Monitoring Computer Pre-
Emptive Runway Conflict Design”,  Conference 
Paper, AIAA Paper 2006-6272, AIAA 
Atmospheric Flight Mechanics Conference and 
Exhibit, Keystone, Colorado, USA, August 2006. 

[16] Sammut, A., Zammit, B.,  Zammit-Mangion, D., 
“A Traffic Surveillance Function and Conflict 
Detection Method for Runway Manoeuvers”, 
Conference Paper, AIAA Paper-2007-7738-826, 
7th AIAA Aviation, Technology, Integration, and 
Operations Conference (ATIO),Proceedings. 
Belfast, Northern Ireland, 2007. 

 
 

[17] Sammut, A., Zammit, B., Azzopardi, M.A., 
Zammit-Mangion, D., Szasz, S., “Design and 
Pilot Evaluation of a Runway Conflict Detection 
and Alerting System”, Conference Paper, AIAA 
Paper 2010-7694-358, AIAA Guidance, 
Navigation and Control Conference, Toronto 
Canada, 2-5 August 2010. 

[18] NASA Human Performance Research Group. 
(1987), Task Load Index TLX, version v1. User 
Manual. 

[19] McGuinness, B. and Foy, L. “A subjective 
measure of SA: the Crew Awareness, Rating 
Scale (CARS)”, Paper presented at the Human 
Performance, Situational Awareness and 
Automation Conference, Savannah, Georgia, 16-
19 Oct 2000. 

[20]  Zijlstra, F.R.H., “Efficiency in Work Behavior. 
A Design Approach for Modern Tools”, Ph.D. 
thesis, Delft University of Technology. Delft 
University Press, Delft, The Netherlands, 1993. 

 
 
 

 

1715



 

CEAS 2011 The International Conference of the European Aerospace SocietiesCEAS 2011 The International Conference of the European Aerospace SocietiesCEAS 2011 The International Conference of the European Aerospace SocietiesCEAS 2011 The International Conference of the European Aerospace Societies    

 

 

Abstract  

Advantages of using HUDs in aviation have 

been demonstrated. Therefore, this display 

technology is widely being applied both in civil 

and military flight operations. Currently, a 

considerable interest is being focused on the 

possibility of displaying conformal symbols, 

intended as geo-referenced symbols, 

representing data that are usually displayed 

onto HDDs (Head Down Displays).  

In order to support the design of novel cockpit 

interfaces based on the use of HUDs for 

displaying such conformal symbology, in this 

paper we propose a Virtual Reality simulation 

system. The aim of this simulator is to provide a 

tool to early investigate the application of three-

dimensional graphics in future HUDs.  First 

concept results of 3D weather data 

representation in cruise and approach scenarios 

are presented.  

This work has been developed in the framework 

of the ALICIA (All Conditions Operations and 

Innovative Cockpit Infrastructure) Project 

(Seventh Framework Programme of the 

European Commission). 

 

 

1 General Introduction 

ALICIA is a research and development 

project funded by European Commission under 

the Seventh Framework Programme [1]. One of 

the two main objectives of the project is the 

development of a new cockpit architecture 

facilitating the introduction of new technologies 

and applications. A very challenging issue in 

this framework is related to the management 

and the presentation of information.  

In fact, the increasing availability of 

information onboard air vehicles is making the 

design of the flight deck a very complex issue 

[2]. Experts of Human Computer Interfaces 

agree in the need of simple and intuitive 

interfaces [3]. Nevertheless, the unpredictable 

behavior of the pilot requires designers to focus 

on interfaces which ensure that he works under 

the required safety conditions and increasing the 

time efficiency. 

The HUD concept plays a fundamental role 

in this context. Displaying data on a transparent 

layer allows the pilot to simultaneously look at 

them and the outside world by means of a 

collimated projection. Commercial HUDs differ 

in the nature of displayed data and in the 

interface design. A considerable interest is 

currently being focused on the possibility of 

displaying conformal symbology, intended as 

geo-referenced symbols (as opposed to non-

Virtual Reality based HUD (Head Up Display) to simulate 3D 

conformal symbols in the design of future cockpits 
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conformal navigation data), representing data 

that are usually displayed onto HDDs (Head 

Down Displays). While being associated with 

real features in the flight scenarios, such 

conformal symbols are typically based on two-

dimensional graphics. Especially with the aim 

of enhancing flight safety with regards to 

airborne obstacle proximity and navigation 

hazards Synthetic Vision Systems (SVS) are 

being developed for displaying 3D data on 

HDDs [4][5]. The implementation of synthetic 

vision together with the HUD concept is 

expected to have a big potential in increasing 

the situation awareness and mitigating the pilot 

workload [6]. 

Therefore, the aim of this prototype is to 

provide a tool to investigate the use of three-

dimensional conformal information in HUDs.  

A Virtual Reality based HUD simulator has 

been conceived. It exploits a stereoscopic 

visualization screen where a double viewport 

has been created to overlay a computer 

generated HUD onto a synthetic flight scenario. 

A  library of 3D symbols that represent weather 

data is implemented in the virtual environment. 

Finally, simulation results in an approach 

scenario are presented. 

The exploitation of such virtual prototyping 

system in cockpit design is expected to give 

advantages in terms of an improved capability 

of following the evolution of both safety and 

efficiency requirements [7]. 

2 VR system architecture 

 

The Virtual Reality system proposed is a 

visualization environment conceived to support 

a layered representation of data. The 

background layer displays the computer-

generated scenario, such as the 3D terrain and 

the other features that replicate the view from 

the flight deck. This is the external view layer. 

The HUD layer simulates the transparent 

display. Conformal symbology is rendered onto 

the HUD layer. Figure 1 provides the simulator 

layout. 

 

 

Fig. 1 Lay out of VR graphic generator 

2.1 External view layer  

 

The external view layer displays the 3D 

terrain and the flight environment, depending on 

the selected scenario. To support the 

visualization of the scenario, we propose either 

a large screen stereoscopic display or a multi 

monitor stereoscopic display. In following 

Figure 2 such devices are depicted. 

 

 

 

 

Fig. 2 a) Large Screen Stereoscopic Display, b) Multi 

monitor Stereoscopic Display 

The large screen stereoscopic display is 

equipped with passive stereoscopy while the 

multi-monitor one is based on active 

stereoscopic visualization. 

The external view layer consists in a visual 

application that replicates the actual scenario 

which the pilot would see beyond the HUD 

layer in a real application. 

The terrain surface is built as a quad mesh 

based on DEM (Digital Elevation Maps) and 

implements multi-resolution features to adapt 

the LOD (Level Of Detail) of the surface to the 

field of view. Terrain rendering is achieved 

using high resolution satellite pictures. 

The airport infrastructure, such as buildings 

and runways, is also reproduced with an editor 
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for 3D shapes embedded in the visual 

application. 

The brightness of the external view layer can 

be adjusted according to the flight condition to 

be simulated (night time, daytime). 

2.2  HUD layer  

The HUD visualization layer is parametric. It 

is not designed for a specific aircraft but is 

intended to be a general purpose visual 

simulator adaptable to multiple platforms. The 

symbology layer is visualized in an OpenGL 

viewport which is overlapped on the external 

view display. This results in a simulated 

symbology display that replicates the see- 

through effect of the real Head up Display. 

The lay out of the two graphic viewports is 

depicted in fig.3. 

 

 

Fig. 3 Lay out of the double viewport display 

3 3D Symbology library  

 

The atmospheric hazard is one of the most 

important external aviation hazards [8]. This is 

due not only to the physical effect that the 

atmospheric phenomena can have on the aircraft 

but also on the operative pilot’s capability of 

reacting to such hazards, e.g. with trajectory 

changes [9]. Among the various atmospheric 

hazards which pose risks to aircraft, there are 

the phenomena related to thunderstorms (CB – 

Cloud Banks) convective turbulence, icing and 

also visibility. Usually weather information are 

available to the pilot onto the head down 

display. The symbology visualization approach 

proposed in this paper aims at bringing a set of 

weather data onto the HUD. Moreover, it 

supposes to investigate how a three-dimensional 

visualization of the information related to the 

weather could provide a useful and 

unambiguous visual cue to the pilot. 

The attributes given to the weather in this 

paper concern the information coming from 

radar and satellites. Such input sources are used 

in defining top and bottom volumes contours, as 

well as cloud bank height and center. With these 

data we sketch a 3D conformal volume that is 

displayed onto the symbology layer.  

Cloud banks are split into a top and a bottom 

part, in order to better define and identify 

weather distribution. Both parts are rendered as 

a semi-transparent conformal volume, possibly 

with an highlighted embedded region, showing 

any severity increase as a conformal volume as 

well. In the following fig.4 an example of the 

CB volumes rendering is shown. It is an 

approximation to cylinder shapes adopted for 

the generation of first demonstrative prototypes. 

Vertical extrusions of plane boundaries 

extracted from satellite images will be also 

proposed to increase the realism of simulations.   

 

Fig. 4 CB rendering architecture 

 

Further information that has been considered 

in this work is the specific weather phenomena. 

To this aim we adapted weather chart symbols 

to be rendered as 3D geometries. This approach 

should take advantage of the pilots’ previous 

knowledge and is adopted to reduce the 

familiarization time. 

In a first prototyping phase, we selected a 

small collection of symbols, with different 

complexity levels. In following Table 1 it is 

reported the selected set of weather phenomena, 

as well as the corresponding weather chart 

symbol, and the 3D shape proposed to be 

rendered in the virtual HUD. 
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 2D Symbol 3D Symbol 

Rain circle 
 

Sphere 

 

Rain 

shower 
triangle 

 
Cone 

 

Thunder polyline 
 

tubular 

shape 
 

Turbule

nce 
polyline  

 

tubular 

shape  

Tab. 1 2D – >3D Symbols – correspondence 

 

The circle that usually represents the rain 

symbol has been converted into a sphere. The 

rain shower, which is represented with the 

triangle, corresponds to the vertex down cone. 

Thunder and turbulence have been modeled as 

the tubular shapes generated around their 

representative polylines. 

These latter geometries are not symmetrical. 

Thus in three dimensions a rendering option was 

arranged in order to keep the plane they lay on 

perpendicular to the pilot’s view. 

4 Scenario prototypes 

 

Among the main issues to be addressed in 

the design of this interface there are:  

� Symbology readability, with respect to 

actual distance of the atmospheric hazard 

from the flight deck. 

� Clutter level. 

Thus, it is needed to build an example 

scenario in order to collect suggestions from a 

focus group. 

The flight here proposed as example refers 

to an approaching phase to Capodichino airport 

(Naples, Italy), with a flight heading of 233°. A 

virtual movie of the approach is made from data 

recorded during an actual flight and provided by 

Alitalia. A virtual camera is posed in the flight 

deck to reproduce what the pilot would see 

during the approach. Good visibility is set in 

this first experiment, since it is focused on the 

communication of the concept based on the 3D 

weather volumes.  

A CB is supposed to be close to the airport: it is 

approximately centered in: 40.9134 lat, 14.2767 

lon. Symbols have been distributed in and 

around the volume. The plane projection of such 

distribution is depicted in Fig.5. 

 

Fig. 5 Distribution of weather 3D symbols 

 

The images resulting from the 

overlapping of the HUD layers on the external 

view are depicted in Fig. 6 a), b) and c).  

These are snapshots taken from a virtual movie 

generated with the visual application. The white 

frame inside the picture is the simulated HUD 

edge. In the HUD a set of non-conformal data is 

depicted together with the 3D volume of the CB 

and the weather symbology. While the terrain 

representation in the two layers is continuous, 

the HUD symbology is only visible if inside the 

viewport cone. As a matter of fact, in fig. 6 b) 

the CB volume is only partially visible, since it 

refers to a view that is closer to the CB. The last 

image (Fig.6 c) represents the same scenario in 

night visibility conditions.  
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a) first phase of the approach 

 
b) second phase of the approach 

 
c) approach in night visibility conditions 

Fig. 6 Snapshots from the virtual video 

5 Evaluation 

There are two evaluation objectives that we 

intend measuring to validate the concept of 

displaying 3D conformal symbols onto the 

HUD in our simulator. They mainly concern the 

capability of the system of providing useful 

information on: 

� The enhancement of the cockpit overall 

usability. 

� The improvement of pilot’s SA 

(Situation Awareness). 

Nevertheless, being in the early stage of the 

development, the evaluation has been organized 

in three phases. The first one is the 

communication of the concept and aims at 

giving the first information regarding the system 

and its architecture. During this phase the 

members of the focus group are asked to 

familiarize with it and provide suggestions for 

the refinement of the prototype. The refinement 

of the system follows this phase. Finally, the 

measure of the overall usability and the SA 

should be performed via questionnaires on the 

refined system. Currently, only the first phase 

has been completed and is presented in this 

paper.  

During the first phase of the evaluation, the 

images from the previous section have been 

presented to the ALICIA EEAG (External 

Expert Advisory Group). The EEAG is a group 

of experts coming from airliners, helicopter and 

aircraft operators and other representative 

stakeholders of the project results. End user 

representatives are involved from the early 

stages and during the life of the project to 

deliver operational and practical feedback to 

partners’ proposals [1]. 

The presentation mainly focused on the 

following three points: 

� Description of concept objectives; 

� General description of prototype 

concept; 

� Presentation of snapshots and movies in 

a virtually reconstructed scenario. 

Several comments rose from the members 

of the EEAG. Such comments mainly concern 

the information presented in the HUD 

reconstructed images both in the type of 

information and on the way of 

presentation/visualization. In particular, it has 

been highlighted that it would be important to 

specify the weather context (including the time 

of observation measurement) of the images and 

the weather data source in order to allow the 

focus group to have a clear idea of the scenario 

in which the prototype is adapted.  Moreover, it 

has been asked to specify the correlation 

between the navigation display and the virtual 

1720



F. De Crescenzio, S. Bagassi, M.Fantini, F.Lucchi 

HUD proposed. In order to increase the 

credibility of the simulated scenario, it has been 

suggested to include a flight path vector and to 

adjust the altitude indicator. It has been 

remarked that the capability to read the 

instruments is a very important issue to be 

considered. A further remark has been made on 

the use of shaded shapes. Specifically, during 

the night condition it may result too bright and a 

wireframe approach could be preferable.  

Finally, it has been proposed to add the 

hail, icing and wind shear 3D symbols to the 

library and to think about the discrimination 

between real data and forecast.  

If more information layers are present in the 

horizon, one layer should suppress the others. 

Thus, priority areas should be defined. 

Moreover, it has been pointed out that any 

proposal covering the horizon runs into 

certification problems. 

 

6 Conclusions 

In this paper we have presented the first 

prototyping and evaluation phases for the 

generation of a novel cockpit HMI. This is 

based on the use of conformal data on the HUD 

and exploits a virtual reality system for the 

concept development. Information displayed 

onto the HUD should: 

� •Supplement the conventional head down 

representation of weather with 

complimentary head up data. 

� Provide 3D support for the “detect and 

avoid” strategies. 

Very encouraging comments have been 

collected during the first evaluation phase. 

Further developments are already planned. They 

concern the refinement of the VR based HUD 

simulator and the evaluation of the workload 

and Situation Awareness measures related to the 

concept. 
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Abstract  

 

Simulation of the aerothermal environment 

experienced by space vehicles during 

atmospheric reentry can be performed by arc-

jet facilities, which generate high enthalpy 

hypersonic flows for long time.  Such is the case 

of Small Planetary Entry Simulator (SPES) at 

the Department of Aerospace Engineering of 

University of Naples (DIAS), described in the 

paper. 

To support arc-jet tests within SPES it is 

important to dispose of a simple tool which 

evaluates all aerothermodynamic flow 

properties by using the few experimental 

measurements available  and a chemical  model 

of the high enthalpy flow. In the paper we 

present the model implemented and used for 

arc-jet tests performed for AVIO company, to 

evaluated performances of its thermal 

protection material for the European space 

vehicle named IXV.   

1  Introduction  

Arc-jet facilities are used to produce the 

heating environment of high-speed planetary 

entry flights. One important parameter that such 

tests must simulate is the flow enthalpy; in the 

test section of an arc-jet facility, the enthalpy of 

the core region is referred to commonly as the 

“centerline” enthalpy; it is this centerline 

enthalpy that must simulate the flight value. In 

contrast, the mass average of the enthalpy in the 

stream, including the portion in the cold outer 

region, is called the “mass-averaged” enthalpy. 

The ratio of the centerline enthalpy to the mass-

averaged enthalpy, which is by definition 

greater than unity, is an important parameter in 

the use of the arc-jet facilities. Because heat 

transfer rate is proportional to enthalpy, any 

uncertainty in this value translates directly to the 

uncertainty in the performance of the tested 

heatshield material. Then, considering the 

importance of the accuracy of the enthalpy 

values for arc-jet testing, it is essntial to dispose 

of a tool which evaluates the centerline enthalpy 

and other flow properties by using the few 

experimental measurements available, i.e the 

mass-averaged enthalpies, pressures and heat 

fluxes.   

In the present paper we describe the 

numerical tool  used for arc-jet tests performed 

at the Small Planetary Entry Simulator (SPES) 

of the Department of Aerospace Engineering of 

University of Naples (DIAS). Tests are executed 

for the aerospace company AVIO, to evaluate 

the performances of its material to be used as 

heatshield for some parts of the European space 

vehicle  named IXV.   
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2 Facility Description 

 

2.1 Configuration 

 

The Small Planetary Entry Simulator (SPES) 

functional scheme is shown in fig.1. An overall 

view is shown in fig.2. 

 

MIXING 
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CHAMBER
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ROTARY PUMP
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Fig. 1  SPES layout 

 

Main SPES subsystems are: 

1) Electric arc-heater (or plasma torch), 80 

[kW] maximum power, operating with 

pure inert gases (nitrogen). The arc-

heater is powered by an AC/DC rectifier, 

while start is obtained by a high-voltage, 

radiofrequency discharge;  

2) a mixer where the nitrogen plasma gas 

can be mixed with cold oxygen, to 

simulate hearth planetary atmosphere;  

3) four conical nozzles (area ratio 4, 20,  56 

and 100) for operation in supersonic   

and hypersonic flow regimes (Mach 

numbers 3-5-6-7 respectively);  

4) a cylindrical vacuum test chamber 

equipped with glass windows, with free 

jet plasma flow exhaust. Ultimate 

pressure in the test chamber is 50 [Pa];  

5) two cooling systems. One operating with 

distilled water, cools the arc-heater, the 

nozzle and the gas heat-exchanger. The 

second one, operating with tap water, 

cools the test chamber, the vacuum 

pumps and the first cooling system water 

itself; 

6) a panel, equipped with controls and 

measurement instruments for the manual 

control of the facility; 

7) an electronic control and data acquisition 

system is used to manage the acquisition 

of the signals from SPES.   

 

 
Fig. 2  SPES overall view 

2.2 Instrumentation 

 

The gas mass flow rates are measured by two 

thermal mass flow-meters; coolant flow rates 

are measured by variable-area flow-meters.  

Electrical arc parameters (i.e. voltage and 

current) supplied to the arc-heater are measured 

by digital instruments. A dedicated electronic 

data acquisition system allows to measure and 

store the temperatures from thermocouples 

located on the arc-heater, the nozzle and other 

components. Pressure measurements are made 

by absolute transducers which have been 

calibrated by a capacitive vacuum gauge. 

3 Experimental Measurements 

 

Total Enthalpy Measurements 

 

The primary method to evaluate the total 

enthalpy of  the stream is the energy balance 

method [1].  

The mass-averaged enthalpy of the gas leaving 

the arc heater and entering the mixer is 

evaluated by subtracting from the input electric 

power the losses due to the cooling water: 
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The mass-averaged enthalpy of the total flow 

(nitrogen plus oxygen) leaving the mixer and 

entering the nozzle is : 
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Finally the mass-averaged enthalpy of the flow 

at the nozzle exit is : 
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m
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HH



 )( 
        (3) 

 

where V and I are the arc voltage and current, 

cpmThc  and cpmTnc  are the power losses for 

the arc-heater and the nozzle, 
hmg  is the 

nitrogen mass flow rate, gtm
 is the total mass 

flow rate.  

The relative uncertainty on the measured 

enthalpy was estimated to range from 10% to 

20%, depending on the arc power levels. At our 

typical test conditions (low power and low gas 

flow rates) we extimate more probable the upper 

uncertainty level (20%). 

 

Pressure Measurements 

 

During each test the following pressures are 

measured: 

1) at the  downstream end of the  mixing 

chamber 

2) at the nozzle outlet 

3) in the test chamber 

4) the impact pressure on a probe located in the 

test section  

 

The relative uncertainty on the measured 

pressures was estimated to range from 2% to 

5% of measured values. 

 

Heat flux Measurements 

 

The slug-type heat-flux sensor consists of a 

small piece of metal (slug), inserted into the 

face of the model but isolated from it, whereby 

it measure the heat flux. The presence of an 

insulator is required to minimize the heat 

transfer to and from the model in order to 

approximate to the one-dimensional problem. A 

thermocouple measures the temperature on the 

rear surface the slug.  

 

 
 Fig 3 Slug-type heat-flux sensor 

 

The heat flux is obtained by means of an energy 

balance:  

                           
dt

dT
lcq            (4) 

where q is the heat flux, ρ and c are respectively 

the density and the specific heat of the slug, T is 

the temperature of the slug, t is the time and l is 

the slug length. 

The main characteristics of this sensor are the 

simple construction, no need of water cooling, 

low cost compared to other types of sensor, easy 

to install on the parts to be monitored. 

4. Flow Diagnostics 

A simple numerical model describing the 

flow evolution in SPES, starting from available 

experimental data, has been specifically 

developed. The numerical code follows the gas 

evolution across the arc-heater, the mixing-

reservoir chamber and the nozzle; the flow 

parameters at the nozzle exit are considered to 

be the "free stream" ones in the test section.  

 

To analyze the flow process properly and 

evaluate the total stream enthalpy, it was 

necessary to determine both the thermodynamic 

and chemical state of the gas at the exit of arc 

heater, mixing chamber and nozzle. 
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a)facility configuration  

 

As first step we give the geometrical 

configuration for the plasma torch (anode and 

cathode), the mixing chamber (swirl or radial) 

and the nozzle.  

  

The second step is physical input for : 

 

- plasma torch (power, nitrogen mass flow 

rate, cooling water flow rate, 

temperature rise) 

- mixer (oxygen flow rate plus cooling 

water flow rate and  temperature rise if 

water cooled) 

- nozzle(total mass flow rate, cooling 

water flow rate, temperature rise) 

 

As output from this section, the numerical code 

calculate the averaged total enthalpies of the 

plasma torch, the mixing chamber and the 

nozzle.  

 

b)plasma torch 

 

Available experimental data are : 

-nitrogen mass flow  

-average total enthalpy at the torch exit 

-plasma torch nozzle geometry 

 

It is well extablished that for industrial plasma 

torch (such is our case) the pressure in the arc 

column is normally greather than 0.3 (atm), so 

we can assume thermodynamic and chemical 

equilibrium at the plasma torch exit. In this way, 

starting from the total enthalpy and nitrogen 

mass flow, it is possible to evaluate chemical 

composition of the nitrogen plasma and all 

thermofluidynamic parameters. 

 

c)mixing-reservoir chamber 

 

Available experimental data are : 

-nitrogen and oxygen mass flow  

-average total enthalpy at the reservoir exit 

-pressure at the end of reservoir chamber 

-reservoir geometry 

 

In the mixing chamber, due to the low total 

pressure attained by the flow  - in all test this 

pressure is lower than 0.5 atm) – the chemical 

composition of the gas is assumed to freeze 

upon entering the chamber (in particular 

downstream the mixing nitrogen-oxygen)  and 

to remain frozen during the travel through the 

chamber.    

A confirmation of this assumption can be 

obtained computing the atom recombination 

time and the residence time of the gas species in 

the chamber; tipically recombination times are 

O[10
-2

] (s) while the residence times are O[10
-4

] 

(s).  

In this way, starting from the measured total 

enthalpy and total mass flow we can compute 

chemical composition (we consider the Lightill 

model for air). 

Following Pope [2] we use its modified version 

of the frozen sonic flow method to calculate the 

centerline total enthalpy. First, the mass fraction 

of dissociated species α was used to calculate 

the  value of  the frozen isentropic exponent : 

                    

                          (5) 

     

 

where Z=1+ α  and α is the total mass fraction 

of dissociated species. 

 

Using the total pressure and the mass flow we 

can evaluate the total gas temperature at the 

beginning of expansion (T0 ) by:  

 

 

 

     (6)    

 

 

where C=(mo/R)
1/2    

, mo  molecular weight of 

the undissociated gas, R  universal gas constant, 

A* the cross-sectional area of nozzle throat and:  

 

 

                    

          

                 (7) 
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With the total temperature and the chemical 

composition now calculated, it is a simple 

matter to compute the centerline total enthalpy 

of the flow.  

 

d) Nozzle 

 

Available experimental data are : 

-total mass flow  

-averaged total enthalpy at the nozzle exit 

-pressure at the nozzle exit 

-nozzle geometry 

 

On the basis of the sudden freezing effects 

discussed above, we assume the flow to be 

frozen and during expansion in the nozzle.  

 

Also we note from experimental measurements 

that the enthalpy decrement in the nozzle is  

generally small (from 10 to 20% max); this fact 

allows to consider the expansion of the flow in 

the nozzle near isentropic.   

In this way, starting from the measured total 

enthalpy and total pressure we can compute all 

thermofluidynamic parameters at nozzle exit. 

5 Results 

5.1 General Flow Diagnostics 

 

A certain number of runs with SPES has been 

made to validate the flow model, see the 

following table. 

 

HN Hah HM 

MJ/kg MJ/kg MJ/kg 

5,88 8,38 6,71 

6,86 10,08 8,07 

7,73 12,08 9,66 

8,35 13,52 10,81 

9,26 15,75 12,60 

8,33 13,31 10,65 

9,61 15,64 12,51 

10,81 18,13 14,51 

12,43 21,07 16,86 

As one can see from figure 4 the total pressure 

in all runs is under 50.000 [Pa], validating the 

ipothesys of frozen flow.  

 

 
 

Fig 4 Total pressure measurements 

 

Also in figure 5 we can see the centerline 

enthalpies as calculated following Pope and 

Park suggestions; the agreement is good, 

considering the uncertainty of the energy 

balance (up  to 20%). 

 

 
 

Fig 5 Centerline Enthalpy Measurements 

 

5.2  Flow Diagnostics for Ablation Tests 

 

The main aim of the arc-jet test campaign was 

to evaluate the thermo-ablative behavior of an 

AVIO material, when exposed to heat load 

conditions comparable to the ones specified for 

IXV ablative Thermal Protection System (TPS).  

 

The dimensioning conditions of IXV Ablative 

TPS are hereafter reported, in terms of: 

o Heat flux time history (Figure 6a) 

o Pressure time history (Figure 6b) 
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Fig. 6a IXV heat flux history 

 
Fig. 6b IXV impact pressure history 

 

In order to select in the SPES operating 

envelope the points that allow for achieving the 

aforementioned conditions, a dedicated  

calibration activity has been performed, by 

means of a slug calorimeter and a water-cooled 

Pitot probe. The result is that the maximum heat 

load of 140000 kJ/m2 acting on the ablative 

TPS can be reproduced in the arcjet facility, 

applying a 300 kW/m2 heat flux for about 9 

minutes, with a resulting impact pressure on the 

sample equal to 2900 Pa. About the design heat 

flux value (300 kW/m2 ) it is the minimum 

value that ensures stable and safe operations of 

the plasma facility. The setting of the heat flux 

value automatically fix the resulting impact 

pressure value (2900 Pa), because of the fixed 

value of electrical power and mass flow in the 

plasma jet. 

For the specified Test Requirements : 

 

qs  = 320  [kW/m2] stagnation-point heat flux  

ps  = 2900       [Pa]  impact pressure   

 

the more suitable Facility Test Parameters are :  

 

Nitrogen  mass flow : 0.4 [g/s]  

Oxygen mass flow :  0.1 [g/s]  

Electrical Arc Power :  9000 [W]  

 

that, applied to the facility, lead to the following 

measured Thermofluidynamic (TFD) Test 

Parameters : 

 

Hah = 13.1 [MJ/kg] (plasma torch)  

Hm = 10.5 [MJ/kg] (mixer)     

Hne = 7.5  [MJ/kg]     (nozzle)                    

pm = 29000    [Pa] 

pne  = 160    [Pa] 

pts  = 50   [Pa] (test section) 

 

using these together the numerical code, we 

obtain the calculated TFD parameters : 

 

Total temperature :   5876 [K] 

Total pressure :    29.000 [Pa] 

Gamma :   1.482 

Mach number :   4.01 

Centerline Enthalpy : 13.95 

 

Molecular Nitrogen mass fraction: 0.727 

Atomic Nitrogen mass fraction : .073 

Molecular Oxygen mass fraction : .004 

Atomic Oxygen mass fraction : .196 

 

A fist check for the numerical code is made 

comparing the calculated centerline enthalpy 

with the one obtained  by the well-assessed 

formula : 

Centerline Enthalpy = 1.5Averaged Enthalpy 

as recently verified by Park on the basis of 

spectrometically determinated centerline 

enthalpy values [3].  

For this case the check gives :  

HCL (Pope)  =   13.95 [MJ/kg] 

HCL (Park)  =   11.25   [MJ/kg] 
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A second check to verify the goodness of 

calculations is on the heat flux value. We follow 

the simple method proposed by Zoby [4], which 

suggests an empirical  relation in the form :  

 

effsnefc RpHKq /                  (8) 

 

where Reff is the effective nose body radius 

[cm], ps is the impact pressure [atm], K is a 

dimensional constant and Hne is the total 

enthalpy [MJ/Kg]. The constant K for Air is 

117. Reff  can be assumed as 2.9 times the body 

radius as stated by Pope [2].  

With the our-case values : Hne = 7.5 [MJ/kg] -  

ps = 2900 [Pa]  -   Reff = 0.058 [m] we obtain :   

qs,fc  = 614  [kW/m2].  This heat flux value is 

for a fully catalytic wall condition; such is not 

the case of the copper calorimeter, then we must 

correct the heat flux value using the well-know 

Goulard theory [5]; with the suitable correction, 

the calculated heat flux becomes qs = 363 

[kW/m2],  that is close to the experimental one. 

 

A third check is on chemical composition; in the 

simple model implemented only nitrogen and 

oxygen mass fractions can be extimated, but for 

the experimental conditions considered the 

percentage of other species is expected to be 

very small. We use a commercial CFD code to 

evaluate the chemical composition for the test 

conditions, and the results are the following :  

 

Molecular Nitrogen mass fraction: .71 

Atomic Nitrogen mass fraction : .08 

Molecular Oxygen mass fraction : 0.05 

Atomic Oxygen mass fraction :  0.15 

 

6 Ablation Tests 

 

In the stagnation point configuration the test 

samples are placed normally to the flow. In the 

test section, located 63 (mm) downstream the 

nozzle exit, a model support system (MSS) 

supporting the ablative model and the 

calorimeter is mounted, figure 7. Calorimeter 

and test model have the same geometry.  

 

 

 

 
 

 

Figure 7 . Stagnation-Point Configuration 

 

Test models have a maximum diameter of 40 

mm; this value is given as the superposition of 

the ablative sample, an insulating material 

surrounding the sample and the metallic case to 

fix the model to the MSS. The test begins 

placing the calorimeter in the test section, in 

order to measure the incident heat flux. After 

this calibration phase, the calorimeter is 

removed and replaced by the ablative material 

model.  

 

The material sample has been instrumented with 

six thermocouples, see fig.8: 

 

 
Fig. 8 Thermocouples positions 

 

The same test conditions have been repeated  

four times in SPES. From Fig. 9 to Fig.  14 the 

acquisition of thermocouples is showed. Each 

color refers to a test.  
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Fig.  9 Acquired temperature at TC 1 
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Fig. 10 Acquired temperature at TC 2 
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Fig.  11 Acquired temperature at TC 3 
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Fig.  12 Acquired temperature at TC 4 
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Fig.  13 Acquired temperature at TC 5 
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Fig.  14  Acquired temperature at TC 6 
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In figures 15 – 20 the test sequence is depicted.  

 

 
Fig. 15 Model ready to be mounted 

 

 

 
Fig. 16  Model mounted  

 

 

 
Fig. 17 Running the model  

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 18 Model after test  

 

 

 
Fig. 19 Sample extracted from the model 

 

 

 
Fig. 21 Sample (detail) 

 

As can be observed, a swelling phenomenon 

occurs during the test, due to the fact that the 

material expands with the carbonization. 
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6 Conclusions 

 

A good characterization of  a high  enthalpy 

hypersonic flow is very important for TPS 

testing with arc-jet facilities.  The process 

engineer need of a simple and fast diagnostic 

tool to evaluates all aerothermodynamic flow 

properties by using the few experimental 

measurements normally available during a test. 

In the paper we described the tool implemented 

and used for ablation tests, performed at the 

SPES facility at the Department of Aerospace 

Engineering of University of Naples, for AVIO 

company, to evaluated performances of its 

thermal protection material for the European 

space vehicle named IXV.   
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Abstract

The problem of the ice accretion over an air-
foil is studied numerically in both wet and
dry regimes. The code developed starts with
flow field computation using a potential method,
which is coupled to an integral method for solv-
ing the boundary layer equations. The second
step is the determination of droplets trajectories
using a Lagrangian approach and then the col-
lection efficiency. The convective heat transfer
coefficient is determined in the laminar and tur-
bulent case from an integral boundary layer so-
lution that accounts for the roughness due to the
ice formation. The last step is the numerical
solution of the local thermodynamic balance and
the determination of the ice accretion rate. In
this work are described three fundamental steps
that allows the icing accretion determination:
the particle tracking and the successive determi-
nation of the collection efficiency, the solution
of mass and energy equations and the geometry
updating. Results are presented for ice accretion
on a NACA 0012 airfoil and compared with re-
sults from other codes. The numerical solution
of mass and thermal balances are performed us-
ing a non-uniform grid that allows to have bet-
ter discretizazion near the stagnation point of
the airfoil. Numerical results compare fairly well
with the reference cases in the open literature.

1 Introduction

Ice growth on aircraft is a fundamental prob-
lem in the aerospace industry: various in-flight
incidents have been shown to be directly at-
tributable to the ice accretion. For this reason in
last years this topic become the centre of numer-
ous researches and various methods have been
developed to study this problem. Icing predic-
tion algorithms are generally divided into two
major component. First, the air flow and the
particle trajectories are computed, to become
the inputs for the second step in which the ice ac-
cretion and the water flow are determined. The
simulation of the ice accretion is an iterative pro-
cedure that consist of the successive computa-
tion of the air flow, water droplets trajectories,
collection efficiency, convective heat transfer co-
efficient and finally the determination of the ice
formation.

In this work the aerodynamic model is based
on the approximation of the potential flow: the
flow field around the airfoil is computed using
the Hess-Smith panel method with an integral
boundary layer correction, as described in [6].
Water droplets trajectories are determined us-
ing a Lagrangian approach. Droplets trajecto-
ries are then used to determine the collection ef-
ficiency and the incoming quantity of water that
hits the airfoil surface. The cornerstone of most
icing codes is the simple one-dimesional equilib-
rium energy balance first described by Messinger
[1]. The thermodynamic model relies on the
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heat and mass balance equations and it is en-
forced on each panel to determine the quantity
of ice formed. During ice accretion roughness
varies over the ice and airfoil surface: the rough-
ness of the surface influences the boundary layer
growth which in turns affects the convective heat
transfer coefficient and hence the ice shape. This
parameter is taken into account in the numerical
simulations presented in this work by resorting
to the empirical Shin and Bond correlation [4].

In the process of the ice accretion two differ-
ent regimes of growth can be singled out: dry
growth and wet growth. The first one occurs at
lower temperatures and liquid water content: in
these conditions each impacting droplet freeze
nearly immediately on impact. This regime is
called rime ice, it is characterized by the absence
of the water, it has low density and the appear-
ance of the ice is white and opaque. On the other
hand during the wet growth the droplets are un-
able to release all latent heat of fusion at the
impact: they remains over the surface in liquid
form and flow along the airfoil. This is the case
of the glaze ice in which water appears together
with ice. The resulting ice has an higher density
and it appears transparent and glossy. Glaze ice
is favorite by warmer temperatures and higher
liquid water content. The typical situation is
the initial growth of the rime ice which turns
into glaze ice when the ice thickness is so large
that the temperature at the ice-water bound-
ary reach that of the freezing temperature. The
simulation code has to be able to treat also the
intermediate situation, when some panels of the
discretization are under rime ice condition while
the water appears over others. In the case of
the rime ice accretion the ice thickness can be
easily determined through a mass balance while
when the ice thickness is covered by a thin film
of liquid water is necessary to consider a model
that represents water flow and accretion.

In this latter situation, the first possibility is
to follow the model developed by Myers [2]: in
this case conduction through water is neglected,
water is considered to have the freezing temper-
ature and its accretion is not performed. This
model take into account the water in the ther-

mal balance by considering the evaporating heat
flux and the heat flux entering the control vol-
ume and leaving it. The thermal flux that en-
ters into the control volume is due to the mass of
water that flows from the previous volume. The
energy equation and mass balance are combined
to provide a single first order non linear differ-
ential equation for the ice thickness, which is
solved numerically. Another possibility is to ac-
count for the dynamics of the water and the flow
of the water over the airfoil towards the leading
edge. In this case the problem is governed by
coupled mass and energy balances. The numer-
ical solution gives not only the ice height but
also the water layer thickness. The model used
for solving the glaze condition is valid for thin
water layer.

In this paper the determination of the collec-
tion efficiency and the numerical solution of the
mass and energy equations using the improved
Messinger model over realistic aeronautical ge-
ometries is presented. The results presented are
obtained neglecting the water dynamics: this is
the model followed by other existing icing codes
used to validate the results [4, 8, 9].

2 Droplets trajectories computation

In the Lagrangian approach used in the present
code, the trajectory of each droplet is computed
based on a force balance: the water droplet is
considered as a rigid sphere with a diameter
≤ 500 µm subjected to drag, gravitational an
inertial forces. For two dimensional case the bal-
ance reads: md

d2xd
dt2

= −D cos(γ) +mdg sinα

md
d2yd
dt2

= −D sin(γ) −mdg cosα
(1)

where

- md droplet mass

- xd, yd position of the droplet

- t time

- D drag force
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- g gravity acceleration

- α angle od attack

- γ angle between the local droplet velocity
and the air velocity, namely

γ = arctan

(
Vd − Va
Ud − Ua

)
where Ud, Vd, Ua, Va represents respectively
the components of the droplets and the air
velocity in the x and the y direction, as in
figure 1.

Figure 1: Velocities definition

The drag force acting on the droplet is expressed
as a function of the drag coefficient Cd for a
spherical drop. The expression used in this work
is the Shiller-Neumann coefficient, which can
be found in [5] and it is based on the droplets
Reynolds number Re as follows:

Cd = 0.4 Red > 1000

Cd = 24
Red

(
1 + 0.15Re0.687

d

)
Red < 1000

The drag force is written for a droplet of area
Ad as:

D = Cd ρa
V 2
∞
2
Ad

The system of equations (1) is then solved nu-
merically using a BDF scheme and needs initial
conditions: droplets are released at a distance
from the airfoil so that the flow is not affected
by the perturbation due to the presence of the
body. The initial condition for droplets velocity
is then equal to the free stream velocity compo-
nents.

Trajectories are computed to define the im-
pingement limits on the airfoil surface. Each
trajectory is computed until it intersects the
body or passes over it. The impingement limits
are found following an iterative bisection pro-
cess. two trajectories are chosen: one hitting
the surface and the other that does not inter-
sect the body. The new trajectory computed
stay halfway between these two and if it impacts
on the airfoil it became the new hitting trajec-
tory while if it misses the body it is considered
as the new trajectory that does not hit the sur-
face. This procedure is repeated until the gap
between the initial position of two droplets is
smaller than a specified tolerance.

Figure 2: Search for impingement limits

Once the impingement limits are computed
it is possible to perform an arbitrary number
of trajectories that hit the airfoil: for each of
this trajectory are known respectively the re-
lease and the impingement position. This allow
to determine the collection efficiency, defined as
(cf. figure 3):

β =
∆y0

∆s
(2)

In order to perform the collection efficiency β
is necessary to know the velocity field around
the airfoil: the air velocity is computed for all
the droplet positions along its trajectory start-
ing from the panel method used to solve the flow
field. In figure 4, the predicted collection effi-
ciency for the NACA 0012 is compared to that
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obtained by available models in the literature.
The agreement is fairly good and confirms the
correctness of the proposed scheme.

Figure 3: Collection efficiency definition

Figure 4: Collection efficiency for NACA0012

3 Mathematical problem formulation

The computation of the ice accretion is made
here following the Myers model [2]. In this
model, ice and water layers are considered sep-
arately. Conduction through the ice layer and
phase change are also modeled. At the moving
water ice interface the energy balance lead to
a phase change or Stefan condition [7], which
take the form of a first-order ordinary differen-
tial equation.

The typical situation investigated in this work
is represented in the figure 5: an ice layer of
thickness B rest on the top of the solid surface.
In the case of the glaze ice the ice thickness is
covered by a water thickness. The model pre-
sented is that for the glaze ice: in the case of

rime ice the equations used are still true setting
the water thickness h to zero.

Figure 5: Scheme of the ice-water condition

The problem is governed by a system of four
equations: mass balance, heat equation at the
water and the ice interface and a phase change
at the ice-water interface.

∂T
∂t = ki

ρi ci
∂2T
∂t2

∂θ
∂t = kw

ρw cw
∂2θ
∂t2

ρi
∂B
∂t + ρw

∂h
∂t = β LWC V∞

ρi LF
∂B
∂t = ki

∂T
∂z − kw

∂θ
∂z

(3)

where

- T , θ: ice and water temperature

- ki, kw: ice and water thermal conductivity

- ci, cw: ice and water specific heat

- ρi, ρw: ice and water density

- LWC liquid water content of the air

- V∞ free stream velocity

- z direction normal to the surface

- LF latent heat of fusion

The system of equation above requires one to
specify suitable boundary and initial conditions
as follows:

� the substrate is initially clean

B = h = 0 at t = 0 (4)1736
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� at the substrate the ice is in perfect thermal
contact with the surface and so the temper-
ature has the same value of the substrate
temperature Ts

T (0, t)) = Ts (5)

� the temperature is continuous at the ice-
water interface and reach the freezing value
Tf = 273.15 K

T (B, t) = θ (B, t) = Tf (6)

� the last condition is the imposition of the
Fourier’s law at the ice-water interface.
This is equivalent to impose the balance of
thermal fluxes Q. In the case of the rime
ice the same equation is written for the ice
temperature at the ice-air interface.

−kw ∂θ∂z = Qe +Qinc +Qc +Qout
− (Qvisc +Qk +Qent)

(7)

Equation 7 is an example of the basic
Messinger energy balance, where

– convective heat transfer at the water
surface

Qc = Hw (θ(B + h, t) − T∞) (8)

where Hw is the convective heat trans-
fer coefficient

– cooling of the incoming droplets

Qinc = LWC β V∞cw (θ(B + h, t) − T∞)
(9)

– heat lost due to the evaporation that
in this work is expressed as a function
of the saturation pressure Psat

Qe = 0.7HwLE

[
Φ Psat(T∞)−Psat(θ(B+h))

P∞ca

]
(10)

- LE latent heat of evaporation

- φ relative humidity

– heat flowing out of the control volume
with the liquid mass water

Qout = ˙mout θ(B + h) cw (11)

– heat due to the kinetic energy of the
incoming droplets

Qk = LWC β V∞
V 2
∞
2

(12)

– aerodynamic heating

Qvisc = r Ha
V 2
∞

2 ca
(13)

- r recovery factor

- Ha air convective heat transfer co-
efficient

- ca specific heat of the air

– heat flowing into the control volume
from the preceding

Qent = ˙ment θ(B + h) cw (14)

The system of equation (3) is replaced with
a simpler one under the consideration that the
ice growth rate is considerably slower than the
heat conduction rate: the temperature can be
assumed to be in equilibrium as the ice slowly
accumulates. The problem of the ice accretion
can be solved under the pseudo-steady approxi-
mation: with the thickness of the ice layer slowly
growing with time. With this approximation
the temperature profile is linear in the z di-
rection. Another approximation made in this
model is that to neglect the conduction through
the water layer: the water temperature is con-
stant and has the value of the freezing temper-
ature θ (B + h) = Tf . With the introduction of
these simplification, applying initial and bound-
ary condition described and following the pro-
cedure describe by Myers [2] is possible to gain
the final equation in which the only unknown is
the growth rate of the ice. This equation have to
be coupled with a mass balance giving the final
system of equations:

ρi LF
∂B
∂t =

ki (Tf−Ts)
B

+ (Qe +Qinc +Qc +Qout)
− (Qvisc +Qk +Qent)

˙ment + ˙minc = F ( ˙ment + ˙minc) + ṁe + ˙mout

(15)
where
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- ṁe mass rate of evaporation

- ˙ment water mass flowing into the control
volume

- ˙minc mass of incoming water droplets

- ˙mout water mass flowing out the control vol-
ume

The freezing fraction F is defined as the ra-
tio between the mass of water that freeze in the
control volume and the total mass of water en-
tering. In the case of the rime ice it is set at
a constant value equal to one while in the glaze
condition is 0 ≤ F ≤ 1.

The numerical solution of the system (15) al-
lows to compute the ice thickness. In this work
the time step used for the numerical integration
of the equations is 10−3 seconds.

4 Geometry updating

The updating of the airfoil geometry to account
for the ice thickness is a very important issue in
an icing code. The ice accretion analysis follows
the progressive accumulation of the ice over the
surface for a finite time: it is an iterative pro-
cedure that requires a regular updating of the
geometry. The presence of the ice near the stag-
nation point modifies the shape of the surface
and this has effects on the flow field around the
airfoil such as on the impingements points of the
droplets that hits the surface and so the change
in the shapes of the body influences the collec-
tion efficiency. Before starting the simulation
the time step for the updating is chosen: the
entire temporal interval is divided into smaller
parts and at each time-step the complete updat-
ing is performed starting with the determina-
tion of the flow field for the new shape, passing
through the trajectories calculation and the def-
inition of the collection efficiency and arriving at
the new computation of the ice thickness. The
choice of the updating time step is important
because this parameter has a great influences
on the final result: smaller time steps allow to
have accurate conditions for the ice calculation
and this produces more realistic results with an

high level of precision. On the other hand the
continuous update of the flow field, trajectories
and the ice determination leads to a great com-
putational cost for the icing code: the choice of
the time step for the geometry update is a key
point in the icing code because from this param-
eter depends the accuracy of the result and the
computation time, see figure 6.

Figure 6: Ice accretion on NACA0012 after 120 s:
comparison between ice thickness obtained without
the geometry update and the accretion obtained up-
dating the geometry after 60 s

In this work the computation of the flow field
is made with a panel method and this requires
a smooth geometry: at each time step the new
geometry for the aerodynamic model is obtained
connecting the ice thickness with the airfoil so
that the edges between the ice and the body are
deleted as shown in fig. 7.

The results presented in the next section are
obtained using a time step for the upgrading of
60 second.

5 Results

The results obtained with the code illustrated in
the paper are validated by comparison against
experimental and those obtained from other ex-
isting icing codes such as LEWICE [4], [10],
DRA code [10], CANICE [11] and CIRA code
[8]. Various atmospheric conditions such as dif-
ferent flight conditions are considered. In this
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Figure 7: Geometry updating: connection between
the ice thickness and the airfoil

paper only two test cases are analyzed: the main
difference between them, whose conditions are
illustrated in the table 1 and 2, is the angle of
attack which is null in the second case and equal
to 4°in the first.

Accretion time 360 [s]

Angle of attack 4°

Chord 0.5334 [m]

Airspeed 67.05 [m/s]

Atmospheric temperature 261.9 [K]

Atmospheric pressure 101300 [Pa]

Liquid water content 1 [g/m3]

Droplets diameter 20 [µm]

Table 1: Definition of test case 1

Accretion time 120 [s]

Angle of attack 0°

Chord 0.152 [m]

Airspeed 130.5[m/s]

Atmospheric temperature 260.7 [K]

Atmospheric pressure 90500 [Pa]

Liquid water content 0.5 [g/m3]

Droplets diameter 17.5 [µm]

Table 2: Definition of test case 2

Figure 8 shows a good agreement between the
ice accretion predicted and those computed by
other icing codes. The most relevant difference

Figure 8: Comparison among the code presented,
experimental results, LEWICE and CIRA code.
Analysis refer to the conditions illustrated in the ta-
ble 1

is the profile of the ice shape: the geometry of
the predicted ice is smoother than the others.
This is attributable to the ice roughness mod-
els used in the existing codes, which are more
accurate and produces more realistic ice shapes.

Figure 9: Comparison among results obtained from
the code presented, experimental results and those
presented by the LEWICE and the DRA code under
conditions illustrated in the table 2

In figure 9 the ice thickness predicted has the
same order of that obtained using other codes
but the shape of the accretion is quite different
for the lack of the horns that characterized data
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gained through experiments. This is believed to
be related to the method used to upgrade the
geometry at each time step that, as explained in
the previous section make the geometry smooth,
creating a new airfoil that contains the ice thick-
ness. This is a limit of the code and the first as-
pect that have to be improved. Another impor-
tant improvement for the icing code presented is
the capability to consideResultr the dynamics of
the runback water. The computation not only
of the ice accretion but also of the water flow-
ing and accretion could give a more precise un-
derstanding of the icing accretion problem and
results that are closer to the reality.

6 Conclusions

The modified Meyers model, that was derived
for a flat plate geometry, was applied to the pre-
diction of ice accretion over a simmetric NACA
0012 airfoil at zero and at four degree inci-
dence. The model was included into a very sim-
ple ice accretion code, which was developed with
the purpose of evaluating different ice accretion
models. Numerical results agree fairly well with
those obtained experimentally and by other sim-
ulation codes, with the exception of the well-
known ice horns that are the hallmark of ice ac-
cretion over airfoil. This is believed to be related
to a lack of a sophisticated roughness model in
our code and it will be the object of future stud-
ies.
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Abstract  

A surface dielectric barrier discharge (DBD) 

actuator has been experimentally investigated. 

An electrode pair separated by a dielectric sheet 

constitutes the actuator. Two types of dielectric 

materials and several a.c. supply conditions 

have been utilized to generate a surface 

dielectric barrier discharge with different 

characteristics.  An Electro Hydro Dynamics 

(EHD) interaction was induced into still air and 

several fluid-dynamic regimes were obtained. 

Using electric and fluid dynamics 

measurements, the energy transfer mechanisms 

caused by the EHD interaction have been 

investigated. The visualization of the plasma 

boundary layer during the discharge ignition 

phase, characterized by hot vortexes, and 

during the steady regime has been obtained by 

means of Schlieren diagnostics technique. 

Vortex morphology and propagation velocities 

for both actuator types at all supply conditions 

have been evaluated. Pitot velocity profiles have 

been taken in the steady regime operation at 

several distances along a line perpendicular to 

the actuator surface. Along this line and as a 

function of the position the integral of the pixel 

intensities of the Schlieren image has been 

calculated. The function obtained matches with 

a good agreement the Pitot velocity profile for 

all distances and in all the supply conditions 

investigated. Numerical simulations were 

performed to validate theoretically this result. 

The calculations confirm the relationship 

between flow velocity distribution in the 

boundary layer and the gas density distribution. 

1 Introduction 

The interest in active flow control, i.e. the 

ability to directly manipulate a flow in order to 

create a desired change, has showed a quick 

growth in the last decade [1]. The application of 

a Dielectric Barrier Discharge (DBD) fluid-

dynamic actuator in aerodynamic flow control, 

is in a continuous development. Many 

experimental works have dealt with the 

application of Electro Hydro Dynamic (EHD) 

actuators to be used in the aeronautical [2]-[11] 

and aerospace [12], [13] fields, and for the 

turbine blades[14], [15]. The development of 

the discharge and the establishment of the EHD 

interaction have been investigated in several 

numerical works [16]-[20] too. In particular, the 

ability of the actuator to prevent or to induce 

flow separation and the possibility to reduce the 

drag and to enhance the lift of airfoils have been 

demonstrated. 

The plasma jet generated by a DBD fluid-

dynamic actuator is thus able to alter the 

velocity inside the boundary layer and can 

modify the interaction between fluid and body 

surface (a wing or a blade) without moving 

parts. Hence the EHD phenomenon allows the 

direct conversion from electric into kinetic 

energy with response times that can be 

considered negligible compared to the 

characteristic times of the fluid dynamics. 

Furthermore the DBD actuator could lead to 
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reduce the size of the moving parts and their 

load, and thus to reduce the input power and to 

enhance the operational flexibility. 

In this work we present an experimental 

investigation finalized to achieve a better 

knowledge of the momentum transfer process 

involved in the EHD phenomenon. The 

visualization of the wall-jet generated by the 

actuator during the ignition phase and the steady 

regime using a Schlieren technique has been 

carried out. The optical diagnostic is based on 

the variation of the refractive index of the 

medium in which the light beam propagates. 

The complete non-intrusiveness of this 

technique is the advantage of its use if 

compared to other diagnostics [21]. Pitot tube 

diagnostics allows the determination of 

velocities and velocity profiles. However it is an 

intrusive diagnostic and the cost of using it is 

linked to the flow perturbation introduced by the 

Pitot tube. Particle Image Velocimetry (PIV) 

needs seeding of the fluid. For a proper 

operation of PIV the right type and 

concentration of the seed can involve a long 

work. Moreover the seeding particles may get 

electrically charged and may affect the plasma 

dynamics and the gas flow.  The Schlieren 

technique, applied to a DBD fluid dynamic 

actuator, is “self seeded” by the density 

gradients created by the hot wall jet [22], [23].  

In a previous work [24] we pointed out that 

the velocity induced by a DBD actuator in the 

boundary layer, measured flush to the wall, is 

mainly related to the active power delivered by 

the power supply to the electrodes. A desired 

velocity can be reached with a defined amount 

of average power obtained with different supply 

voltage and frequency values. These results 

have been confirmed by measurements 

performed on actuators with different 

geometries, dielectric materials and a.c. supply 

conditions.  

The transfer energy mechanism has been 

investigated also by means of the evaluation  of 

the efficiency of the EHD interaction through 

electrical and fluid dynamics measurements.  

 

 

 

2 Experimental setup 

All the performed experiments have been 

realized with single surface Dielectric Barrier 

Discharge actuators immersed in still 

atmospheric pressure air. The actuator 

configuration is shown in Fig. 1. The electrodes 

are made of copper strips with a thickness of 

0.08 mm. The upper electrode is 5 mm wide. 

Two different materials have been used as 

dielectric: a 2 mm thick teflon tape and a kapton 

tape electrode realized by 4 kapton layers, 60 

µm thick each. With the teflon dielectric, the 

buried electrode is 7 mm wide. When the kapton 

tape is used the buried electrode is 10 mm wide. 

In both cases no gap is present. The spanwise 

length of the electrodes (In the z direction in  

Fig. 1) is 50 mm. 

 

Fig. 1. DBD actuator 

The actuators have been fed by the power 

supply the schematic of which is shown in Fig. 

2. A HP-Agilent 33120A signal generator 

produces an a.c. signal delivered to an Elgar a.c. 

amplifier able to provide voltages up to 260 V 

with apparent powers up to 3 kVA. For 

increasing the voltage to the desired value a 

ferrite high voltage ferrite transformer is 

utilized. 

 

 

Fig. 2. Power supply electrical scheme 
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3 Diagnostics 

The time behaviors of the electrode voltage 

drop voltage v(t) and of the electric discharge 

current i(t)  have been measured. A Tektronix 

P6015A capacitive compensated high voltage 

probe, with a bandwidth up to 75 MHz, is used 

for v(t). A Tektronix TCP312 Hall current 

probe, with a bandwidth up to 100 MHz, is 

utilized to measure i(t) (Fig. 2). Therefore the 

value of the instantaneous power p(t)=v(t)i(t) to 

feed the discharge is derived. The average 

power absorbed is obtained as the average 

power in a waveform period. 

Schlieren images have been taken by a Z-

type configuration setup [21] (Fig. 3). The light 

source is a tungsten halogen low voltage lamp 

equipped with a rear reflector. The condenser is 

a Schneider-Kreuznach Xenon 40 mm double-

Gauss lens with a f/1.9 focal ratio. The light 

beam is reflected by two off-axis parabolic 

mirrors of a diameter of 138 mm and a f/3.5 

focal ratio. The light beam is in the z-direction 

(Fig. 1). 

The knife edge was parallel to the actuator 

surface (x-direction in Fig. 1) so that the 

Schlieren diagnostic can record density 

gradients perpendicular to it. The images are 

detected by a PCO CCD camera equipped by a 

super video graphics array (SVGA) resolution 

and a pixel size of 6 x 6 µm
2
. The peak quantum 

efficiency is 55 % at a wavelength of 380 nm. 

Velocity profiles have been determined by 

means of a glass Pitot tube moved by a step 

motor with linear resolution of 0.03 mm. The 

Pitot tube has been connected to a DCAL401 

Sursense ultra low pressure sensor with a 

sensitivity of 32 mV/Pa. 

  

Fig. 3. Z-type configuration Schlieren setup 

 

 

4 Experimental results 

The electrical supply conditions have been 

chosen so that to deliver the maximal amount of 

the average power transferred to the discharge 

as high as possible, avoiding plasma 

inhomogeneities (Table 1). For each actuator 

type, different voltage-frequency combinations, 

which correspond to the same average power, 

have been selected. The average power values 

are referred to the beginning of the actuator life. 

As a matter of fact, when an actuator is operated 

for several tens of minutes, its electrical 

characteristics change. In particular, for a fixed 

voltage, the average power increases with the 

run time. This behavior could be related to the 

electrical surface conductivity increase due to 

chemical reactions activated by the plasma. 

Table I. Electrical supply conditions 

Average 

Power 

[W/m] 

Dielectric 

material 

Voltage peak 

to peak [kV] 

Frequency 

[kHz] 

96 teflon 
35 5 

27 8 

140 Kapton tape 

14.5 5 

11.4 10 

10.4 15 

 

In the kapton tape actuator the observed 

plasma covers the first 6 mm on the dielectric 

surface after the upper electrode. In the teflon 

actuator the plasma completely overlay the 

dielectric surface over the bottom electrode that 

is of  7 mm 

Velocity profiles in the y-direction and the 

related standard deviations obtained in the 

teflon actuator, acquired with the Pitot probe at 

the end of the plasma region in the different 

supply conditions, are reported in Fig. 4. The 

“y” direction is perpendicular to the actuator 

surface as depicted in Fig. 1. The measurements 

start at a distance in the y-direction equal to 0.5 

mm, which is equal to the distance between the 

Pitot tube axis and the dielectric surface when 

the probe is placed on it. Thus this distance 

corresponds to the “zero height” of the Pitot 

tube. 
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Fig.  4. Pitot velocity profiles and standard deviations 

for teflon actuator at the end of the plasma region. 

Figure 4 shows as at “zero height” the 

velocities measured in the two supply 

conditions at the same average power are the 

same. However for the highest voltage condition 

the region in which the actuator expresses its 

action, is wider. 

A similar behavior is obtained for the kapton 

actuator too. In  Figure 5 the velocity profiles 

and the related standard deviations of the kapton 

tape actuator, measured by means of the Pitot 

probe placed at the end of the plasma region in 

different supply conditions, are shown. 

 

 

Fig 5. Pitot velocity profiles and standard deviations 

for kapton tape actuator at the end of the plasma 

region. 

For the two supply conditions at low voltage, 

the speed at “zero height” is the same. The main 

difference is the thickness of the region in 

which the EHD interaction is observed. This 

region is larger for higher voltages. The supply 

condition at the largest voltage (14.5 kV) 

utilized, is characterized by the highest 

velocities measured and the largest region 

affected by the EHD interaction. 

In order to consider the actuator performance 

with reference to the supply conditions related 

to the momentum transfer mechanism, the 

electro-mechanical efficiency η is defined. In 

still air, this quantity can be calculated as the 

ratio between the mechanical power Pmec and 

the electrical power Pelec: 

elec

mec

P

P
=η

 
(1) 

For both teflon and kapton actuators and for 

all the supply conditions used, the electrical 

power vales have been reported in Table 1. The 

mechanical power has been determined by using 

the Pitot velocity profiles vP(y) under the 

assumption of stationary flow. The mechanical 

power per unit length corresponds to the kinetic 

energy density flow rate [26] and can be 

expressed as 

dyyvP
Pmec

)(
2

1

0

3

∫
∞

= ρ
 (2) 

where ρ is the air mass density. 

In Table II the actuator efficiencies have 

been reported. 

Table II. Electrical supply conditions and related 

actuator efficiencies. 

Dielectric 

material 

Voltage peak 

to peak [kV] 

Frequency 

[kHz] 

Efficiency 

% 

teflon 
35 5 1.5·10

-1
 

27 8 0.86·10
-1

 

Kapton tape 

14.5 5 0.42·10
-1

 

11.4 10 0.25·10
-1

 

10.4 15 0.22·10
-1

 

 

These values are largely lower than 1 per 

cent. A large amount of average power is used 

for the ionization and the vibrational and the 

rotational excitation modes. The wall jet nature 

of the DBD fluidynamic actuator significantly 

reduces the surface velocity due to the skin 

friction. A third mechanism of the power 

absorption is the dielectric surface resistance as 

it was described at the beginning of this 

paragraph. Moreover an amount of average 

power is transferred to the plasma due to Joule 

heating. 

As discussed above, for the selected 

dielectric material the efficiency is higher for 

higher applied voltages. The teflon actuator 

shows higher efficiencies than the kapton one. 
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This can be due to the different discharge 

regimes in the two dielectric cases. The 

inhomogeneity of the plasma is larger when the 

kapton tape is used. It is well known that, when 

a streamer behaviour is observed, the efficiency 

of the actuator decreases because a larger 

amount of active power is converted in heat and 

not in net thrust [24]. 

Visualization of the vortexes generated by 

the actuator during the ignition phase and the 

wall jet regime of the steady state, had been 

carried out by means of Schlieren imaging. In 

order to detect the vortex propagation behavior, 

the CCD camera has been triggered with  

increasing delay times. In this way the vortex 

behavior is obtained by several discharge 

ignitions. The validity of this measurement 

methodology has been checked. Several images, 

acquired at the same delay time and 

corresponding to different vortexes, coincide. 

The exposure time of the camera has been set to 

be 1 ms. A stable light source and the lack of 

external light radiation are essential conditions 

in order to achieve a uniform image 

background. 

Schlieren images of the vortex evolution for 

the kapton actuator fed by 14.5 kV - 5 kHz is 

shown in Fig 6. 

 

 

Fig. 6. Schlieren images of teflon actuator jet at 

different delay times. 

The white lines at the bottom of each image 

show the electrode positions and the green line 

at the top of it represents a length of 10 mm.  

Images a), b) and c)  are referred to delay 

times of 6, 14 and 30 ms. For the teflon and the 

kapton actuator in all the supply conditions 

considered the vortex behaviour has been 

detected by the Schlieren techniques. Vortex 

propagation velocities in the range of 0.5÷1.5 

m/s have been measured. 

Vortexes appear during the transient 

following the ignition. After about 100 ms 

steady state regime is reached. During this 

regime vortexes are not observed. The image d) 

of Fig. 6 shows the region affected by the 

actuator in the steady state regime. A dark 

region over the upper electrode is observed. 

Here the gas density is lower due to electrode 

heating. This region is shown in the image a), b) 

and c) too.  The EHD effect is present till the 

edge of the image, thus roughly up to 70 mm 

away from the upper electrode. A bright region 

between the actuator surface and the dark region 

within the jet core can be observed. As it will be 

shown later in the following, this area 

corresponds to the boundary layer region in 

which the velocity increase from zero to its 

maximum value. 

The EHD effect caused by the actuator in the 

steady state regime had been investigated also. 

Pitot measurements on a line in the boundary 

layer perpendicularly to the actuator surface (y-

direction of Fig. 1) at different distances in the 

x-direction from the upper electrode, have been 

performed. The velocity profiles, obtained by 

the Pitot technique, have been compared with 

the profiles obtained by the pixel intensities of 

the Schlieren image along the same line. These 

comparisons have been done for a teflon 

actuator supplied with a frequency of 5 kHz and 

four different supply voltages (Table III). The 

boundary layer profiles had been determined at 

10, 20 and 30 mm from the upper electrode 

(Fig. 7). 

 

Table III. Electrical supply conditions used for 

Schlieren-Pitot comparisons.  

Condition 
Voltage peak to 

peak [kV] 

Average power 

[W/m] 

A 20 20 

B 25 66 

C 30 94 

D 35 140 
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Fig. 7. Schlieren image at condition D. Outlined in blue 

are the three lines used for the comparisons. 

The Schlieren images of the four supply 

conditions of Table III are shown in Figure 8. 

 

 Fig. 8. Schlieren images of the wall jet produced by 

the actuator in the steady regime in the four supply 

conditions of Table III. 

A comparison between the profile of the 

pixel intensities I(y) and the Pitot velocity 

profile along the line at 30 mm for the supply 

condition D of Table III is shown in Fig. 9. 
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Figure 9. Pixel intensities and Pitot velocity profile 

along the line at 30mm for the supply condition D. 

The distance “0” corresponds to the actuator 

surface. The Pitot measurements start at a 

distance of 0.5 mm which is the distance 

between the Pitot tube axis and the surface 

when the probe is placed directly against it. 

Both the optical (Schlieren imaging) and the 

fluid dynamic (Pitot technique) diagnostics 

clearly show that the region affected by the 

EHD interaction is about 7 mm wide.  

The Intensity Integral function is defined as: 

( ) ( ') '
y

II y I y dy= −∫
0

 

(3) 

where I(y’) is the intensity of the at the 

distance y’ from the actuator surface. 

In Fig. 10 the comparison between the Pitot 

velocity profile and the profile obtained by the 

intensity integral II(y) at 30 mm from the upper 

electrode and at the supply condition D, is 

shown.  
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Figure 10: Comparison between the Pitot velocity 

profile and the intensity integral obtained for the 

supply condition D along the line at 30 mm 

In order to compare the profiles, the intensity 

integral values have been normalized. The 

agreement between the two profiles is very 

good. 

In Fig. 11 the comparison between the Pitot 

velocity profiles and the image intensity profiles 

along the line at 30 mm from the electrode and 

obtained for the supply conditions A, B and C 

of Table III is reported. The image integral 

values are all divided by the same constant 

value used for the comparison in Fig. 10. In 

these cases also a very good agreement is 

obtained.  

The comparisons between Pitot velocity 

profiles and the intensity integrals at 20 and 10 

mm from the electrode are shown in Figures 12 

and 13 respectively. The intensity integral 

values reported here are normalized by means of 

the same constant used for II(y) of  Fig. 10. 
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Figure 11: Comparison between the Pitot velocity 

profiles and the intensity integrals along the line at 

30mm obtained for all the supply conditions 

 

 

-1

0

1

2

3

4

5

6

7

0 1 2 3 4 5 6 7

Distance y [mm]

V
e
lo

c
it

y
 [

m
/s

]

Intensity integral 20kV Intensity integral 25kV 

Intensity integral 30kV Intensity integral 35kV 

Pitot 20kV Pitot 25kV

Pitot 30kV Pitot 35kV

 

Figure 12: Comparison between the Pitot velocity 

profiles and the intensity integrals along the line at 

20mm obtained for all the supply conditions 
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Figure 13: Comparison between the Pitot velocity 

profiles and the intensity integrals along the line at 

10mm obtained for all the supply conditions 

At 20 mm from the electrode (Fig. 12) the 

agreement is very good for conditions A and B. 

For condition C the two profiles are similar only 

within the firsts 2 mm. For condition D (where 

the highest voltage is utilized) close to the 

actuator surface the profile obtained by the 

intensity integral shows a higher velocity than 

that of the Pitot measurements. 

At 10 mm (Fig 13) the profiles obtained by 

Pitot measurements and by the intensity 

integrals present very similar behaviors in the 

region within the firsts 2 mm from the surface. 

For y > 2 mm the Pitot velocity profiles have 

larger values. As a matter of fact here the Pitot 

measurements are less reliable because of the 

higher intrusiveness of the Pitot tube in 

comparison with the thin boundary layer 

thickness of the wall jet (compare Fig. 7). 

As shown in Figures 11, 12 and 13 the 

intensity integral obtained from the Schlieren 

pixel intensity along a line perpendicular to the 

actuator surface is a good estimation of the 

velocity profile of the wall jet induced by the 

DBD actuator. The deviation of a light beam 

passing through the gas, and hence the 

refraction index, is due to mass density 

variations within it. Thus the light measured by 

the Schlieren diagnostic is related to the first 

derivative of the refraction index [21]-[25]:  

,
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),( dz
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zyx
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∝
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(4) 

where I(x,y) is the intensity of the pixel and 

the  coordinates (x,y,z) are given in Fig. 1. 

As the knife edge is positioned parallel to the 

x axis the Schlieren image intensity mainly 

depends on the density gradients along the y 

coordinate. Thus the derivative of the density 

along the x coordinate can be neglected. 

Moreover the velocity field produced by the 

DBD actuator can be studied as an almost 2D-

field (i.e. no density variations are present in the 

z direction). Equation (4) becomes  

,
),,(

),(
y

zyx
zyxI

∂

∂
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ρ

 
(5) 

where ∆z represents the width of the region 

in which the light beam is deflected. By 

integrating now both the terms of eq. (5) with 

respect to y’ in the y-direction, it follows: 

( , ', )
( , ') ' ' .

'

y y
x y z

I x y dy z dy
y

ρ∂
∝ ∆

∂
∫ ∫
0 0

 (6) 

The left hand side of eq. (6) represents the 

intensity integral II(y) at the distance x from the 

upper electrode. Equation (6) states that these 
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profiles are proportional to the mass density 

profiles of the air. 

Due to the Schlieren facility construction the 

density variation in the y-direction only is 

recorded. Therefore the integral of the Schlieren 

image pixel intensities depicts the density 

distribution along the y-direction and can be 

directly related to the velocity distribution.  

5 Numerical Simulations 

Numerical simulations were carried out in 

order to verify the existence of the 

abovementioned relationship between gas 

velocity and intensity integrals. The opensource 

software OpenFOAM was used to perform this 

comparison. A turbulent transient CFD solver 

was modified to account for the body force 

generated by the EHD interaction and the ohmic 

heating due to conductive current in the 

discharge region. In eq. 7 ρmax is the maximum 

value of the gas density perpendicularly to the 

actuator surface.  

The quantity  

ρρρ −= maxrel , (7) 

is the relative gas density value.  Its 

normalized value ρsc is defined by the 

coefficient cρ: 

relsc c ρρ
ρ

= . (8) 

 

Figure 14: Numerical comparison between normalized 

flow velocity and relative scaled gas density (10mm). 

Figure 14 shows the comparison between ρsc 

and the flow velocity normalized to its 

maximum value at a distance of 10 mm from the 

electrode along the x-direction obtained by the 

calculations. The numerical results prove that 

the buoyancy effects are negligible with respect 

to convection. 

Figures 15 and 16 show the same comparison 

(when normalizing to maximum velocity value 

at 10 mm) at 20 mm and 40 mm from the 

electrode edge. The same value of cρ has been 

adopted in Figures 14, 15 and 16 and this also is 

in good agreement with measurements (compare 

Figures 12, 13 and 14). This demonstrates that 

the relationship between the two quantities 

(mass density and flow velocity profiles) does 

not depend on the location. 

 

Figure 15: Numerical comparison between normalized 

flow velocity and relative scaled gas density (20mm). 

 

Figure 16: Numerical comparison between normalized 

flow velocity and relative scaled gas density (40mm). 

6 Conclusion 

The electro-fluid dynamic (EHD) interaction 

effects of a surface dielectric barrier discharge 

(DBD) plasma actuator, supplied with different 

a.c. voltage and frequencies, have been 

evaluated using fluid dynamic and optical 
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diagnostics. 

Pitot velocity profiles have been performed 

on different actuators and different supply 

conditions. For low supply voltages the 

maximal speed is roughly the same at all the 

conditions. For increasing voltages the region in 

which the EHD interaction affects the boundary 

layer, rise. At high voltage a further growth of it 

is followed by an increase of the maximal value 

of the velocity. The velocity profiles and the 

electrical average power delivered to the 

electrodes have been used to determine the 

efficiency of the momentum transfer process 

involved in the EHD interaction phenomenon. 

The efficiency is always lower than 1 per cent. 

Higher values are reached for the teflon sheet 

actuator. 

A Schlieren diagnostic, able to detect the 

morphology of the vortexes generated by the 

ignition phase of the discharge has been used. 

The successive images of the vortexes allowed 

to determine the vortex propagation velocity. 

Comparisons between the Pitot velocity 

profiles and the integral of the pixel intensities 

of the Schlieren images of the hot wall jet at 

different positions away from the upper 

electrode have been done in steady state 

operations. For the three positions and the four 

supply conditions considered a good agreement 

has been found. Numerical simulations were 

performed using a modified fluid dynamic 

opensource code. The calculations confirm the 

relationship suggested by the experiments 

between the flow velocity and gas density. 

A new use of the Schlieren technique is then 

defined. Quantitative information about the 

velocity flow field can be reached by a non-

intrusive diagnostic that can be utilized in large 

scale facilities.  
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Abstract

This work describes the operation planning ac-

tivities related to the sampler, drill and distribu-

tion (SD2) subsystem onboard the lander Philae

of the Rosetta mission. Rosetta will reach the

comet 67P/Churymov-Gerasimenko in 2014 and

will release the lander Philae on the comet sur-

face for in-situ investigation. SD2 is devoted to

soil drilling, samples collection, and their distri-

bution to three scientific instruments. The jour-

ney of Rosetta will last about 10 years. During

its cruise to the comet, the status of SD2 has

been checked during thirteen payload checkouts.

After landing in 2014, Philae will accomplish a

first scientific sequence lasting about 5 days, with

a limited possibility of uploading telecommands

from ground. Thus, SD2 operations must be ac-

curately planned to be performed automatically.

A dedicated software is being developed at Po-

litecnico di Milano to support planning.

1 Introduction

Comets are believed to be the primitive leftover
of the solar system formation process. They
carry records of the solar system in a very early
phase and are a key to our understanding of its
origin and development. Moreover, they contain
information on the compositional mixture from
which the planets formed about 4.6 billion years
ago and are also known to harbour complex or-

ganic molecules, to the great interest of those
who study the origins of life on Earth [9].

Unfortunately, the real nature of comets re-
mains unknown and, over the last three decades,
several space missions have pursued the task of
approaching a comet for close investigation. The
first probe to visit a comet was the ISEE-3/ICE
probe, which reached the comet Giacobini-
Zinner in 1985, proving the “dirt-snowball” the-
ory with its observations. Then, five spacecraft
from the USSR (Vega 1 and 2), Japan (Sagigake
and Suisei), and Europe (Giotto) were launched
to make a rendezvous with Halley’s comet in
1986. A more ambitious challenge was under-
taken by space scientists in 1999 with the comet
sample return mission known as Stardust. Its
spacecraft had a close encounter with comet
Wild 2, collecting samples of comet dust in a re-
turn capsule. More recently, NASA’s Deep Im-
pact probe was launched to reach comet Temple
1 in 2005 and send a projectile to it, creating an
impact crater to carry out spectroscopy of the
internal structures.

A more spectacular approach to comet explo-
ration is near to completion, thanks to the Eu-
ropean Space Agency (ESA)’s probe Rosetta.
Rosetta will enhance our understanding of the
formation and evolution of the solar system as
well as the origin of life by investigating the 4
km-wide comet 67P/ Churyumov-Gerasimenko.
Unlike past missions, Rosetta will be the first
probe to carry out a close study of the nucleus,
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!

Figure 1: The lander Philae onboard Rosetta
mission.

orbiting a spacecraft around the target comet.
Even more challenging is its further goal of at-
tempting the first ever landing on a comet sur-
face, enabling in-situ analysis of cometary soil
[9].

Rosetta was launched from the European
spaceport of Kourou, French Guyana, in
2004, starting its ten-year journey to comet
67P/Churyumov- Gerasimenko. Along its com-
plex trajectory to the target comet, Rosetta has
already performed four gravity assist maneuvers
about Earth and Mars, and two flybys of aster-
oid Šteins (September 2008) and Lutetia (July
2010). The spacecraft is currently in a special
hibernation mode, which will be followed by the
comet approach phase, in which Rosetta will en-
ter its orbit around the comet and stay with it
as it journeys in towards the Sun.

Right after arrival at the target comet in May
2014, Rosetta will start investigating the comet
nucleus and the gas and dust ejected from it,
by combining remote and direct sensing tech-
niques. In November 2014, the lander Philae
will be commanded to self-eject from Rosetta
for a soft landing on the comet nucleus (see Fig.
1).

Philae will then act as an independent space-
craft, as it is provided with all subsystems
needed to survive and work alone on the comet.
The orbiter will be used only as a communi-

cation relay with the Earth. The ten scien-
tific instruments on- board Philae will start per-
forming their surface measurements after touch
down. Instruments include camera systems
(ÇIVA, ROLIS); evolved gas analyzers (Ptolemy,
COSAC); an alpha-x-ray fluorescence spectrom-
eter (APX), a combined magnetometer and sim-
ple plasma monitor (ROMAP); instrumentation
to investigate the physical properties of the sur-
face material (SESAME, MUPUS); and a ra-
diowave experiment (CONSERT).

A crucial subsystem to ÇIVA, Ptolemy, and
COSAC activities is the sampling, drilling, and
distribution device (SD2). ÇIVA, Ptolemy, and
COSAC are aimed at analyzing small comet
samples in special conditions [1]. SD2 is devoted
to support their activity by drilling into the
cometary soil, collecting samples, and distribut-
ing them to the scientific instruments. The de-
velopment of SD2 was committed to Politec-
nico di Milano and Galileo Avionica by the Ital-
ian Space Agency. These institutions currently
manage the instrument for all in-flight and fu-
ture on-comet operations.

This paper describes the development and
planning of SD2 operations. The journey of
Rosetta to the comet will last about 10 years.
During its cruise to the comet, the probe has
already been activated for thirteen payload
checkouts, during which the status of SD2 was
checked and its mechanisms exercised for stand-
alone and combined tests with the other scien-
tific instruments. This involved developing and
testing dedicated operation procedures. More-
over, after landing in November 2014, a first
scientific sequence (FSS) lasting about 5 days
will be accomplished by Philae. Due to the
scarce duration and the communication delay,
the FSS activities must be carried out auto-
matically, with a limited possibility of upload-
ing telecommands from ground. To this aim, an
accurate operation planning of SD2 activities is
needed, for which a dedicated software is being
developed at Politecnico di Milano.

The paper is organized as follows. The de-
scription of SD2 and the facility available at Po-
litecnico di Milano for the development of the
mission plans is reported in Sect. 2. The activi-
ties carried out during the payload checkouts of
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Figure 2: SD2 onboard the lander Philae.

the cruise phase and the issues related to oper-
ation planning for the on-comet phase are pre-
sented in Sect. 3. The software tool to support
operation planning is presented in Sect. 4. Sec-
tion 5 concludes the paper.

2 SD2 Description

The sampler, drill and distribution subsystem
[5, 6] is a device that provides in-situ operations
to collect and distribute samples to the scien-
tific instruments ÇIVA, Ptolemy, and COSAC
onboard the lander Philae of Rosetta mission.
SD2 is mounted on the lander base plate (see
Fig. 2), and it is equipped with:

• a drill able to collect several samples from
10 to 40 mm3 at different depths. The
maximum depth is 230 mm and samples
retrieval is assured by the extraction of a
sampling tube from the drill bit;

• a rotating platform (carousel) carrying 26
ovens. The carousel is suitably rotated to
release the sample into an assigned oven and
to place the filled oven under the proper
scientific port;

• an electronic unit, which incorporates all
electronics to control the drill and the
carousel.

SD2 was designed to work in very low gravity
and wide thermal excursion environment, and to

Table 1: Main environmental parameters for
SD2 design.

Parameter # Range

Comet strength 50 Pa ÷ 50 MPa

Temperature -140 ◦C ÷ +50 ◦C

Pressure 10−5 mbar ÷ 1 bar

optimize cutting performances with a very low
power consumption (maximum mean power re-
quest of about 20 W during drilling at maximum
torque).

The main environmental parameters for the
design of SD2 system were comet soil strength,
temperature and surface pressure. Wide param-
eters ranges were taken into account to assure
SD2 functionality even in a highly uncertain en-
vironment (see Table 1).

SD2 has a total mass of 5100 g. Its mechan-
ical unit [8] consists of a tool box, the drill,
and the carousel. The tool box, built in car-
bon fibre, avoids drill damages due to vibrations
and shocks during launch and landing phases.
The drill, with a maximum extent capability of
581.6 mm from the lander balcony and a radius
of 12 mm, is made of aluminium alloy. Sam-
pling is achieved by a dedicated tube, which is
commanded to extract from the drill bit. The
collection of the samples is then performed by
a pressure contact, which guarantees simplicity
and flexibility of the solution adopted. Once
the material is picked up, the carousel rotates
to discharge the sample in one of the ovens.
Then, a further carousel rotation takes the oven
under the scientific port of ÇIVA, Ptolemy, or
COSAC for subsequent analyses. Two kinds of
oven are available onboard: 10 Medium Tem-
perature Ovens (MTOs), which are able to heat
up the sample for medium temperature exper-
iments (+180 ◦C), and 16 High Temperature
Ovens (HTOs) suited for high temperature ex-
periments (+800 ◦C).

The electronic unit is installed into the warm
compartment of the lander and incorporates all
electronics to control the mechanical unit. Its
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Figure 3: SD2 facility at Politecnico di Milano.

hardware and the software provide the interface
between the mechanical unit and the Command
Data and Management System (CDMS), which
controls the lander [2]. SD2 is supplied with a
28 V line from the lander primary bus and some
auxiliary power lines (±5 V, ±12 V) from the
lander secondary converters.

2.1 SD2 Facility at Politecnico di Milano

The journey of Rosetta to the comet will last
about 10 years. During this transfer time, the
status of SD2 must be regularly checked during
the passive and active payload checkouts. This
involves developing dedicated procedures, which
must be tested on ground before being uploaded
and executed onboard. In addition, SD2 behav-
ior needs to be tested in the many different sce-
narios that can be encountered on the comet.

A dedicated facility has been designed and re-
alized in the laboratories of Politecnico di Mi-
lano to address the previous tasks. The facility
is equipped with (see Figure 3):

• the SD2 flight spare (FS) model;

• a support structure that replicates the
clamping system on the SD2 flight model
(FM). The structure is realized with four
tubular beams (2000 mm high), three alu-
minum base-plates, and four additional
beams clamped at the top of the struc-
ture to reduce vibrations during the drilling

phase;

• a sensor system, to measure the drill me-
chanical behavior: a biaxial strain gauge
that measures the normal force and the
torque during perforation, and a current
sensor to measure SD2 FS power consump-
tion during all drilling phases;

• a translation system and different soil spec-
imen, which are meant to simulate the ac-
tual on-comet scenario. Three kinds of
specimens are currently studied: gasbeton
specimens, which are produced with differ-
ent inclination of the perforated surface to
simulate different shapes of the cometary
soil; graphitic foam specimens, which are
filled with water and then frozen to as-
sess SD2 performances on icy soils; mul-
tilayer specimens, where a first granular
gravel layer is followed by a gasbeton layer
to study SD2 behavior in soils with varying
granularity levels;

• an acquisition system to measure and elab-
orate the drill kinematics behavior in real
time.

The SD2 facility available at Politecnico di
Milano is instrumental to the management of
SD2 FM during all mission phases, as it allows
the designer to perform the following operations:

• mechanical verification of the perforation
system;

• simulation of many different conditions of
cometary soil;

• mechanical verification of the sampling and
distribution mechanism;

• verification of SD2 behavior during mission
plan development and execution;

• implementation of contingency operations;

• assessment of SD2 power consumption dur-
ing different drilling and sampling proce-
dures.
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3 SD2 Operations

The Philae operations centers during Rosetta’s
journey to the comet are the Lander Control
Centre (LCC) at DLR, Cologne, and the Science
Operations and Navigation Centre (SONC) at
CNES, Toulouse. These centers include all the
necessary equipment to support all data process-
ing and distribution tasks, and are responsible
for all lander operations, including:

• lander operations planning and verification;

• data monitoring and control of the subsys-
tems and instruments;

• distribution and archiving of all received
lander data.

An additional crucial responsibility of LCC and
SONC is the coordination of the lander in-
struments, including SD2, during all opera-
tions. Nominal lander operations include regu-
lar health checks of the system, subsystems and
instruments during cruise, through the so-called
“payload checkouts”, as well as the science oper-
ations during the on-comet phase. Politecnico di
Milano is responsible for the development, ver-
ification, and delivery of the mission plans nec-
essary to accomplish SD2 tasks during Philae
operations.

3.1 Payload Checkouts

A total of 13 payload checkouts (PCs) have been
performed by Rosetta during its cruise period
between commissioning and deep space hiber-
nation. During each PC, the instruments have
the opportunity to activate their units, exercise
mechanisms, refresh EEPROM memories, and
perform calibrations and software updates. In-
teractive operations are only possible during the
active PCs, whereas passive PCs allow for stan-
dard procedures for general monitoring of the
instruments and lander status.

A list of all SD2 activities during all payload
checkouts is reported in Table 2. Only SD2
translation and rotation resolvers are activated
during passive payload checkouts. This allows
the SD2 team to check the instrument status
and to measure the drill and carousel positions

that are compared with expected values. Active
payload checkouts were devoted to exercise the
drill and the carousel. More specifically:

• downward (DW) and upward (UW) drill
translations were executed to verify the drill
translation motor functioning;

• clockwise (CW) and counterclockwise
(CCW) drill rotations were executed to
check the drill rotation motor status;

• carousel movements were performed for
stand-alone and combined tests with ÇIVA,
Ptolemy, and COSAC;

• the EEPROM memory was refreshed before
hibernation.

All the above activities involve developing
dedicated operation procedures. For each op-
eration, a specific list of commands is generated
to optimize data return. The resulting mission
plan is checked on ground through the SD2 fa-
cility available at Politecnico di Milano and sent
to SONC and LCC. The requests by all instru-
ments are then merged to form the lander op-
eration plan to be tested on the lander Ground
Reference Model available at LCC before being
executed onboard.

Following onboard execution, the generated
telemetry is distributed to all instruments for
immediate analysis. A software tool for a fast
and reliable analysis of SD2 telemetry has been
developed at Politecnico di Milano [7]. The soft-
ware allows the designer to:

• verify SD2 status;

• check the drill and carousel positions during
the execution of all operations;

• confirm the achievement of the operation
objectives and the fulfillment of the con-
straints;

• analyze errors in case of non-nominal be-
haviors.

The downloaded telemetry shows that SD2
behaved nominally during all PCs. The amount
of collected data was consistent with the per-
formed activities, and the telemetry for both
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Table 2: SD2 activities during payload checkouts.

PC# Type Activities

PC0÷3, PC5, PC9 passive Standard checkout

PC7, PC11 - Cancelled

PC4 active 7 carousel rotations for combined tests with COSAC and ÇIVA

PC6 active • 7 carousel rotations for combined tests with COSAC and ÇIVA

• 1 CW and 1 CCW drill rotation (21 s)

PC8 active • 6 carousel rotations for combined tests with ÇIVA

• 1 CW and 1 CCW drill rotation (21 s)

• 1 DW (to 0.3 mm) and 1 UW (to 0 mm) drill translation

• EEPROM refresh

PC10 active • 8 carousel rotations for combined tests with COSAC and ÇIVA

• 1 CW and 1 CCW drill rotation (90 s)

• 1 DW (to 2.5 mm) and 1 UW (to 0 mm) drill translation

PC12 active • 2 carousel rotations for combined tests with COSAC

• EEPROM refresh

PC13 active Standard checkout

the carousel and the drill movements matched
expectations within the admissible tolerances.
Based on these results, SD2 is considered fully
commissioned and ready for the next mission
phases.

3.2 First Science Sequence

Rosetta is currently in a Deep Space Hibernation
(DSH) mode. No flight activities are performed
during this phase, which will end in 2014, when
the lander Philae (like all other Rosetta compo-
nents) will be re-commissioned and data from
the orbiter instruments will be evaluated for the
planning of the detailed landing scenario.

After landing in November 2014, a first sci-
entific sequence (FSS) lasting about 5 days is
planned. The lander will be powered to a large
extent by its primary battery (capacity: 1 kWh)
and several instruments and subsystems will be
operated simultaneously. SD2 will act as a lan-
der subsystem, sampling the cometary soil and
distributing the samples to the proper scientific

port. This is a non-trivial task, which involves

• collecting the sampling requests by ÇIVA,
Ptolemy, and COSAC (i.e., number of sam-
ples, depths, ovens and scientific ports to
be used);

• developing an optimal operation plan to
fulfill the requests, while minimizing SD2
power consumption and taking into account
operations priorities.

Besides the scarce duration of the FSS, signifi-
cant communication delays might appear during
on-comet operations due to the relative visibil-
ity between the lander and the orbiter, and the
visibility of the orbiter from ground. This limits
the possibility of uploading telecommands dur-
ing FSS activities, which must be executed au-
tomatically, minimizing ground support. Thus,
a strong interaction between the SD2 team and
the other scientific instruments onboard Philae
is ongoing, under the coordination of SONC and
LCC, to perform an accurate operation plan-
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ning. The aim is to define the exact sequence
of mission plans to be loaded onboard prior to
landing and executed during the entire FSS for
all sampling procedures. Energy consumption
is a key parameter for planning, as the mission
scientific outcome must be maximized while sat-
isfying the constraint of the energy stored in the
primary battery. Moreover, the operation se-
quence must be robust to the uncertainties of
the comet environment, in order to minimize the
risk of failures and the need of uploading the as-
sociated recovery procedures.

3.3 Long Term Science

The FSS will be followed by the long term sci-
ence (LTS). During LTS, the lander will rely
on the power from the solar generator and a
secondary battery. Instruments operations will
mainly be performed in sequence and the data
evaluation will be carried out primarily offline.
The lander instruments operations are planned
to last a few months on the comet surface.

During this phase, SD2 will continue to sup-
port ÇIVA, Ptolemy, and COSAC. However, re-
cent studies have proven the existence of a cor-
relation between the drill behavior during perfo-
ration and the mechanical characteristics of the
cometary soil. Thus SD2 was recently proposed
to be used also as a scientific instrument [6]. A
dedicated strategy is being developed, which is
based on performing multiple perforations with
varying speed levels, in order to identify the drill
working zones in the space of the drill rotation
and translation speeds. Information about the
mechanical characteristics and inhomogeneity of
the cometary soil will be obtained by comparing
the working zone measured on the comet dur-
ing the LTS phase and the working zones of a
database of specimens available on ground.

Being based on multiple perforation, this
strategy is time and power consuming, and re-
quires specific mission plans to be developed for
each drilling procedure. Several drilling strate-
gies need to be analyzed before landing in order
to define the operation plan. More specifically,
the overall duration of the sampling operations
and SD2 power consumption need to be assessed
to compare the strategies. Moreover, for each

Table 3: Steps of a typical sampling procedure.

Step Description

1 Rearming oven under drill

2 DW translation for drill bit rearming

3 UW translation to home position

4 Carousel rotation to home position

5 Drilling to desired depth

6 Sampling tube release

7 Drill rotation for 1 min

8 UW translation to home position

9 Desired oven under drill

10 DW translation for sample delivery

11 UW translation to home position

12 Desired oven under scientific port

perforation, the associated list of telecommands
must be developed and tested onground before
being uploaded onboard.

4 SD2 Activity Planner

A software tool to support SD2 operation plan-
ning in the mission operation scenario presented
in Sect. 3 is under development at Politecnico
di Milano. The software is based on the subdi-
vision of a typical sampling procedures in ele-
mentary mission plans (EMPs). Given ÇIVA,
Ptolemy, and COSAC requests, SD2 opera-
tion engineer defines the associated sequence of
EMPs. Then, the software tool estimates the
duration of the overall operation and SD2 en-
ergy consumption, and generates the associated
mission plans.

4.1 Elementary Mission Plans

Table 3 reports the steps of a typical SD2 sam-
pling procedure [4]. It is worth observing that
not all the steps differ for each sampling: some of
them can be grouped to build elementary blocks
that can be repeated identically in any sampling
procedure. The resulting common elementary
blocks are listed hereafter:
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• Drill bit rearming : Steps 1, 2, 3, and 4. De-
scription: the drill bit is rearmed and SD2 is
prepared for drilling. It is worth observing
that this will be the first block to be exe-
cuted during FSS, as SD2 is currently flying
with the drill bit in unarmed position.

• Sample retrieval : Steps 6, 7, and 8. De-
scription: once the desired depth has
been reached by the drill during Step 5,
this block extracts the sample from the
cometary soil and moves the drill back to
its home position.

• Oven feeding : Steps 10 and 11. Description:
once the oven to be used is under the drill
(see Step 9), this block delivers the sample
into the oven.

For all the above elementary blocks of activi-
ties, the same sequence of commands is exe-
cuted during any sampling procedure, and the
same settings can be used for SD2 at any oc-
currence. Consequently, it is convenient to de-
velop one mission plan for each common elemen-
tary block of activities, which will be loaded
on Philae and used at each occurrence during
all sampling procedures. This reduces onboard
memory utilization and maximizes the number
of commands that can be stored in the dedi-
cated buffer, so limiting the need of uploading
telecommands from ground.

Specific mission plans must be prepared and
uploaded for Steps 5, 9, and 12:

• Step 5 refers to the roto-translation neces-
sary to drill into the cometary soil until the
desired depth. The commands to be exe-
cuted depend on the depth to be reached,
which is different for each sampling proce-
dure;

• Step 9 rotates the carousel to take the oven
under the drill for sample delivery. The
commands depend on the specific oven to
be used, which is different for each sampling
procedure;

• Step 12 rotates the carousel to take the oven
with its sample under the proper scientific
port. Similarly to Step 9, the associated

commands depend on the specific oven and
the scientific port to be used, which might
differ for each sampling procedure.

As the commands associated to Steps 5, 9, and
12 are specific to each sampling procedure, spe-
cific mission plans must be designed for each
sampling procedure.

Based on the above analysis, a total number
of 5 EMPs can be identified. Drill bit rearming,
sample retrieval, and oven feeding are common
EMPs, which are repeated identically during
any sampling procedure. Specific EMPs must
be developed for the drill roto-translations and
the carousel rotations in Steps 5, 9, and 12.

4.2 Software Description

Besides optimizing onboard memory consump-
tion, the definition of the EMPs eases the task
of defining SD2 operations. More specifically,
any sampling procedure can be seen as a se-
quence of EMPs. Thus, the definition of any
procedure is now reduced to the identification
of the sequence of EMPs that satisfies ÇIVA,
Ptolemy, and COSAC requests. Once the se-
quence is available, the overall duration of the
activity and SD2 power consumption can be es-
timated, and the associated mission plans can be
generated for onboard execution. The software
tool “SD2 Activity Planner” (SD2-AP) is being
developed at Politecnico di Milano to serve this
purpose.

The software guides the operation engineer
through the definition and entry of the EMP se-
quence, thanks to a proper Graphical User Inter-
face (GUI), which is reported in Fig. 4. The left
side of the GUI is devoted to input definition.
The user can select the EMP to be added to the
sequence through a dedicated drop-down menu
(see detail in Fig. 5). Depending on the EMP
selected, the necessary parameters are supplied
in dedicated sections. More specifically, no pa-
rameters are necessary for the common EMPs,
which do not depend on the specific procedure.
The translation and rotation speed levels, as well
as the desired depth are asked for the drill roto-
translation movements (Step 5 in Table 3). The
oven to be used and the scientific port to be

1759



Rosetta mission: on-comet operation planning for the sampler, drill and distribution subsystem

Figure 4: SD2 Activity Planner: main GUI.

Figure 5: SD2 Activity Planner: EMP selection.

served are the inputs to the specific carousel
movements (Steps 9 and 12 in Table 3).

For each EMP, the duration of the associated
activity, and the average and maximum power
and energy consumption are estimated based on
laboratory and in-flight tests [3]. The estimates
are reported in a dedicated table at the top-right
corner of the GUI. The overall results for the en-
tire sequence are resumed in a summary table,
illustrating also onboard memory consumption
in terms of number of words to be stored in the

telecommand buffer. For the sake of an immedi-
ate comparison among the activities, the energy
consumption of each EMP is also plotted on a
bar chart.

Once the sequence is completely defined, the
button “Generate MPs” can be pushed to gen-
erate the mission plans associated to all EMPs
in the sequence. One mission plan for the com-
mon EMPs is produced for all their occurrences.
Different mission plans are instead generated for
each occurrence of a specific EMP. Figure 6 il-
lustrates the typical list of commands for the
common EMP “Sample retrieval”. The first row
reports the position on the telecommand buffer
where the mission plan will be stored (131 in
figure). The SD2 commands are reported in the
subsequent rows. The generated mission plans
are ready to be tested onground and uploaded
on Philae for execution.

5 Conclusion

The operation planning for the SD2 subsystem
onboard the lander Philae of the Rosetta mis-
sion has been described in this work. The cur-
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[MISSION_PLAN] 131

STARTOP 1

MHIT 1 87

SARE

DRGO 18 7 0 60

DELAY 320

DRTC 19 7 0 0 21750

ONOF 0 1 1 0 0 0 0 0

DELAY 90

ONOF 0 0 0 0 0 0 0 0

MHIT 0 0

STOPOP 1 1

Figure 6: Mission plan for the elementary block
“Sample retrieval”.

rent status of the instrument, as well as the open
work for the on-comet phase has been presented.
SD2 operation planning will be supported by
the use of the SD2-AP software, which is being
developed at Politecnico di Milano. SD2-AP is
an easy and reliable tool to compare operation
procedures in terms of overall duration and en-
ergy consumption, and will support SD2 opera-
tion engineers towards the definition the optimal
operation strategy. Future developments of the
tool will address data budget estimation and the
inclusion of checks for constraint satisfaction be-
tween consecutive elementary mission plans.
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Abstract  

This paper describes the activities related to the 
Sampler, Drill and Distribution subsystem 
onboard the lander Philae of the Rosetta 
mission. The flight spare model of the subsystem 
has been integrated in a dedicated facility at 
Politecnico di Milano to develop the mission 
plans to be executed onboard and assess the 
subsystem performances on a range of realistic 
scenarios. The possibility of a scientific use of 
the subsystem is also presented. More 
specifically, a test campaign is ongoing to 
identify a correlation between telemetry data 
and mechanical characteristics of the cometary 
soil. The results on the gasbeton specimens and 
on the new icy specimens are illustrated. 

1 Introduction 

Rosetta is the third cornerstone mission of 
the European Space Agency scientific program 
“Horizon 2000”. Launched in March 2004, it 
will reach the comet 67P/Churymov-
Gerasimenko in 2014 and will be the first 
spacecraft to orbit around a comet nucleus. Its 
probe is made up by two systems (see Fig. 1): 
• the orbiter, Rosetta: a pseudo cube of 2.8 

x 2.1 x 2.0 m, on which all subsystems 
and payload equipment are mounted; 

• a Lander, Philae: a pseudo hexagonal 
prism that will self-eject from Rosetta for 
a soft landing on the comet nucleus [1]. 

Rosetta is the first space mission to travel 
beyond the main asteroid belt relying solely on 
solar cells for power generation, rather than the 
traditional radio-isotope thermal generators. The 
new solar-cell technology used on the orbiter 
two solar panels (32 m tip-to-tip in deployed 
configuration) allows it to operate over 800 
million kilometres from the Sun, where solar 
radiation is only 4% of that on Earth. Hundreds 
of thousands of specially developed 
nonreflective silicon cells generate up to 8700 
W in the inner Solar System and around 400 W 
for the deep-space comet encounter, what is in 
any case a very small amount to perform 
scientific experiments as foreseen. 

 
Fig. 1 The orbiter Rosetta and the lander Philae. 
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Rosetta will reach 67P/Churyumov-
Gerasimenko at about 450 millions kilometers 
from the Earth, after three Earth gravity assists 
(GA), one Mars GA and two asteroid fly-bys. 
During its rendezvous with 67P/Churyumov-
Gerasimenko, Rosetta will enter its orbit around 
the comet and fly with the comet toward the 
inner solar system. This will enable a close 
study of the nucleus, as well as the investigation 
of its evolution throughout its approach to the 
Sun, by remote sensing techniques. The 
measurements will provide data to understand 
the nucleus internal structure, the nucleus nature 
and the mineralogical, chemical and isotopical 
composition.  

After its arrival on the comet, the lander 
Philae (see Fig. 2) will perform the first soft 
landing on a comet nucleus to study in-situ the 
comet nucleus composition. The lander is 
provided with all subsystems needed to survive 
and work alone on the comet. Ten scientific 
instruments will perform their surface 
measurements after touch down. The mission 
goals include the determination of the 
elementary and mineralogical composition, the 
identification of traces elements, and isotopic 
composition of cometary material from the 
surface and subsurface. 

Comet’s surface strength, density, texture, 
porosity, ice phases and thermal properties will 
also be investigated together with soil structure. 
To this aim, individual grains will be analyzed 
by three scientific instruments: 

• COSAC: one of the two evolved gas 
analyzers onboard Philae, designed to 
detect and identify complex organic 
molecules from their elemental and 
molecular composition; 

• PTOLEMY: an evolved gas analyzer 
designed to perform accurate 
measurements of the isotopic ratios of 
light elements; 

• ÇIVA: a visible light microscope coupled 
to an infrared spectrometer to provide 
data on the composition, texture and 
albedo of comet samples. 

 
Fig. 2 The Rosetta lander Philae 

A crucial subsystem to ÇIVA, PTOLEMY, 
and COSAC activities is the sampling, drilling, 
and     distribution   (SD2) device. SD2 is 
devoted to  support their activity by drilling into 
the cometary soil, collecting samples, and 
distributing them to the scientific instruments. 
The design and management of SD2 was 
committed to Politecnico di Milano and Galileo 
Avionica by the Italian Space Agency. 

2 SD2 Description 
The Sampler, Drill and Distribution 

subsystem is the multifunction device that 
provides in-situ operations in order to collect 
and distribute samples to ÇIVA, PTOLEMY, 
and COSAC. SD2 is mounted on Philae’s 
baseplate (see Fig. 3), and it is equipped with a 
drill able to collect several samples of 10-40 
mm3 at different depths (the maximum depth is 
230 mm) from the same hole or different ones. 
It was designed to operate in critical thermo-
vacuum environment and to meet the 
demanding mass/power resources limits of 
Rosetta mission. To this aim, very innovative 
technological solutions are adopted [4]: 
sampling tube for the drill/sampling operations, 
composite materials, dry lubrication, stepper 
motors, medium temperature ovens design. 
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Table 1 Environmental parameters for SD2 design. 

Parameters Range 

Comet strength 50 Pa ÷ 50 MPa 

Temperature -140° C ÷ +50° C 
Pressure 10-5 mbar ÷ 1 bar 

 
 

 
Fig. 3 SD2 components distribution on Philae. 

 
The driving environmental parameters for the 

subsystem design were comet soil strength, 
temperature and surface pressure (see Table 1). 
Parameters ranges, taken into account during the 
design phase, are wide in order to assure 
functioning in presence of high uncertainty. 

SD2 has a total mass of 5100 g and is 
composed by a mechanical unit (3700 g), an 
electronic unit embedding SD2 software (1000 
g), and the harness for electrical connection 
between the mechanical and electronic units 
(400 g). 

The SD2 mechanical unit consists of the Tool 
Box, the Drill, and the Carousel: 
• The Tool Box is built in carbon fibre and 

avoids drill damages due to vibrations and 
shocks during launch and landing phases. 

• The Drill is made of aluminium alloy, and 
has a radius of 12 mm and a maximum 
extension of 581.6 mm from the lander 
balcony; polycrystalline diamonds have 
been used to reinforce the drill bit for hard 
soil drilling; position, shape and geometry 
of the bits have been optimized by 
theoretical analysis, numerical simulations 

and experimental tests, in order to 
maximize the cutting capability with a low 
vertical trust (100 N) and a low power 
consumption. The power consumption 
during operations has a maximum average 
value of about 20 W. A sampling tube is 
embedded into the Drill bit and extracted 
to pick up the sample from the cometary 
soil. This solution was chosen for its 
simplicity and flexibility: the collection of 
the samples is performed by a pressure 
contact, as well as the release. 

• The Carousel is a rotating platform on 
which some small containers, the ovens, 
are mounted. The material is picked up 
and discharged in the ovens. The Carousel 
task is to position the oven and its sample 
under the scientific ports of ÇIVA, 
PTOLEMY, and COSAC. The ovens 
provide the interface between the 
collected sample and the scientific 
instrument. According to the scientists 
requests, two kinds of ovens are on-board: 
10 medium temperature ovens with an 
optical sapphire prism, suited for the 
analysis by visible I/R microscopes, 
before heating up for medium temperature 
experiment (+180°), and 16 high 
temperature ovens suited for high 
temperature experiments (+800°). 

The electronic unit is installed into the warm 
compartment of the lander and incorporates all 
electronics to control the mechanical unit. The 
hardware and software installed provide the 
interface between the mechanical unit and the 
lander control system, the Command Data and 
Management System (CDMS) [2]. SD2 is 
supplied by Philae’s power subsystem with a 28 
V line from the lander primary bus, devoted to 
the mechanical unit, and some auxiliary power 
lines (±5 V, ±12 V) from the lander secondary 
converters. 

3 SD2 Facility at Politecnico di Milano 

A dedicated facility was designed and 
realized at Politecnico di Milano to test SD2 
behavior and assess its performances in 
different realistic scenarios [5]. The operations 
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that can be carried out at the SD2 facility are 
listed hereafter: 
• mechanical verification of the drilling 

system; i.e., analysis of the drill structural 
behavior and assessment of the force and 
torque transmitted by the drill to the 
specimen; 

• simulation of different comet-like soils 
and drilling scenarios; 

• mechanical and functional verification of 
the sampling and collecting system; 

• assessment of SD2 behavior during 
mission plan execution; 

• definition of the optimal perforation 
strategies; 

• design of the recovery procedures in case 
of SD2 non-nominal behavior; 

• assessment of SD2 power consumption 
during drilling/sampling activities. 

The design of the SD2 facility was 
accomplished to meet the requirements issuing 
from the previous tasks. The resulting facility is 
equipped with (see Fig. 4): 
• the SD2 Flight Spare (FS) model; 
• a support structure, designed for easy 

inspection and replicating the clamping 
system on the Flight Model (FM); 

• an acquisition system used to acquire and 
process data during tests. 

The support structure is made up by (see Fig. 5): 
• four tubular beams (2 m high and with a 

radius of 30 mm); 

 
Fig. 4 SD2 facility at Politecnico di Milano 

 
Fig. 5 Support structure for the SD2 FS model.  

• three aluminum plates used as baseplate, 
SD2 FS and sensor system support; 

• four beams clamped at the top of the 
structure to reduce vibrations or 
distortions during drilling phase. 

The plates are clamped to the tubular beams to 
avoid SD2 FS movements. A translation system 
allows the sensor system and the specimen to 
translate to a known position. This decreases the 
problem of misalignment between the drill and 
the drilled surface. 

The sensor system is composed by a biaxial 
strain gauge that measures the normal force and 
the torque applied to the specimen. The strain 
gauge has: 
• torque full scale of 25 Nm with a 

resolution of 0.01 Nm; 
• vertical force full scale of 1000 N with a 

resolution of 1 N. 
The strain gauge must measure load 
contributions given by the drill during 
perforation (maximum load of 100 N), the 
specimen, and the clamping system (220 ÷ 500 
N). The interface between the strain gauge and 
the structure is composed by eight screws, each 
of them tolerating a load range of 20 ÷ 65 N. A 
current sensor is added to measure SD2 FS 
power consumption during operation. 
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4 SD2 Scientific Contribution 
Recent investigations suggest the possibility 

of correlating the drill behavior during 
perforation with the mechanical characteristics 
of the cometary soil. This outlines the 
opportunity of using SD2 not only as a tool to 
support ÇIVA, PTOLEMY, and COSAC, but 
also as a scientific instrument itself. To this 
purpose, a correlation between SD2 telemetry 
data and the cometary soil characteristics must 
be identified [5]. 

Unfortunately, due to the nature of the drill 
rotation and translation stepper motors, the 
variation of power consumption can not be used 
as an indicator of a variation of the soil 
characteristics. In fact, a stepper motor works 
with a fixed current value for each imposed 
speed value (see [3] for more details). 
Consequently, an alternative strategy has been 
developed, which is based on the identification 
of the drill working zones. 

More specifically, the designed strategy 
relies on the observation that, during the 
perforation phase, small discontinuities in the 
specimen (e.g. grains of different dimension and 
strength) or a layer of high strength cause one of 
the following behaviors: 
• no current variation: the resistance torque 

is lower than its maximum allowed value 
and the drill goes on drilling with the 
same speed; 

• motor stops: the resistance torque is 
greater than its maximum allowed value 
and the drill cannot continue drilling with 
the given speed and torque levels. Thus 
the motor stops and a system failure 
occurs. 

The failures the system can show can be 
gathered in two main categories: 
• force failure: during the perforation phase 

the force suddenly increases (max value 
100 N). This failure is characterized by a 
steep slope in the vertical force diagram 
and by large oscillations in the torque 
value; 

• speed failure: during the perforation 
phase, the measured rotation speed is 
lower than expected. The system switches 

off power supply to the motor and a 
failure message is reported. Moreover, a 
fast and unexpected increase of the 
vertical force value is observed.  

The described behaviors can be used to 
identify the maximum and minimum drill speed 
levels for each torque level on different comet-
like materials and specimens’ shapes. Given a 
fixed torque level, the strategy consists in 
commanding a sequence of perforations at 
different drill rotation and translation speed 
levels to identify their minimum and maximum 
values that allow a complete perforation to be 
performed without drilling failures. The 
resulting ranges define an area in the drill 
translation speed - drill rotation speed plane, 
which is the drill working zone for the imposed 
torque and drilling scenario (e.g., material and 
specimen’s shape, see Fig. 6). 

The strategy is applied for different torque 
levels, comet-like materials and specimen’s 
shapes, to build a database of working zones. A 
mathematical model will then be developed to 
correlate the mechanical characteristics of the 
specimens to the identified working zones. The 
same procedure will be repeated on the comet 
by the SD2 flight model to obtain the working 
zone specific to the cometary soil. The 
mathematical model will then be used to 
determine the drilled material nature or possibly 
the category the material belongs to. Thus, SD2 
can be exploited as a scientific instrument 
capable of identifying the material nature, a 
possible comet stratification and, in particular, 
significant unhomogeneity in the upper layers of 
the comet soil. 

 
Fig. 6 Schematic representation of a working zone. 
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Table 2 Gasbeton mechanical characteristics.  

Property Range Mean 

Density [kg/m3] 300÷900 500 
E [GPa] 1.5÷1.9 1.75 

σC [MPa] 1÷9 4 
σT [MPa] 0.1÷2.25 1 

τS [MPa] 0.25÷2.7 2 

4.1 Preliminary results 

This section describes the preliminary results 
of the test campaign aimed at building the 
database of working zones. The main material 
used for the test campaign is Gasbeton, which 
has mechanical characteristics comparable with 
the expected properties of the target comet 
67P/Churyumov-Gerasimenko. Table 2 lists the 
mechanical characteristics of the Gasbeton 
material. 

Specimens with different inclination of the 
perforated surface are used to simulate the 
irregular shape of the comet soil under the drill 
and the associated drilling scenario. In addition, 
SD2 behavior on multi-layer specimens is 
investigated  to simulate the possible variation 
of soil granularity. The multi-layer specimens 
vary in terms of Gasbeton vertical thickness, 
grains dimension in the granular layers and 
layer alternance. The set of specimens available 
at the SD2 laboratory for the test campaign are 
illustrated in Fig. 7. A picture of the clamping 
system for the Gasbeton specimens is reported 
in Fig. 8. 

 
Fig. 7 Specimens available at SD2 laboratory.  

 
Fig. 8 Gasbeton specimen clamped for a drilling test. 

The methodology described in the previous 
section was used to build the working zones for 
the Gasbeton specimens with different surface 
inclinations. Some drilling test diagrams are 
illustrated in the followings to better understand 
how the minimum rotation speed is identified. 
Then, some working zones for the Gasbeton 
specimens are shown, which will contribute to 
the database for the correlation model between 
telemetry data and mechanical characteristics of 
the cometary soil. 

First of all, the results of a successful 2 cm 
perforation are shown in Fig. 9. More 
specifically, the vertical force, torque, and 
current profiles during drilling are reported. The 
different drilling phases can be readily 
recognized from the vertical force diagram: 
variations of its value occurs at the beginning of 
each phase. In addition, the drill rotation and 
translation motors switching-on can be clearly 
identified on the current diagram, due to the 
sudden increase of current consumption. 

The results of Fig. 9 can be compared with 
the diagrams in Fig. 10 and Fig. 11, which 
report the force, torque, and current profiles for 
a force failure and a rotation speed failure 
respectively. The vertical force and the torque 
diagrams differ significantly for the two failure 
cases. In the force failure case (Fig. 10), the 
torque oscillation increases with the vertical 
force. The drilling test is aborted when the force 
value reaches 80 N. The rotation speed failure 
(Fig. 11) is characterized by a high slope of the 
vertical force diagram. The system shuts down 
the stepper motors and returns an error message. 
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Fig. 9 Successful drilling test on a Gasbeton specimen 

with flat surface. 

 
 
 

 
Fig. 10 Force failure test example. 

 
 
 

 
Fig. 11 Rotation speed failure test example. 

 

The results on a Gasbeton specimen with 0° 
inclination, corresponding to commanded 
translation (Ct) and rotation (Cr) torque levels 4 
and 2 respectively, is illustrated in Fig. 12. 
About 60 perforation tests were necessary to 
identify the working zone, which is represented 
by the area inside the red line in the translation 
speed (Vt) – rotation speed (Vr) plane in figure. 
The force failure and speed failure cases are 
plotted with red dots and yellow dots 
respectively. 

The working zone on a Gasbeton specimen 
with 20° inclination, corresponding to the same 
Ct and Cr, is reported in Fig. 13 and compared 
with the results obtained  for the 0° inclination 
specimen. Tests at different inclinations are 
necessary to study the possible effects of the 
soil shape on the working zones. 

 
Fig. 12 Working zone for a Gasbeton specimen with 0° 

inclination (Ct = 4, Cr = 2). 

 
 

 
Fig. 13 Working zone for a Gasbeton specimen with 

20° inclination (Ct = 4, Cr = 2). 
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5 Low temperature operations 
The first results of the new test campaign on 

icy specimens are presented in this section. The 
purpose of test campaign is twofold: 
• verify the effectiveness of the sampling 

mechanism on icy materials; 
• identify the working zone of icy 

specimens. 
A new specimen slot and clamping system 

have been developed to allow drilling/sampling 
test operations in low temperature. The low 
temperature system for the tests on icy 
specimens is made up of: 
• a nitrogen tank; 
• a cylindrical specimen slot, with a gap 

filled with nitrogen during tests (see Fig. 
14); 

• five insulating wood plugs for sensors 
system insulation. 

A picture of the resulting low temperature 
system during tests is reported in Fig. 15. 

A test campaign for the thermal 
characterization of the low temperature system 
has been carried out before the perforation tests. 
More specifically, the temperature distribution 
in the cylindrical specimen slot has been 
measured during tests in thermovacuum 
chamber (see Fig. 16). The aims of the thermal 
characterization were: 
• verifying that the system keeps the 

temperature of the specimen below 0° C; 
 

 
Fig. 14 Cad model of the slot for tests on icy 

specimens. 

 
Fig. 15 Low temperature system: nitrogen tank, iced 
specimen slot, and insulating wood plugs. 

 
Fig. 16 Thermal characterization of the low 

temperature system in thermovacuum chamber. 

• avoiding high temperature gradients in the 
specimen slot; 

• assessing the performances of the 
insulating wood plugs at keeping the 
temperature of the sensor system within 
the admissible range. 

First perforation tests have been performed 
on three different specimens: 
• pure ice; 
• ice and soil particles; 
• graphitic foam with different water 

concentrations. 
For the first specimen, a block of pure ice has 

been used. Unfortunately, the test campaign on 
pure ice specimens showed the inadequacy of 
the low temperature system to assess SD2 
performances on icy specimens. More 
specifically, SD2 FS model was not able to drill 
pure ice. However, this is not attributable to an 
SD2 failure. Rather it is due to the significant 
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temperature difference between the specimen 
and SD2 FS model. During perforation, the 
water melts in contact with the drill cutting. 
Thus, instead of exiting the hole, the water tends 
to stay in the hole and to freeze again. 
Consequently, ice accumulates in the hole and 
blocks the drill (see Fig. 17). 

Additional tests were performed on a new 
specimen:  granular pieces of soil have been 
embedded into the ice (see Fig. 18). The drill 
was able to perforate few millimeters before 
experimenting a failure connected to the same 
phenomenon. 

The same behavior was observed with the 
last icy specimen: a block of graphitic foam has 
been soaked with water at different 
concentration levels and then frozen (see Fig. 
19). Similarly to the previous cases, the drill 
cannot perforate the entire block and SD2 fails 
perforation after few millimeters. 

The above results prove that a more adequate 
low-temperature system is necessary for the test 
campaign on the icy specimens. More 
specifically, a isolated environment is necessary 
to guarantee an homogeneous temperature 
during tests and to reduce the temperature 
difference between the specimen and the drill 
cuttings. 

 
Fig. 17 Drill stuck into the pure ice specimen. 

6 Conclusions 
The scientific use of the SD2 subsystem 

onboard the lander Philae of Rosetta mission 
has been described. It is based on the 
identification of a correlation between drill 
behavior during perforation and mechanical 
characteristics of the cometary soil. The strategy 

 
Fig. 18 Granular pieces of soil embedded into ice. 

 

 
Fig. 19 Graphitic foam soaked with water. 

relies on the identification of the drill working 
zones for different specimens and perforation 
scenarios. It is worth observing that the strategy 
expands SD2 capacities, but it is time and power 
consuming, due to the high number of 
perforations necessary to identify the drill 
working zone. Consequently, the scientific use 
of SD2 is considered as a back-up solution for 
the on-comet phase. 

In addition, the low temperature system for 
the test campaign on icy specimens has been 
described. However, the first tests showed some 
criticalities of the system that need to be 
addressed. The design of a dedicated test-bed is 
ongoing to guarantee an homogeneous 
temperature during tests. 
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Abstract 

The aim of the work is to present the analysis of 
the behaviour in operative conditions of a 
component of the thrust vector control of a solid 
rocket motor. This component, a laminated 
flexible joint, is a fundamental part of the thrust 
vector control system of the motor. It is devoted 
to interface the nozzle with the booster case 
introducing the flexibility necessary to allow the 
nozzle to follow the movements imposed by 
actuators in order to obtain a deflection of the 
jet flow. The scope of this component, 
constituted as a sequence of reinforcement and 
rubber layers, is to work as much as possible as 
a spherical joint with centre (pivot point) along 
the axis of the motor. Most of the difficulties 
encountered during the study are related to the 
convergence of the solution, due to the strongly 
nonlinear behaviour of rubber under pressure 
and actuation. A precise characterization of the 
constitutive laws of the rubber material under 
high compression stress state become 
fundamental when it is modelled as a quasi-
incompressible media.  

 

1 Introduction 

The thrust vector control system [1] is a 
device present in the guidance system of 
most jets, spacecraft, launchers and rockets 
to obtain a correct trajectory during flight 
[2]. This kind of steering system also 
operates to compensate the deviances due to 
wind shear, geometrical imperfection or 
asymmetries due to manufacturing process or 
misalignment of the masses. Two ways are 
possible to design such a system: with 
aerodynamic techniques, i.e. by introduction 
of fins and mobile surfaces, or with 
mechanical deviation of the thrust, i.e. with a 
modification of the thrust axis. The second 
type only can operate in absence of 
atmosphere, then more suitable for spacecraft 
and launchers. The present work is dedicated 
to this second class of devices. In particular 
the thrust can be oriented with an injection of 
liquid into the nozzle flowfield to unbalance 
the thrust or the asymmetry of the hot gas or 
pivoting the nozzle around the centre of a 
spherical joint with a kinematic or a flexible 
system. The design process of the flexible 
joint for solid boosters, through a numerical 
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approach with the finite element technique, is 
the focus of our work. 

 

2 Configuration of a flexible joint 

The flexible joint is a very delicate 
component of the chemical thrusters, 
complex to design and analyse because of its 
heavy operating conditions and the inherent 
nature of the object itself. It is a non-rigid 
connection between the motor case and the 
movable nozzle (Fig. 1), which then allows 
the deflection of the nozzle itself in any 
direction by a system of forces applied by 
two actuators placed at a distance of 90 
degrees each other.   

 

 
Fig. 1 Thrust vector control with flexible joint. 

 

The deflection of the thrust allows to get a 
moment with respect to the center of gravity 

of the launcher, and this mechanical action 
can be used to develop a control subsystem 
for the trajectory of the launcher itself. The 
configuration of the flexible joint aims to 
reproduce a spherical kinematism by means 
of a flexible structure. In order to deflect the 
axis of the nozzle of some degree it is 
necessary to guarantee an high deformability 
without loose the spherical nature of its 
movement. 

 

 
Fig. 2 Sketch of a nozzle with related flexible 

joint mechanism and close-up.  

 

For this reason it is composed in a 
laminated way and consists of a series of 
layers of rubber and steel or composite with 
spherical section (Fig. 2), connected to the 
case and nozzle with aluminium supports. 
The joint can be closely exposed to the 
environment of the combustion chamber of 
the motor, it is then subjected essentially to 
two kind of actions, mechanical and thermal, 
at the same time. From a mechanical point of 
view the operative pressure of the motor is 
combined with the forces explicated by the 
hydraulic actuators. The heat fluxes coming 
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from the nozzle and the combustion chamber 
are mitigated by thermal protection and 
barriers but it needs to be taken into account 
in order to define the thermal requirements of 
the materials and the thermomechanical 
stresses. Flexible joints can be equipped 
with: metallic reinforcements, in order to 
withstand large stresses, but need a thermal 
protection to work in room temperature 
environment or composite reinforcements, in 
order to decrease weight and work without 
thermal protections, but withstanding lower 
stresses. The configuration with metallic 
shims needs of a flexible thermal  barrier 
against the high heat fluxes. The 
configuration with composite shims can resist 
to higher temperature: in this case the shims 
protrudes outside the rubber layers and 
autoprotect the joint (close-up of Fig. 2). 
Such configuration is evaluated in our 
analyses. 

 The problems associated with the two 
load conditions are different and require 
different types of analysis. Under the high 
pressure load produced in the combustion 
chamber, the nozzle compresses the joint 
inducing translation of the geometrical pivot 
point, namely “off-set”, from its nominal 
position.  The joint deforms and consequently 
it modifies the position of the nozzle along 
the axis relatively to the booster case. The 
presence of the off-set influences the 
behaviour of the joint and produces a 
variation on the length of the actuators that 
affects the efficiency of the control system. 
Purpose of this work is to estimate such 
parameter too. Despite the control system is 
provided of a feedback loop, the prediction of 
the structural response of the joint to the 
applied pressure load allows to optimize the 
control system itself.  

 

3 The finite element approach 

Requirement of the flexible joint is to 
transfer the pressure and actuation loads 
with: a) the minimum displacement of the 
geometrical pivot point possible, b) the use 
of the minimum actuation force possible to 
deflect the thrust and c) without exceed the 

limits of resistance of the materials. It is then 
evident that the main design driver is to 
balance the stiffness required  in the first 
point with the flexibility required in the 
second one. The stacking sequence with 
rubber layers and rigid shims allows to 
achieve this objective. The stiffness along the 
axis direction is guaranteed by the 
incompressibility of the rubber and the 
bending flexibility by big shear deformations. 
These parameters are usually evaluated 
through empirical relations, anyway 
extremely rare in literature [3] and with the 
counteract to be dependent by the size and 
configuration of the joint. In this way the 
extension of some results to develop different 
types of joint is difficult and the 
experimental test with full scale breadboards 
is expensive. All these considerations lead to 
develop a design methodology versatile and 
reliable, with the use of the finite element 
technique. Therefore the numerical problem 
to handle is complex. The structure of the 
joint is subjected to large displacements, non-
linear behaviour of the rubber and quite total 
incompressibility. Most of the difficulties 
encountered during the study are related to 
the convergence of the solution, due to the 
strongly nonlinear behaviour of the rubber. A 
precise characterization of the constitutive 
behaviour of the rubber material under high 
compression stress state become fundamental 
when it is modelled as a quasi-
incompressible media [4]. In order to achieve 
a reliable solution of the problem, the 
following items assume a relevant 
importance in the numerical procedure: 

 performing an extensive finite element 
incremental analyses taking into account 
the large displacement of the model; 

 characterizing the rubber material on the 
basis of energetic models derived from the 
nonlinear elasticity theory; 

 to adopt a finite element mixed 
formulation with extended variational 
principle, where the primary variables are 
not only displacements but also ins and/or 
stresses, to take into account the quasi 
incompressibility of the rubber. 
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The non-axial symmetry of the loading 
conditions, summarized with a mechanical 
pressure and forces of actuation to rotate the 
nozzle around his pivot point, made 
necessary to elaborate a complete three-
dimensional numerical model. Moreover the 
non-linearity of the analysis imposes the 
superposition of the loads and not of their 
effects. 

 

4 The characterization of the rubber 
material 

From an engineering point of view, 
rubbers are homogeneous, isotropic materials 
that exhibit very large elastic strains (in a 
tensile test, a specimen could reach ten times 
its original length). Moreover, one can 
observe from a tension test that the stress-
strain behavior is strongly nonlinear. Rubber 
and rubber-like materials are usually modeled 
as incompressible hyperelastic materials. The 
nonlinear theory of elasticity is applied for 
the description of their mechanical behavior 
because structural components in the practice 
undergo large strain conditions. The finite-
element method is suitable for the analysis of 
rubber and rubber-like materials provided 
that a nonlinear constitutive law and an 
iterative approach are used. In fact it is 
necessary to properly model the nonlinear 
stress-strain relations and take into account 
incompressible behavior of these materials, 
and the presence of large deformation.  

Consider a body at a generic time t, a 
fundamental measure of the deformation of 
the body is given by the deformation 
gradient, defined as: 

 

 
(1)   

where: 
: gradient operator 

  : coordinates at time t 

In this calculation it is used the right 
Cauchy-Green deformation tensor: 

 

 
(2)   

where  is the Green-Lagrange strain tensor; this 

can be written in terms of Cauchy-Green 
deformation tensor as: 

 
(3)   

The energy conjugate stress measure to 
use with the Green-Lagrange strain tensor is 
the second Piola-Kirchhoff stress tensor  
[5]. Hyperelastic material models assume that 
materials response is isotropic and 
isothermal. This assumption allows that the 
strain energy potentials are expressed in 
terms of strain invariants or principal stretch 
ratios. Except as otherwise indicated, the 
materials are also assumed to be nearly or 
purely incompressible. Material thermal 
expansion is also assumed to be isotropic. 
The constitutive behavior of hyperelastic 
materials are usually derived from the strain 
energy potentials. The isotropic hyperelastic 
effects are mathematically described by 
specifying the dependence of the strain 
energy density (per unit original volume) W 
on the Green-Lagrange strain tensor. The 
strain energy density W is written in terms of 
the invariants or stretches. In many cases, the 
strain energy density is conveniently written 
as the sum of the deviatoric strain energy 
density WD and the volumetric strain energy 
density WV. Depending on the specific 
material model used, several forms of strain 
energy potential, such as Neo-Hookean, 
Mooney-Rivlin, Polynomial Form, Ogden 
Potential, Arruda-Boyce, Gent, and Yeoh are 
available [5]. In our study, a good agreement 
with the experimental results, for all the 
cases where the compressibility effects are 
negligible, is obtained with the Ogden model 
[6]. The conventional Ogden model is 
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described by the deviatoric strain energy 
density per unit original volume: 

 

(4) 

where µn and αn are the Ogden material 
constants and the λi are the square roots of 
the principal stretches of the Cauchy-Green 
deformation tensor. The volumetric part is: 

 
(5) 

 

where κ is the bulk modulus. With the 
knowledge of how the strain energy density 
W depends on the Green-Lagrange strain 
tensor (through the invariants or stretches), 
the 2nd Piola-Kirchhoff stress tensor is 
evaluated using: 

 
(6)  

and the incremental material elastic tensor 
is evaluated using the following expression: 

 
(7) 

In order to characterize a particular rubber 
for this kind of description it is necessary to 
obtain the constants µn and αn for n = 1, 2, 3 
and the bulk modulus by experimental data. 
The constants follow from the least square 
method applied to data coming from several 
different experimental tests [7][8]. For 
incompressible elastomers, the basic strain 
states are simple tension, pure shear and 
simple compression. For experimental 
reasons the compression can be replaced by 
equal biaxial extension. For slightly 
compressible situations or situations where 
an elastomer is highly constrained, a 
volumetric compression test may be needed 
to determine the bulk behaviour. For this 
simple deformation states, the expressions in 

Eq.(6) assumes a particularly simple 
formulation. 

 

Fig. 3 Experimental tests for rubber 
characterization: a) simple tension, b) simple 

compression, c) pure shear, d) bulk modulus and 
b) equal biaxial extension. 

 

The experimental tests for the 
characterization of the rubber are shown in 
Fig. 3. These tests are related to the standard 
ASTM D412 for the simple tension and 
ASTM D575 for the compression. A similar 
to D412 standard is adopted for shear, where 
the specimen must be at least 10 times wider 
than the length in the stretching direction. 
Because the material is nearly 
incompressible, a state of pure shear exists in 
the specimen at a 45 degree angle to the 
stretching direction. Volumetric compression 
is an experiment where the compressibility of 
the material is examined. In this experiment, 
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a cylindrical specimen is constrained in a 
fixture and compressed. The actual 
displacement during compression is very 
small and great care must be taken to 
measure only the specimen compliance and 
not the stiffness of the instrument itself. The 
initial slope of the resulting stress-strain 
function is the bulk modulus. This value is 
typically 2-3 orders of magnitude greater 
than the shear modulus for elastomers. All 
the results of the experimental tests are 
condensed in a data set to give the material 
constant for the material model used in the 
finite element formulation. 

 

5 Finite element models 

In order to study the thermal behaviour of 
the joint under prescribed temperatures and 
heat fluxes, a 2D finite element modal is 
developed.  

 

 

Fig. 4 2D axisymmetric finite element model of 
the joint with close-up. 

 

The mesh of this model is also adopted for 
a preliminary study on the structure: the axial 
symmetry of the pressure load and 
constraints allows to obtain some preliminary 
results to be compared with the results of the 

more complex 3D model.  On the contrary 
the out-of-axis actuation load can be applied 
on the 3D model only. The advantage of the 
2D model is to have the possibility to use a 
particularly refined mesh.The 2D finite 
element model is composed up to 236140 
axisymmetric elements quad-4, full & 
Hermann formulation, the 3D is composed of 
197316 elements hex-8. The joint has an 
inner diameter of about 0.25m and is 
composed of rubber layers, glass-epoxy 
composite oriented 0/90°/±45° shims and 
aluminium parts (Fig. 4).  

From a structural point of view the rubber 
is modelled using the Ogden’s formulation 
with three parameters, the shims and the 
aluminium parts are modelled as linear 
elastic isotropic materials (Table 1).  

 

 Glass-Epoxy (isotropic) 
   Young’s Module (GPa) 
   Density (kg/m3) 
   Poisson’s Ratio 

 
12 

1850 
0.31 

 

 Aluminium 
   Young’s Module (GPa) 
   Density (kg/m3) 
   Poisson’s Ratio 

 
72 

2700 
0.33 

 

 Rubber   
   

  
     κ (N/m2) 
   Density (kg/m3) 

 
2 109 
1000 

 

 
Table 1. Structural material characteristics. 

 

From a thermal point of view the rubber 
and the aluminium are modelled as isotropic 
materials, the shims orthotropic. The 
conductivity and the specific heat are 
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characteristics temperature-dependent (Fig. 
5). 

 
Glass-Epoxy 

 
Rubber 

 
Fig. 5 Thermal material characteristics. 

 

The thermal loading conditions are 
resumed in a prescribed temperature applied 
as in Fig. 6. The bounds of the joint subjected 
to this temperature are in contact with hot gas 
coming from the combustion chamber. A 
separate fluid-dynamics study allowed to 
define it on the surface of the joint with a 
magnitude of about 1800 K. The rest of the 
bounds of the model are subjected to 
adiabatic conditions. Such hypothesis can be 
done for the presence of a thermal protection 
(not modelled) on the nozzle structure and 
support. 

 

Fig. 6 Thermal loading conditions. 

 

The mechanical conditions can be resumed 
in a clamping region where the support of the 
joint is connected with the booster case, a 
pressure load acting on the nozzle structure 
and, for the 3D model, a force explicated by 
the actuators to induce the rotation of the 
system around the pivot point (Fig. 7). The 
magnitude for the pressure is 1.1 the 
maximum expected operating pressure in the 
combustion chamber (about 10 MPa) 
corrected with a value taking into account the 
presence of the thermal protection not 
modelled. 

 

Fig. 7 Mechanical loading and boundary 
conditions. 

 

6 Thermal and structural analysis 

The thermal analysis is performed for a 
transitory period of 100 seconds with 
ambient temperature as initial condition. This 
kind of analysis allows to evaluate, in 
particular, the temperature distribution along 
the composite shims and rubber layers. As 
visible in Fig. 8, the overall protruding 
composite shims, after the transient period, 
reach the imposed temperature value, but, the 
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low values of conductivity of the materials 
and their high thermal capacities, diffuse the 
temperature inside the joint only for a little 
region about 8 mm thin.  

 

Fig. 8 Thermal analysis: temperature bending 
plot. 

 

For the mechanical point of view we put in 
evidence the remarkable effects of the 
pressure load. The off-set of the pivot point 
is estimated about 6 mm.  

The aluminium parts are subjected to a 
maximum effective stress of about 340 MPa 
(Fig. 9) but not in proximity of the high 
temperatures. 

 
Fig. 9 Mechanical analysis: Von Mises stresses 

bending plot in aluminium parts. 

The most solicited direction of the 
composite shims is circumferential (Fig. 10) 
with 130 MPa. The protruded part of the 
shims bends under pressure and reaches high 
values of stress. The function of this part is 

to protect thermally the rest of the joint and it 
is not structurally relevant. The composite is 
compressed in circumferential direction up to 
80 MPa.  

  

Fig. 10 Mechanical analysis: bending plot of 
circumferential stress in composite shims. 

 

The rubber layers are subjected to high 
level of shear strain, especially in proximity 
of the borders (Fig. 11). In these regions the 
rubber can elongate up to 520%. 

 

Fig. 11 Mechanical analysis: bending plot of 
shear stress for rubber layers. 
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Under actuation load the stress state on the 
structure increases significantly and it can 
reach values of 450 MPa for the aluminium 
(300 MPa in the hot regions) and 120 MPa 
(in compression) for the composite in 
circumferential direction.  
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Abstract  

The paper deals with the design, development 

and test of the elastic not pneumatic wheel of 

the mobility system of a large Moon rover 

demonstrator. The study has been accomplished 

in the framework of STEPS (Systems and 

Technologies for the ExPloration of Space), 

which is a research project co-financed by 

Piedmont Region (Italy), firms and universities 

of the Piedmont Aerospace District.  

The study has started from the conceptual 

design of the elastic wheel of a large lunar 

rover (the “nominal wheel”). The activity has 

proceeded with the design of the elastic wheel of 

the demonstrator (the “resized wheel”). The 

manufacturing of a structural similitude model 

of the technological demonstrator wheel 

(“scaled wheel”) has allowed the revision and 

validation of the numerical model. Finally, 

since the numerical model has been subjected to 

revision, the “resized wheel” design has been 

revisioned. The paper illustrates the 

fundamental steps and the main achieved results 

of both the design of the elastic wheel of the 

lunar rover demonstrator and the development 

and test of “scaled wheel”. 

1 Introduction  

Lunar rovers will be the key system to 

perform efficient and safe moon surface 

operations. Nowadays, the Lunar Roving 

Vehicle (LRV), the MET and the Lunokhod 

were the only rovers used on the Moon surface. 

Their wheels were very different in design and 

material. The LRV had flexible wheels, 

constituted by a wire mesh carcass with a stiff 

inner frame, the MET wheels were made of 

rubber and the Lunokhod wheels were 

constituted by a wire carcass connected by 

spokes. Nevertheless, many studies about 

possible design solution for moon rover wheels 

have been carried out. Some very interesting 

examples are reported in ref. [1]. The present 

work deals with the conceptual design of the 

elastic wheel of a large lunar rover 

demonstrator. The accomplishment of the wheel 

conceptual design is part of a wider study, 

which is currently under way, in the framework 

of STEPS (Systems and Technologies for the 

ExPloration of Space). STEPS is a research 

Experimental assessment of not pneumatic wheel for lunar 

rover technological demonstrator 
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project, which has been co-financed by 

Piedmont Region (Italy), firms and universities 

of the Piedmont Aerospace District. STEPS 

begun in January 2009 and will end in 

December 2011 with the ambitious goal of 

developing and testing new technologies for 

space exploration including a demonstrator of a 

future large lunar rover. The study of the wheel 

of the lunar rover demonstrator has started from 

the conceptual design of the elastic wheel of the 

lunar rover (also called the “nominal wheel”). 

The activity has then proceeded with the design 

of the elastic wheel of a technological 

demonstrator of the lunar rover (the “resized 

wheel”). The manufacturing of a structural 

similitude model of the technological 

demonstrator wheel (the “scaled wheel”) has 

allowed the validation of the predicted 

performance. Eventually, the “resized wheels” 

have been manufactured, tested and integrated. 

2 Nominal wheel 

In a previously paper, the authors illustrated 

and applied a methodology for the conceptual 

design of the elastic wheel of a lunar rover (the 

“nominal wheel”). The methodology starts from 

the top level system requirements and 

constraints. Through a qualitative and 

quantitative trade off analysis, based on various 

parameters, like ride comfort, environment 

compatibility, stability, motion resistance and 

thrust developed, the main features of the wheel, 

as wheel diameter, width and wheel architecture 

have been selected in order to minimize as 

much as possible the wheel weight and 

maximize the drawbar pull. In particular, two 

wheel architectures have been well investigated, 

i.e. the ellipse spring wheel and the spiral spring 

wheel. The ellipse spring wheel consists of 

several radial elements connected to a central 

hub and a tread. The central hub is a cylindrical 

element that provides transfer of axial, radial 

and circumferential loads, generated by wheel-

ground interaction, to the wheel support. The 

tread is a cylindrical element connected to the 

radial elements and it shall be deformable 

enough to ensure the required ground contact 

area and shall be able to sustain stresses 

generated by the wheel-ground interaction. The 

radial elements are necessary to connect the hub 

and the tread, to provide load bearing and good 

shock absorption capabilities. The spiral spring 

wheel is similar to the ellipse spring wheel but 

the radial elements are a series of bi-tangent 

semicircles that connect the hub and the tread. 

In Fig.  1 the two wheel concept are showed. At 

the end of the design activity the ellipse spring 

wheel architecture has been selected and the 

obtained design is summarized in Table 1 and 

showed in Fig.  2. 

 

 
 

(a) (b) 

Fig.  1 (a) ellipse spring wheel concept (b) spiral 

spring wheel concept 

 

Table 1  “Nominal wheel” design summary *wheel 

stands on a radial element **wheel stands on the gap 

between two radial elements 

Wheel width 300 mm 

Wheel diameter  1000 mm 

Hub diameter 445.5 mm 

Number of radial elements 7 - 

Longer axis of radial 

elements 
277 mm 

Shorter axis of radial 

elements 
260 mm 

Total mass of wheel 36.5 kg 

Maximum sustainable load 5000 N 
Nominal load 2000 N 

Stiffening load 2500÷3000 N 

Deflection at nominal load* 70 mm 

Deflection at nominal load** 71 mm 

Vibration intensity at nominal 

load  
0.68 m/s

2
 

Material Maraging Steel 

 

The “nominal wheel” width is 300 mm and 

the diameter is equal to 1000 mm. The wheel 

consists of 7 ellipse radial elements, whose 

longer axis is 277 mm and shorter axis is 260 
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mm. The ellipse longer axis is aligned with the 

wheel radial direction. The total wheel mass 

reaches the value of 36.5 kg. The nominal and 

maximum sustainable loads are respectively 

2000 N and 5000 N. 

 

 

Fig.  2 “Nominal wheel” design 

 

It has been observed that the wheel stiffness 

behavior changes, if the wheel stands on a radial 

element (configuration 1 of Table 3) or on the 

gap between two radial elements (configuration 

2 of Table 3). In the first case, the wheel 

stiffness increases when the deformation leads 

to a contact between the nearest displaced radial 

elements. In the second case the wheel stiffness 

increases continuously with the applied load. 

For the “nominal wheel”, the requirements 

impose that when the wheel stands on a radial 

element, the contact between the radial elements 

occurs for loads bigger than the nominal load. 

The change of stiffness during rotation causes 

vibrations transmission to the overall system. 

The amplitude of acceleration of the final wheel 

concept is 0.68 m/s
2
. This value meets the 

requirement. 

3 Resized wheel 

The STEPS (Systems and Technologies for 

the ExPloration of Space) program is a research 

project co-financed by Piedmont Region (Italy), 

firms and universities of the Piedmont 

Aerospace District of the duration of three years 

and with the ambitious goal of developing and 

testing new technologies for space exploration 

including a demonstrator of a future large lunar 

rover. In this framework, the S.P.A.I.C. srl has 

been selected to develop and fabricate six elastic 

wheels of a lunar Rover Demonstrator. In the 

first year of activity the authors carried out the 

studies about the “nominal wheel”. They 

developed and implemented the methodology of 

design of the elastic wheel. In the second year 

of activity the authors proceeded with the design 

of the elastic wheel of a technological 

demonstrator of the lunar rover and finally in 

the third year of activity, which is still in 

progress, the authors engine the production 

process. 

The rover demonstrator is a scaled version of 

a flight model that has been developed. It 

includes all the technological demonstrators’ 

technologies coming from all the STEPS work 

packages. Mainly, the rover demonstrators’ 

dimensions are 3.5 m length, 2.4 wide and 2.4 

high. The rover total mass is 1500 kg and it is 

equipped with 6 motor-wheels with direct drive 

motors (one per each wheel), manufactured by 

Sicme Motori.  

The configuration of the demonstrator wheel 

comes from the design activities performed 

during the first year, even though the sizing is 

slightly different due to the fact that the wheel 

requirements have been partially rearranged, 

thus leading to a new design synthesis, which 

basically has the same architectural layout of the 

lunar rover elastic wheel, but slightly different 

values of the main geometrical characteristics 

and other materials. The wheel design is showed 

in Fig.  3 and summarized in Table 2. 
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Fig.  3 “Resized wheel” design 

 

The wheel design activity started from the 

following requirements: 

 

 The wheel shall be able to operate on a soil 

with physical characteristics similar to the 

Moon soil. 

 The wheel diameter shall be 0,8 m. 

 The wheel width shall be 0.3 m. 

 The wheel shall be mounted on a motor. The 

motor diameter is 445.5 mm. 

 The wheel shall be able to withstand a 
nominal vertical load of 2500 N. 

 The wheel shall be able to withstand a 
contingency factor of 2 on the vertical load 

without permanent deformation. The 

ultimate load is 5000 N. 

 The wheel shall transfer the axial, radial and 
circumferential loads from ground to the 

motor and vice versa. 

 The wheel shall be able to provide the 

sufficient traction on the ground.  At the 

nominal load, the minimum contact area 

shall be equal to 3 dm
2
. 

 The tread shall be resistant to the ground 
contact. 

 The wheel shall be removable. When the 
motor-wheel system is still mounted on the 

suspension, the wheel shall be removable. 

 

After the implementation of the design 

methodology that has been previously 

introduced and well described in ref. [2], the 

wheel design summarized in Table 2 has been 

obtained. Mainly, the wheel foresees eight 

radial elements located between the hub and 

tread. The radial elements are elliptical with 

longer axis equal to 234 mm and shorter axis 

equal to 206 mm. The hub diameter is 445.5 

mm, the wheel diameter is 860 mm and the 

wheel width is 300 mm. The material selected is 

a harmonic steel (C72). The harmonic steel C72 

has been selected by analogy with the material 

considered for the “nominal wheel” and because 

allows lower production costs. The wheel total 

mass is 27.5 Kg. The wheel is characterized by 

a stiffness trend, which increases rapidly, when 

two adjacent radial elements are in contact as 

result of wheel deformation. When the radial 

elements are in contact, the wheel becomes 

stiffer and the stresses are distributed over a 

larger number of radial elements. This 

configuration allows a more efficient use of the 

wheel material and thus a lighter system with 

respect to a wheel design that does not allow 

radial element interaction. The proposed wheel 

configuration foresees the contact between the 

radial elements when the applied load reaches 

2000 N. This stiffening load has been chosen in 

order to provide the “resized wheel” with the 

lower mass possible and in order to ensure the 

necessary wheel deformation capabilities. 

 

Table 2 “Resized wheel” design summary  

Wheel width 300 mm 

Wheel diameter 860 mm 

Hub diameter 445.5 mm 

Number of radial elements 8 - 

Longer axis of radial elements 234 mm 

Shorter axis of radial elements 207 mm 

Total mass of wheel 27.5 kg 

Maximum sustainable load 5000 N 

Nominal load 2500 N 

Stiffening load 2000 N 

Material C72 - 
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4 Scaled wheel 

In order to validate the numerical analyses, 

the authors have proceeded with the study of a 

structural similitude model of the “resized 

wheel” according to the structural models 

theory presented by Giuseppe Gabrielli (ref. 

[3]). According to this theory, the ratio between 

the loads applied to the model and the loads 

applied to real wheel is equal to the square of 

the scale factor if the material is the same. In 

particular in the present case, being the “scaled 

wheel” a 1:3 scale model, the ratio of the 

applied loads is equal to 1/9.  

 

 

Fig.  4 A structural similitude model: the “scaled 

wheel” 

The first tests on the “scaled model” have 

aimed to verifying the capability of bearing the 

maximum vertical axial and torque loads. The 

chosen wheel concept has successfully passed 

these tests, being always beneath the material 

yield limit, which is the same for the “scaled 

wheel” and the “resized wheel”. As far as the 

stiffness is concerned, the tests have shown that 

the “scaled model“ stiffness is lower than that 

numerically estimated by means of the FEM 

models. The tests have therefore turned out to 

be quite useful to calibrate the FEM models 

themselves. The Fig.  5 shows the trend of 

stiffness calculated by means of the numerical 

analysis, the trend of stiffness measured by test 

and the percentage difference amongst them. As 

can be observed in the Fig.  5, it is evident that 

that the two stiffness curves have the same trend 

but also a significant deviation. The average 

percentage difference is equal to 18.5%. The 

differences amongst the analytical and test 

results can be attributed to FEM model 

simplifies assumptions, numerical 

approximations, test measurement errors, 

construction methodology of the “scaled 

model”, material proprieties of the “scaled 

model”, small geometrical differences between 

the “scaled model” and FEM models.  

 

 

Fig.  5 Vertical hub displacement: test and numerical 

results comparison 

 

The Fig.  5 and Fig.  6 show respectively the 

“scaled model” and an image of the tests 

performed on it. The wheel is mounted on a 

cylindrical element that reproduces the engine-

wheel interface and houses a special beam able 

to support massive elements at the ends (wheel 

support). The wheel-wheel support assembly is 

placed inside a special structure that holds the 

wheel but allows wheel deflection (holding 

structure). The Fig.  6 shows the wheel under 

ultimate load conditions. The test procedure 

foresees to measure the initial weight of the 

wheel when it is mounted on the wheel support. 

Than, the wheel-wheel support assembly is put 

inside the holding structure so that eventual 

deflection resistances are annulled. Finally, with 

a surface gauge, incremental deflection of the 

wheel due to load increasing can be measured 

and annotated. The proposed test procedure has 

been performed several times and the results 

have been obtained after statistical elaboration. 
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Fig.  6 Structural similitude model test activity 

 

At the end of the test campaign the numerical 

model have been revised considering the 

average difference percentage to correct the 

results and to obtain as mach as possible the 

matching of the numerical and test results. 

5 Resized wheel design revision 

The test results have shown that the 

developed and implemented analytical model 

overestimate the wheel stiffness. In particular an 

average difference percentage of 18.5% has 

been calculated. Thus considering the test 

results, a revision of the analytical model and of 

the wheel design has been considered necessary. 

In particular, a more stiff design than the 

previously proposed has been considered 

necessary. In the following part of this section 

the system sizing coming from the second 

design loop is proposed. 

The final “resized wheel” design is very 

similar to the first proposed sizing. The wheel 

design foresees the same geometry 

configuration of the first proposed solution but 

the thickness of the radial elements has been 

increased. As well explained in ref. [2], the 

main functions of the radial elements are to 

connect the hub and the tread, to provide load 

bearing and good shock absorption capabilities. 

The thickness and the eccentricity of these 

elements are the design parameters that allow 

the desired strength and load absorption 

features. If the thickness of the radial element 

increases the wheel become more stiff and the 

load of increasing stiffness (the wheel become 

more stiff when the radial elements are in 

contact due to wheel deformation) as the 

ultimate load increase. Considering the radial 

elements eccentricity, if this parameter 

increases, the radial elements are closer and the 

load of increasing stiffness decreases. For what 

concerns the “resized wheel”, the increasing of 

the radial elements metal sheet thickness has 

increased the wheel stiffness, the load of 

increasing stiffness and the ultimate load. This 

has been considered acceptable. 

In conclusion the wheel foresees eight radial 

elements located between the hub and tread. 

The radial elements are elliptical with longer 

axis equal to 234 mm and shorter axis equal to 

206 mm. The hub diameter is 445.5 mm while 

the wheel external diameter is 860 mm and the 

wheel width is 300 mm. The material selected is 

a harmonic steel (C72). The harmonic steel C72 

has been selected by analogy with the material 

considered for the “nominal wheel” and because 

allow lower production costs. The wheel total 

mass is 27.5 Kg. 

The following figures show the “resized 

wheel” vertical displacement for different 

angles of rotation and load. In particular the 

Table 3 shows the applied vertical load and the 

calculated vertical displacement. In Table 3, it is 

also indicated the nominal load and the load of 

increasing stiffness when the wheel stands on a 

radial element (configuration 1). Finally, the 

Fig. 7 graphically shows the information 

proposed in Table 3. It can be observed that 

wheel stiffness behavior changes, if the wheel 

stands on a single radial element (solid line) or 

on the gap between two radial elements (dashed 

line). 

In the first case, the wheel stiffness increases 

when the deformation leads to a contact 

between the nearest displaced radial elements. 

In the second case the wheel stiffness increases 

continuously with the applied load.  
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Table 3 Stiffness of the wheel when in rotation: 

vertical hub displacement 

 
 

 

Fig. 7 Stiffness of the wheel when in rotation: 

vertical hub displacement 

6 Conclusion 

The paper deals with the design, 

development and test of the elastic not 

pneumatic wheel of the mobility system of a 

medium/large rover for Moon exploration 

demonstrator. The study has been accomplished 

in the framework of STEPS (Systems and 

Technologies for the ExPloration of Space), 

which is a research project co-financed by 

Piedmont Region (Italy), firms and universities 

of the Piedmont Aerospace District.  

The study has started from the conceptual 

design of the elastic wheel of the lunar rover 

(the “nominal wheel”). Once the design 

methodology has been briefly illustrated, the 

most important results about the “nominal 

wheel” have been summarized. The activity has 

proceeded with the design of the elastic wheel 

of a technological demonstrator of the lunar 

rover (the “resized wheel”). The “resized 

wheel” has the same architectural layout of the 

lunar rover elastic wheel, but slightly different 

values of the main geometrical characteristics 

and other materials. The rover demonstrator 

main features have been summarized and the 

imposed wheel requirements have been 

illustrated. Once a first loop of design has been 

completed, the manufacturing of a structural 

similitude model of the technological 

demonstrator wheel (“scaled wheel”) has 

allowed test the validation of the wheel 

performance. Since the test results have shown a 

significant difference percentage (18.5%) 

amongst the predicted and the real behavior, the 

numerical model has been revisioned in order to 

obtain matching of the performance. Finally, the 

“resized wheel” has been subjected to a second 

design loop and the main results have been 

proposed. The results obtained have been 

considered encouraging and the “resized wheel” 

will be manufactured, tested and integrated. 
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Abstract  

In current operations, the hazard posed by wake 

vortices to the following aircraft is mitigated by 

use of separations. Future concepts including 

4D-trajectories and self separations will require 

an adapted approach including the (partial) 

delegation of separation responsibility to the 

flight crew and the creation of wake vortex 

awareness or, higher levels of automation 

provided, also avoidance or mitigation to 

support the pilots. An on-board Wake Vortex 

Awareness and avoidance System (WVAS) could 

take this part making use of the information 

available on-board and the wake prediction and 

detection approaches. 

The concept of WVAS as well as the 

development and implementation of an 

experimental system at the Institute of Flight 

Guidance is presented. Aspects of the 

development and evaluation of this concept are 

addressed. 

 

 

1 Introduction 

SESAR in Europe and NextGen in the USA 

will significantly change the current Air Traffic 

Management (ATM) system e.g. with the 

introduction of new operational procedures 

designed to meet the challenges of future air 

traffic (need for efficient, green and punctual 

flights as well as growing demand for en-route 

and airport capacity). Therefore, it is often 

referred to as the “Next Generation ATM 

System”. One important characteristic of this 

system will be the delegation of separation 

authority and responsibility towards a higher 

involvement of the airspace users through a 

collaborative negotiation of agreed 4D-

trajectories. This will on the one hand require an 

improved capability to estimate the own precise 

position, velocity and other significant states, on 

the other hand also the information about the 

states of other airspace users and other potential 

obstacles will play a significant role. This other 

obstacles can be terrain, weather but also the 

wake vortices generated by preceding aircraft. 

The separation from wake vortices in the 

future air space will essentially differ from the 

procedures applied today that are based on fixed 

distances depending on aircraft weight 

categories. A self-separation from wake vortices 
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is postulated e.g. by the SESAR Master Plan 

[1]. For this purpose, an increased awareness of 

hazardous wake vortices is needed on-board the 

aircraft. This need will even increase when other 

aspects of 4D Precise Trajectory Clearances are 

taken into account that will bring about more 

climbing and descending movements and 

crossing of tracks thus increasing the probability 

of wake encounters. 

This paper will describe the impact of these 

changes on wake vortex related procedures and 

compare them to today’s situation. The need for 

increased wake vortex awareness will be 

explained and a concept for a dedicated on-

board system will be derived.  

The work done in this respect by the Institute 

of Flight Guidance of Technische Universität 

Braunschweig will be presented and the 

development and implementation of an on-

board wake vortex visualization concept will be 

introduced. 

Finally, further objectives and the 

development towards an enhanced wake vortex 

awareness system will be presented. 

2 Background 

2.1 Wake vortex procedures today 

 

 Today’s minimum safe separation distance 

between aircraft is mainly governed by the need 

to avoid the hazard associated with the wake 

turbulence generated by the preceding aircraft. 

There are two main factors defining the 

potential consequences of a wake encounter that 

can result in mild disturbance or a catastrophic 

event. These are the relative sizes of aircraft in-

trail and the way an aircraft encounters the 

wake. Today, only the relative size, for which 

the main parameter is the weight of an aircraft, 

is taken into account and results in the current 

wake separations based on aircraft weight 

categories.  

The recommended ICAO separations [2] for 

take-off and landing are widely applied, 

although national variations exist. Currently, 

these separations are regarded as safe but in 

many cases overly conservative (e.g. during 

crosswind or turbulent conditions). 

Considerable effort is made to develop new 

procedures [3] or to revise the existing wake 

vortex categories [4] in order to improve 

efficiency of flights and to increase capacity of 

congested airports. 

However, there is also a difference between 

wake vortex procedures during take-off and 

landing in the terminal area and during en-route 

flight phases. For example, during the approach 

the traffic density is high and the aircraft are 

following each other on the ILS glide path. It is 

necessary for the pilot to be aware of the 

situations where wake turbulence may be 

encountered and take measures to avoid it. 

Therefore, common procedures during approach 

and departure phases of flight, where aircraft 

follow in-trail of other aircraft and the wake 

turbulence risk increases, depend on the 

available visibility conditions. In visual 

meteorological conditions (VMC) when other 

aircraft can be seen and avoided, the 

responsibility to maintain safe separations is 

usually given to the pilot of the follower 

aircraft. He is able to estimate the location of 

the wake from the generator aircraft position 

and try to avoid it. However it should be noted 

that an accurate estimation is complicated by the 

circumstance that decay and transport of the 

wake vary from aircraft to aircraft and also 

depend on meteorological conditions like wind 

and turbulence.  

During instrument meteorological conditions 

(IMC) when no visual contact to preceding 

aircraft is possible and the pilot cannot judge the 

location of the predecessor’s wake, 

responsibility for adequate spacing is taken 

entirely by Air Traffic Control (ATC). The 

controller has no further information about 

wake vortex location (e.g. whether it has been 

transported out of the transport corridor by 

wind, as it is the case under most atmospheric 

conditions). Therefore, the only means for ATC 

to ensure wake vortex safety in such situations 

is establishing the recommended conservative 

spacing between aircraft in-trail. A change of 

procedures that might be introduced by new 

concepts would aim at increasing the capacity 

but at the same time maintaining at least the 

same safety level achieved today.  
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During the en-route flight phase, it is 

assumed that the radar separation will suffice to 

prevent critical encounters, as the self-induced 

downward velocity will cause the wake to sink 

out of the way of the next aircraft following at 

the same flight level. However, wake vortex 

encounters in cruise have been reported and the 

investigation presented by previous studies [5] 

has pointed out the increased probability of 

encounters in Reduced Vertical Separation 

Minimum (RVSM) airspace. These 

investigations have shown that encounters were 

most likely when either the wake generating or 

wake penetrating aircraft are ascending or 

descending a cruise altitude. 

2.2 SESAR operational concept impact on 

wake vortex separation and 

responsibility 

Both in Europe and in the USA, the SESAR 

and NextGen programs have been launched that 

are aiming at a paradigm shift in management of 

airspace. In this paper, the SESAR Master Plan 

[1] will be taken as a reference for ease of use, 

however, many aspects are valid for the changes 

anticipated from NextGen as well. With 

SESAR, a shift from tactical separation to 

strategic management of traffic flows in high 

density airspace will take place. In particular, 

after the ATM Service Level 5 will be available 

for operations, the following new separation 

modes will be relevant for wake vortex safety: 

• 4D Precision Trajectory Clearances (4D-

PTC) 

• Airborne Separation Assistance System 

with Self-separation operations (ASAS-SSEP) 

• Airborne self-separation from wake 

vortices (ASEP-WV) 

With the implementation of 4D-PTC, flights 

will follow their optimised, efficient and green 

trajectories. The steps towards the 

implementation of 4D-PTC in Europe is shown 

in Fig. 1. This will on the one hand optimise the 

use of airspace but on the other hand also 

increase the number of flight path crossings. 

The probability of climb-through and descend-

through events will increase which will magnify 

the risk of encountering the wake vortex of a 

preceding aircraft and will require actions to at 

least maintain the safety level achieved today. 

When aircraft will achieve ASAS-SSEP 

capability, more responsibility for the separation 

will be delegated to the aircraft and will require 

the flight crew to be aware of the traffic 

situation around them. Not only the safe 

separation from other aircraft will be necessary 

but also the separation from the surrounding 

wake vortex traffic will have to be established 

by the pilots. 

For this reason, SESAR envisages that an 

airborne self-separation from wake vortices will 

be available on-board. In such a system wake 

vortices will be regarded as just another obstacle 

that the aircraft has to avoid. For this purpose, 

the same information as about other flight 

objects need to be provided to the aircraft, 

namely the wake vortices’ 4D-trajectories. For 

this reason, research and development of an on-

board Wake Vortex Awareness System 

(WVAS) is needed to provide the required 

concepts and technology for the implementation 

of these future ATM concepts. 

 

 

Fig. 1 Timeline of implementation of 4D-PTC in 

Europe  

3 Concept for prediction, detection and 

avoidance of wake vortices in onboard 

systems 

The central idea of the WVAS concept is to 

increase the flight crew awareness of wake 

turbulence hazards and to enable avoidance 

and/or alleviation of wake encounters. For this 

purpose, prediction and detection of dangerous 

wake vortices can be used in order to provide 

the necessary data for manoeuvres.  
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Mathematical models exist that describe and 

predict wake vortex generation, evolution, 

transport and decay based on atmospheric and 

aircraft inputs. The issue of modelling wake 

vortices is extremely complex, so only some of 

its general characteristics will be briefly 

explained here for ease of understanding.  

The models coming into focus for 

operational use with a fused system are the so-

called fast-time models that reliably predict 

vortex characteristics as vortex strength (called 

circulation) and decay as well as position in 

faster than real-time. They were developed 

using theoretical concepts according to the 

underlying physical principles and calibrated 

with empirical data. Some of the best known 

representatives are NASA’s Aircraft Vortex 

Spacing System Prediction Algorithm (APA) 

[6], UCL’s Deterministic Wake Vortex Model 

(DVM) [7] and finally the model developed by 

DLR called the Deterministic 2 Phase Wake 

Vortex Decay and Transport Model (D2P) [8]-

[10]. DVM and D2P have been further 

developed to deliver probabilistic predictions to 

account for the uncertainties of model input. 

The main model inputs are parameters of the 

generating aircraft, namely weight, airspeed, 

wingspan and position, as well as 

meteorological data (e.g. wind vector over 

height, turbulence and temperature). Fig. 2  

illustrates the aircraft parameters that influence 

the wake generation. 

Wake vortex detection (either ground based 

or for on-board applications) is realized by 

means of remote sensing technology. Here, 

especially the RADAR and LIDAR sensors 

come into focus, both utilizing radio waves to 

sense movement of the ambient air masses. For 

the purpose of this paper, exemplary the wake 

detection by LIDAR should be explained in 

more detail.  

 

Fig. 2 Wake turbulence generating aircraft with the 

respective wake vortex parameters 

The LIDAR system is measuring the line-of-

sight velocity of the aerosols in a certain 

scanning plane. From the velocity distribution 

the position of the wake vortex is determined 

e.g. via the slopes of the tangential velocity 

distribution. Several methods to determine the 

wake vortex circulation from this distribution 

are available.  

The major advantage of wake vortex 

monitoring by LIDAR or RADAR lies in the 

physical turbulence detection which is 

complementary to model prediction. As the flow 

field in an operational environment is very 

complex, the automated processes of retrieving 

wake vortex position and strength from the 

measured quantities are prone to errors like 

over- or underestimation or even failure of 

recognition of mature vortices from the velocity 

field and suffers in addition of the measurement 

noise.  

The general problem of airborne wake vortex 

detection and tracking is depicted in Fig. 3, 

where the wake vortex generated by the 

preceding aircraft is being tracked in a certain 

scanning plane by the follower by use of a 

dedicated sensor installed onboard this aircraft. 

The range r and bearing Θ  of the vortex are 

measured onboard in the body-fixed coordinate 

system of the follower. 

 

 

Fig. 3 Detecting and tracking wake vortices onboard  
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For sole wake alerting, model-based 

prediction using information about the wake 

generating aircraft already looks promising 

compared to the turbulence information the 

pilots have today (i.e. none). However, the 

uncertainty of a sole model solution depends on 

the accuracy of the input parameters, as stated 

above. As long as important factors, e.g. the 

generator’s weight or the wind vector at the 

position where the wake is created, are not 

provided via data links, safety margins will still 

be required. Therefore, adequate aiding by a 

dedicated wake vortex on-board sensor could 

help to increase system accuracy and integrity. 

If, in addition to the alerting function, on-

board wake surveillance information should be 

used for purposes of automated wake alleviation 

through flight control functions (e.g. to reduce 

the effect of wake turbulence on the own aircraft 

if an encounter can not be avoided), more 

characteristics of the wake velocity field are 

required. 

In this case an on-board sensor is preferable, 

because it is likely that the numerous influence 

factors needed by prediction models for a 

detailed prediction of the vortex flow field will 

not be available onboard. 

The principle would be comparable to the 

Airborne Collision Avoidance System (ACAS) 

that serves as a safety net for cases when safe 

separations are not guaranteed by the standard 

procedures and that directly measures the real 

time-to-go (also known as the TAU-criterion) 

until the Closest Point of Approach (CPA). For 

wake encounter avoidance, the same function 

could be taken by the onboard sensor. 

The system also must be integrated into the 

aircraft’s avionic system in order to receive the 

parameters it requires for wake prediction and 

detection as shown in Fig. 4. In this case, the 

wake vortex model and the sensor data 

processing is integrated inside the fused 

airborne wake vortex surveillance module 

(FAWVS). The sensor would interact with the 

FAWVS through a dedicated interface allowing 

delivering measurement information to correct 

the prediction and in turn would be controlled 

and aided in acquisition and tracking. 

 

 

Fig. 4 Scheme of possible interfaces with the aircraft 

avionics  

The system also must be integrated into the 

aircraft’s avionic system in order to receive the 

parameters it requires for wake prediction and 

detection as shown in Fig. 4. These data are:  

• position and velocity of ownship from the 

GNSS unit  

• traffic information via data link (e.g. 

ADS-B)  

• planned trajectory from the Flight 

Management System (FMS) 

• attitude and heading from the Air Data 

Inertial Reference Unit (ADIRU) 

• wind and weather information from a 

Weather Information and Monitoring 

System (WIMS, as the one developed in 

FLYSAFE [11]) 

A detailed discussion of the required 

interfaces is given in [12]. 

In the system shown above the wake vortex 

model and the sensor data processing is 

integrated inside the fused airborne wake vortex 

surveillance module (FAWVS). The sensor 

would interact with the FAWVS through a 

dedicated interface allowing delivering 

measurement information to correct the 

prediction and in turn would be controlled and 

aided in acquisition and tracking.  

The output of the system could e.g. contain 

vortex hazard areas indicating also the 

remaining circulation intensity level, inflated 

with a safety factor to account for the remaining 

uncertainty. This information could be passed 

on to a Human Machine Interface (HMI) in 

order to display the no-fly areas to the pilot 

(comparable to the already existing traffic 

display used for collision avoidance).  
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An automated wake alleviation or avoidance 

of dangerous turbulence zones can be achieved 

when the FAWVS is connected to the Flight 

Control System (FCS) of the aircraft. 

The advantage of the use of such a fused 

system adequately integrated into the existing 

aircraft avionics is the increased reliability of 

wake prediction and detection results compared 

to stand alone sensor or model solutions. The 

pilot would receive additional information on 

the aircraft environment that would provide 

better situational awareness. Pilots will be given 

the possibility to make separation decisions on a 

more complete information basis which is an 

important precondition for safe operations as the 

ones foreseen in the future ATM systems. Also 

automated wake conflict solution can be 

enabled. 

The concept described above is also 

applicable to different equipment levels, e.g. if 

no on-board sensor will be available the system 

could still deliver wake vortex information 

based on the prediction function but with a 

higher level of uncertainty. The same applies to 

the precision and availability of other 

information sources listed above. 

4 Development and implementation of 

WVAS 

The Institute of Flight Guidance (Institut für 

Flugführung, IFF) of the Technische Universität 

Braunschweig is involved in several research 

activities dealing with the determination and 

graphical presentation of wake vortices. To 

achieve a maximum degree of usability, the 

integration of wake vortex information into 

existing cockpit displays is one possible 

approach. Another possibility is to connect the 

system with the Flight Control System of the 

aircraft if automated wake alleviation shall be 

implemented; for conflict resolution, the Flight 

Management and Guidance System could be 

addressed. An onboard Wake Vortex Awareness 

System according to the concept described 

above is being developed and integrated into an 

Airbus A320 cockpit simulator that is part of the 

modular aviation simulation environment of the 

IFF. This environment will be described in the 

following. 

4.1 Simulation Environment 

An essential part during the development 

process of new concepts and systems deals with 

the validation and evaluation in order to ensure 

their suitability for real operation conditions. 

Because testing in a real environment might be 

complicated and not feasible in many situations 

mainly due to safety issues and also costs, 

simulation is a common approach.  

The IFF owns a simulation environment that 

is used for demonstration of existing and future 

air traffic management concepts and human 

machine interface technologies, educational 

purposes as well as research activities within 

national and international projects focusing on 

the development of future assistance systems. It 

consists of simulators for both cockpit and air 

traffic control side. While each component is 

standalone and can be operated individually, it 

is also possible to collaboratively run the whole 

system. In the following, the single components 

are briefly presented.  

For the flight deck part, an Airbus A320 

cockpit simulator is available. It is fix-based and 

uses the Microsoft Flight Simulator X (FSX) as 

simulation software. The FSX is widely-used, 

inexpensive (but not open source) and meets the 

compatibility requirements of the used avionic 

systems simulation software packages. Another 

advantage is the realistic outside view and the 

possibility to extend its default scenery set (e.g. 

by a highly detailed one of a specific airport). 

Focusing on HMI development requires a 

preferably realistic visualization of the aircraft 

environment instead of focusing on a maximum 

detailed and precise flight physics simulation.  

The stationary A320 simulator (Fig. 5) has a 

triple channel external view using three 

projectors, each plugged to an individual 

computer. This allows a viewing angle larger 

than 180°.  
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Fig. 5 Displays and instruments of the A320 flight 

deck simulator 

 

A multi-channel audio system is used to 

simulate the intercom, radio messaging and 

warning sounds. While the physical flight model 

is based on the FSX, the system simulation is 

realized by a proprietary software package 

comprising all cockpit displays, input devices 

and their logic.  

For the ATC part, the simulation 

environment consists of a controller working 

position and an airport traffic simulator. The 

controller working position is based on a HMI 

technology that has been implemented in a 

former research project. The display has been 

developed to support airport surface controllers 

and is currently extended to meet the 

requirements of an en-route controller working 

position. The airport traffic simulator is used to 

generate traffic on an aerodrome surface and for 

approach and departure flight phases. The 

position and movement information of all 

simulated aircraft as well as the complete 

communication between ATC controllers and 

the flight crews (e.g. clearance requests and 

clearances) are provided to all other components 

of the simulation environment using different 

data interfaces.  

4.2 Developing the WVAS in the simulation 

environment 

The wake vortex awareness system that is 

currently developed using the simulation 

environment of the IFF is based on the fused 

airborne wake vortex surveillance module 

which integrates the functions of wake vortex 

prediction and wake detection. The prediction 

function is performed by a fast-time wake 

vortex model as described above. The detection 

is provided by an emulation of an onboard 

LIDAR sensor which takes into account the 

characteristics of such a sensor. Both model and 

sensor information are fused using an estimation 

filter developed by the IFF for the purpose of 

wake vortex surveillance and providing a more 

accurate and reliable information than the sole 

prediction or detection functions. Possible 

implementation examples of such fused systems 

as well as their advantages over only sensor or 

only model solution were presented by the IFF 

e.g. in [13]. 

For the determination of wake vortex 

position and strength, following parameters are 

read from the FSX using the mentioned 

software framework:  

• weather data  

� air density  

� air temperature  

� air pressure  

� wind velocity  

• aircraft data  

� position  

� orientation  

� velocity  

� weight  

� wingspan  

For real operation conditions the system 

needs to be integrated into the aircraft’s avionic 

systems to receive all required parameters for 

wake vortex prediction. However, these 

parameters are available from already existing 

systems and data interfaces on-board.  

 

In order to increase the pilot’s awareness of 

the wake vortex hazard and to enable the flight 

crew of adjusting the appropriate wake vortex 

separation, a representation of the surrounding 

wake vortex traffic is possible. Fig. 6 and Fig. 7 

show a possible visualization solution for the 

wake hazard information currently investigated 

at the Institute of Flight Guidance.  

This visualization concept has been 

developed for the existing simulation 

infrastructure of IFF and is designed for the 
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cockpit of the Airbus A320. It follows the 

already existing concepts of the Predictive 

Windshear System (PWS) and the Traffic Alert 

and Collision Avoidance System (TCAS). 

While the Navigation Display (ND) provides a 

global overview of current wake vortex 

situation, the Primary Flight Display (PFD) 

offers tactical information to support the pilot’s 

decision making. In order to prevent a wake 

turbulence encounter, it is not reasonable to 

visualize the position and strength of each 

individual vortex. Instead, it is adequate to 

display only the overall danger zone of the 

predicted wake vortices.  

Based on the symbolism and colour coding 

of the TCAS, the wake vortex awareness system 

consists of the following three warning levels: 

normal (white), caution (amber) and warning 

(red). Depending on the time a potential 

hazardous wake of surrounding traffic can be 

reached, each danger zone is assigned to one 

warning level and visualized by its 

corresponding color. The current overall 

operating status equates to the most critical 

warning level. In addition, an aural warning is 

given when either the caution or the warning 

level is reached. The acoustic warning “WAKE 

AHEAD” is played once when the dangerous 

turbulence zone can be reached in less than 40 

seconds, the warning “WAKE” is issued 

repeatedly when the wake is within 25 seconds 

reach of the own aircraft. The logic explaining 

when and how wake warnings are issued is 

presented in Table 1. 

 

Table 1 Visual and acoustic warnings 

Operating 

Status 

Display on 

ND 

Display on 

PFD 

Acoustic 

Warning 

NORMAL 

No display or 

white 

polygon if 

requested by 

the pilot 

- - 

CAUTION 
Amber 

polygon 

Amber 

rectangle 

WAKE 

AHEAD 

played once 

WARNING Red polygon 

Red and 

amber 

rectangle 

WAKE 

played 

repeatedly 

 

Fig. 6 Representation of wake hazard areas on the 

PFD 

 

 

Fig. 7 Representation of wake hazard areas on the ND 

For the development of a wake vortex 

awareness system it is furthermore essential that 

a close collaboration between research and the 

stakeholders (e.g. pilots, controllers, airlines and 

service providers) is ensured. This has been 

initiated at a very early phase during the concept 

evolvement of the wake vortex display 

described above. On the one hand, 

questionnaires and interview with pilots during 

the development phase as well as simulator 

flight tests in the validation phase were an 
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important part of the work above. On the other 

hand, considerations of aspects of general 

human machine interface design as well as the 

concepts of modern airliner cockpits were taken 

into account. In the next development phase, it 

is envisioned to regard the procedural separation 

aspects and to integrate the WVAS into the 

ATC environment. For this purpose, an 

interaction between pilots and controllers shall 

be simulated and feedback from both sides will 

be considered. 

5 Conclusion 

The paper has presented the current wake 

vortex separation procedures as well as the 

impact which is anticipated for the future ATM 

operational concepts introduced by 

implementation of 4D-PTC, Self-separation and 

wake vortex spacing ASEP that are envisioned 

by SESAR. A need to develop dedicated wake 

vortex awareness systems for onboard use has 

been identified. 

A concept for an on-board wake vortex 

awareness system has been presented and 

discussed. An implementation of such an on-

board system developed and tested by the 

Institute of Flight Guidance by means of 

simulation has been introduced.  

Further work is projected in this field 

including the advancement of the wake 

visualization and refinement of the prediction 

and detection functions by using a fused 

approach. Another important field of study will 

be the integration of the wake awareness system 

into the ATC environment in order to test and 

evaluate new wake separation procedure and 

how they can be enhanced by use of the WVAS.  

Moreover, future research work at the IFF 

will focus on the combination of different 

technologies supporting the flight crew during 

the approach phase. That means that onboard 

assistance systems for an increased situational 

awareness (like the presented wake vortex 

visualization concept) will collaborate with 

approach guiding systems like Ground Based 

Augmentation System (GBAS) and ATC 

assistance systems. The overall goal is to have 

automated support applications for multiple 

approach procedures (e.g. different approach 

angles to avoid preceding wake vortices) to give 

the cockpit and tower crew assistance without 

increasing their workload. The different 

subsystems developed at the IFF will be 

combined in the presented simulation 

environment to provide evaluation and 

demonstration capabilities for these concepts 

toward higher degrees of automation in ATM. 
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Abstract  

The present paper describes a comprehensive 
assessment and modelling approach that was 
developed in the DLR project Climate 
compatible Air Transport System (CATS) with 
the goal to analyze different options to reduce 
the climate impact of aviation. 

The CATS simulation chain is applied to assess 
the climate impact reduction potential (via CO2, 
contrail-cirrus, H2O, NOx, ozone, methane, 
primary mode ozone) for the world fleet of a 
representative long-range aircraft operated on 
a global route network in the year 2006.  

The average temperature response (ATR) and 
the direct operating costs (DOC) are calculated 
for flights with varying cruise flight altitudes 
and speeds.  

The obtained results are expressed as relative 
changes with respect to the minimum DOC 
trajectory and assessed as cost-benefit ratio 
(ATR vs. DOC). The results are highlighted for 
a single route and transferred to the global 
route network, showing a large potential to 
reduce the climate impact of aviation for small 
to moderate increments on costs. 

 

1 Introduction 

Aviation has an influence on global warming 
through the emission of gaseous compounds, 
aerosols, particle matter and induced cloudiness. 

Aviation accounted in 2005 for a total 
radiative forcing of 43.2 mW/m2 (median) 
excluding the impact from linear contrails and 
aviation induced cirrus clouds [1]. A new study 
reports model based estimates for the global 
climate impact from contrail induced cloudiness 
(CIC) of 31 mW/m2 for the year 2002, including 
the impact from linear contrails, contrail-cirrus 
clouds and resulting changes in natural cirrus 
cloudiness [2]. This estimate highlights the 
relevance of induced cloudiness in any aviation 
climate impact study. 

Without any further measures the projected 
air traffic growth of 4.8% per year till 2036 [3] 
will largely surpass the estimated annual fuel 
efficiency improvements of 1-2% [4]. The rise 
of annual emissions rates will hence further 
increase the climate impact from aviation.  

 The Advisory Council for Aeronautical 
Research in Europe (ACARE) states in this 
sense that a social and climate compatible air 
transportation system is required for a 

Climate impact assessment of varying cruise flight altitudes 
applying the CATS simulation approach 
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sustainable development of commercial 
aviation. To achieve such a sustainable air 
transport system, mitigation strategies have to 
be developed based on comprehensive 
assessments of the different impacting factors 
and reduction potentials. 

The global climate impact from air traffic 
varies not only with the amount and type of 
emitted species, but also with altitude and 
latitude of emission and the underlying 
atmospheric conditions. The atmospheric 
response results from complex interrelated 
processes of very different nature, spatial and 
temporal scales. 

The assessment of the aviation related 
climate impact still holds large uncertainties. 
However Grewe et al. (2007) [4] and Dahlmann 
et al. (2009) [6] showed that a comparative 
evaluation of new aircraft technologies or 
operational procedures is possible by 
minimizing the uncertainties in climate impact 
changes by adequate Monte-Carlo simulations. 

The assessment of options to reduce the 
climate impact from aviation by new 
technologies and operations requires expert 
knowledge from different disciplines and 
adequate models that sufficiently incorporate 
the driving impact factors. Such a 
comprehensive simulation and analysis 
approach was developed within the DLR project 
Climate compatible Air Transport System 
(CATS) and presented for the first time by the 
authors in 2009 [7]. 

In the present paper the authors present an 
enhanced version of the CATS-simulation chain 
and its application to evaluate operational 
measures to reduce the climate impact of air 
traffic. The analyzed measures are independent 
from individual weather situations; they are 
based on climatologic mean values derived from 
daily variations in weather situations. Different 
cruise flight altitudes and speeds are assessed 
for the world fleet of a representative long range 
twin-jet configuration operated on a global route 
network containing 1178 routes. The study 
discusses the potential to mitigate climate 
impact expressed as changes in global average 
temperature response (ATR) and direct 
operating costs (DOC). 

2 Climate impact from aviation 

 The climate impact from air traffic results 
from induced cloudiness and concentration 
changes of the atmospheric constituents caused 
by the emission of carbon dioxides (CO2), 
nitrogen oxides (NOx), sulfur oxides (SOx), 
water vapour (H2O), aerosols and particle matter 
such as soot [8]. These atmospheric 
perturbations change the terrestrial radiation 
balance and cause a radiative forcing (RF) that 
drives the earth-atmosphere system to a new 
state of equilibrium through a resulting 
temperature change. 

CO2 is an effective greenhouse gas and one 
of the major contributors to the global warming 
(28 mW/m2 in 2005) caused by air traffic. The 
impact of CO2 is independent from the location 
of emission due its long atmospheric lifetime. 

But also non-CO2 effects have a large impact 
on the radiative forcing as displayed in Figure 1. 

 

 
Fig. 1 Radiative forcings from global aviation as 
evaluated from preindustrial times until 2005 [1]. 

 
NOx emissions from subsonic air traffic in 

the upper troposphere and lower stratosphere 
enhance the formation of ozone (O3) and 
depletion of methane (CH4), both compounds 
being strong greenhouse gases. The increased 
ozone concentration causes a warming effect 
(positive RF) whereas the reduction of 
atmospheric methane has a cooling effect 
(negative RF). Still, the net radiative forcing of 
NOx is positive (13.8 mW/m2) as the impact of 
ozone prevails. The impact from NOx emissions 
on the concentration change of ozone and 
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methane is sensitive to altitude and latitude. The 
maximum net radiative forcing is found at the 
tropical tropopause and decreases towards lower 
altitudes and higher latitudes [10]. This spatial 
dependency needs to be considered in the 
applied climate response model to correctly 
reflect the impact from aviation.  

Volatile aerosols forming in young aircraft 
plumes have a small direct impact on the 
radiation budget through scattering and 
reflecting shortwave radiation (-4.8 mW/m2) 
[12].  

Aircraft-emitted soot particles have a small 
direct warming effect through absorption of 
shortwave and reemission of long-wave 
radiation (3.4 mW/m2). Soot particles are key 
contrail-forming agents and are suspected to 
induce cirrus cloud formation. The latter effect 
is very uncertain because it is not known if these 
particles nucleate ice efficiently [12].  

The impact resulting from H2O emitted at 
typical sub-sonic flight levels is comparatively 
small (2.8 mW/m2) due to its small impact on 
the background concentration of H2O.  

Contrail induced cloudiness consists of linear 
contrails, contrail-cirrus clouds and of changes 
in the occurrence or properties of natural cirrus 
clouds. The formation and persistence of linear 
contrails depends on the atmospheric 
conditions, which have to be supersaturated 
with respect to ice, hence sufficiently cold and 
humid [13][14]. This results in a clear altitude 
dependency [15]. Linear contrails transform to 
contrail-cirrus clouds under favourable 
meteorological conditions, able to cover large 
areas. For fixed conditions, the impact of 
contrails depends mainly on the coverage and 
optical depth [16]. The global climate impact 
from CIC, including the impact from linear 
contrails, contrail-cirrus clouds and resulting 
changes in natural cirrus cloudiness, accounts 
for 31 mW/m2 [2]. CIC hence represents besides 
the impacts from NOX and CO2 a major 
contributor to climate change from air traffic. 

Any climate response model applied to 
assess the impact from aircraft should consider 
the formation and impact of linear contrails and 
contrail cirrus, either by considering real 
weather situations [9] or climatologic averaged 

probabilities depending on altitude and latitude 
[10]. Further, any climate impact assessment not 
only requires the comprehensive modelling of 
non-CO2 effects, but also a reasonable climate 
metric. Studies have shown that metrics like 
global warming potentials (GWP) or radiative 
forcing index (RFI) are easily misleading and 
not always appropriate for aviation studies [17]. 
Another approach to estimate the climate impact 
is the change of near-surface air temperature, as 
presented by Sausen and Schumann (2000) [18] 
or Grewe and Stenke (2008) [10]. The authors 
believe that the change of global average 
temperature response (ATR) [19] is the most 
suitable metric for the purpose of the present 
study.  

(1) 1 ( )
t H

H
t

ATR T t dt
H

+

= Δ∫  

The presented metric integrates the surface 
temperature change ΔT(t) over a chosen time 
period H (for this study 100 years) considering 
thus impact of short-lived (e.g. contrails) and 
long-lived (e.g. CO2) forcing agents in 
appropriate way. 

3 Modelling the climate impact from 
aviation with the CATS approach 

As outlined above, the climate impact from 
aviation depends among other factors within the 
earth-ocean-atmosphere system primarily on the 
emitted amount of the different species, the 
geographical position and altitude of emission 
as well as on the atmospheric background 
conditions.  

The chemical and physical atmospheric 
processes that follow the emission of aircraft 
exhaust gases and lead to radiative forcing and 
temperature changes are partly interdependent 
and occur on very different spatial and temporal 
scales [3]. The identification and quantification 
of dependencies and driving factors within these 
highly complex processes requires large 
disciplinary expertise, simulation and 
experimental resources. Also the assessment of 
operational flight procedures, unconventional 
aircraft configurations and novel technologies 
asks for disciplinary expertise and proper model 
capabilities in the fields of air traffic 
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management, flight performance and aircraft 
design with its related sub-disciplines 
aerodynamics, structural design, systems, 
propulsion, etc. Altogether the required expert 
knowledge and model capabilities goes beyond 
the means of a single research engineer. Instead 
a group of experts and disciplinary models is 
required to reliably answer multidisciplinary 
research questions with such scale of 
complexity. 

Within the DLR research project Climate 
compatible Air Transport System (CATS) such 
a comprehensive approach was developed to 
analyze the climate impact from air traffic, 
allowing the environmental and economical 
evaluation of new aircraft technologies, designs 
and operational procedures [7]. The CATS 
approach comprises models for appropriate 
physical simulation of aircraft design and 
performance, propulsion and emissions, mission 
calculation, climate response and operating 
costs.  All models are developed and supervised 
by experts from the related fields. The setup of 
simulations and analysis of results is done in a 
collaborative way ensuring reliable conclusions. 

3.1 Collaborative analysis capability 

As argued above, the assessment of complex 
multidisciplinary topics requires a range of 
experts and models. Commonly the experts 
from research and/or industry entities are not 
located at the same location but regionally 
distributed.  

This leads to the need of a distributed design 
and analysis environment that links the 
integrated disciplinary analysis models and 
provides means for the remote triggering, 
overall process control, convergence and 
optimization. The chosen model-based 
architecture and the underlying software 
engineering techniques influence the efficiency 
of the resulting analysis processes [20]. With 
increasing complexity of the model chain the 
number of interfaces is the critical factor for the 
flexibility of a design environment. Therefore a 
common namespace (central data model) is 
required for the efficient exchange of data and 
increased flexibility in model substitution [20].  

Activities to establish such a collaborative 
analysis capabilities at DLR have started in 
2005. Based on these activities, the central data 
model Common Parametric Aircraft 
Configuration Scheme (CPACS)(ii)  and 
modelling environment Remote Component 
Environment (RCE)(viii)  have been developed 
and applied in various projects. Both, RCE and 
CPACS will be made open source in 2011. 

RCE [22] allows the linking of models 
provided by DLR entities and industry partners. 
The workflows can be started locally on the 
computer of the integrator or transferred to 
another platform. The models run on their 
server at the respective partner sites. CPACS 
[20][21] is based on XML technologies and 
includes the parametric description of the 
atmosphere, aircraft and engine performance, 
mission profiles, airports, fleet network as well 
as the resulting trajectories, climate impact and 
cost break down. Figure 2 shows the principle 
of collaborative design and analysis process as it 
is applied in CATS. 

 

 
Fig. 2 DLR collaborative design and analysis process 
as applied in CATS. 

3.2 CATS simulation chain 

The integrated analysis models are provided 
by several DLR institutions and academia as 
listed at the end of this document (index i-viii). 
Plausibility of single model and overall 
simulation results are ensured by the involved 
experts in collaborative way. The outlined 
simulation process is displayed in Figure 3 and 
shows the simulation sequence of models. 
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The multi-disciplinary aircraft design tool 
Preliminary Aircraft Design and 
Optimization(viii) (PrADO) developed by 
Technical University Braunschweig is applied to 
calculate the flight performance and technical 
characteristics of actual and novel aircraft 
configurations. PrADO comprises physical 
models with semi-empirical extensions for 
aerodynamics, structural analysis, weight 
prediction, flight performance incl. trim 
calculations and geometry description [22]. 
PrADO is further applied to determine the 
influence of aircraft subsystems on engine 
performance through bleed air and shaft power 
extraction.  

The surrogate database model TWdat(iii) 
provides engine performance maps for several 
actual engines and  possible future propulsion 
concepts, which are pre-calculated by the well-
established thermodynamic cycle program 
Varcycle(iii) [24] and fitted to real engine data 
where possible. The performance maps contain 
emission indices (i.e. CO, NOx, UHC, soot), 
thrust and fuel flow characteristics.  

Models for preliminary flight preparation 
(RouteGen(ii)  and FuelEstimator(ii)) provide 
relevant data concerning the mission profile 
(airports, lateral flight path, yearly frequencies) 
and estimation of required mission fuel and 
resulting payload limitations for all analyzed 
routes. 

The Trajectory Calculation Module (TCM)(ii) 
is applied to calculate detailed emission 
inventories with 4D trajectories. TCM performs 
a fast-time simulation integrating the relevant 
flight conditions based on the total energy 
model [25]. It reads as input mission 
parameters, aircraft weight breakdown, engine 
and aerodynamic performance tables for 
different high-lift configurations provided by 
PrADO and TWDat. This capability enables the 
flight performance simulation and evaluation of 
novel aircraft concepts.  

The model FlightEnvelope(ii)  checks each 
calculated flight trajectory if aircraft specific 
operating constraints (stall, buffet and altitude 
limits) are violated. In such case the concerning 
trajectories are removed from the dataset. 

Atmospheric data such as e.g. annual mean 
temperature, pressure, relative humidity, wind 
vectors as function of latitude and altitude are 
provided by the model Atmos(i).  

The climate impact of each flight is assessed 
with the climate response model AirClim(i) 
[10][11]. The model comprises a linearization of 
a climate-chemistry model from the emission to 
radiative forcing, resulting in an estimate in near 
surface temperature change, which is presumed 
to be a reasonable indicator for climate change. 
AirClim is designed to be applicable to aircraft 
technology, considering the altitude and latitude 
of emission for the climate agents CO2, H2O, 
CH4, O3 and primary ozone mode (PMO) (latter 
three resulting from NOx emissions), line-
shaped contrails and contrails cirrus clouds. 
Combining aircraft emission data with a set of 
previous calculated atmospheric perturbations, 
AirClim calculates the temporal evolution of 
radiative forcing and resulting global near 
surface temperature change. The pre-calculated 
data are derived from 78 steady-state 
simulations for the year 2000 with the DLR 
climate-chemistry model E39/CA, prescribing 
normalized emissions of nitrogen oxides and 
water vapour at various atmospheric regions 
[26].  

The economical impact is calculated as direct 
operating costs (DOC)(ii) of each flight  
including the  costs for fuel, crew, maintenance, 
navigation and landing fees and financing [27].  

Depending on the scope of study, different 
process control scripts are integrated for the 
variation of routes or aircraft configurations.  

 

 
 
Fig. 3 Simulation sequence as applied in CATS. 
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4 Calculating the climate impact of 
varying cruise flight altitudes and speeds 

The goal of the present study is to apply the 
CATS approach to identify the potential of 
climate impact reduction and related DOC 
changes through varying cruise flight altitudes 
and speeds based on the world fleet of a 
representative long range aircraft.  

4.1 Setup of experiment 

Therefore all routes operated in the year 2006 
by an Airbus A330-200 are derived from OAG 
data [28] resulting in a set of 1178 global 
distributed city pair connections with 
corresponding flight frequencies. 

The reference aircraft is modelled to fit the 
geometry, weights and performance 
characteristics of the real aircraft equipped with 
CF6-80E1A3 engines. Table 1 specifies the 
basic model characteristics and Figure 4 shows 
the resulting model geometry. Figure 5 displays 
the model payload-range performance in 
comparison to the real aircraft [29]. Note that 
the different slope in the payload range diagram 
comes from a slightly better SFC in the engine 
model. This leads to a 3.5% lower max take-off 
weight and an increased ferry range of 3.7%. 
Scaling of the model SFC is considered not 
appropriate because of the not fully quantifiable 
impact on emission indices, which are 
considered of higher priority to the study goal 
than a perfect fit of the reference aircraft. 

 
Design conditions 
Design range 7861  km 
Design cruise Mach 0.82 - 
Design payload  253 PAX + 23.75 t
Design ICA 10000  m 
Resulting model characteristics 
Operational empty weight 116.2 t 
Max take-off weight 221.5 t 
FAR Take-off field length 2389  m 
FAR Landing field length 1690  m 
Approach speed 75.5 m/s 
L/D @ design conditions 19.9 - 
SFC @ design conditions 0.05876 kg/N/h 
Table 1 Model performance characteristics 

 
Fig.  4 Geometry model of reference aircraft. 

 
Fig. 5 Payload range comparison of model vs. real A/C 

 
The vertical flight profile is based on typical 

flight phases and respects (where possible) the 
common air traffic control (ATC) speed and 
altitude constraints during climb and descend. 
The cruise phase is modelled as continuous 
climb cruise at constant lift coefficient. This is 
assumed an appropriate approximation to a real 
cruise flight with step climbs, which are 
normally optimized by flight planning tools for 
the specific route considering the actual 
transport conditions and ATC restrictions. 

The operative payload is considered with an 
average passenger load factor of 0.76 and 
additional 5000 kg of cargo [3]. 

The DOC [$/cycle] are calculated without the 
cost of ownership (depreciation, interests, 
insurance) in order to asses the increment on 
flight operation costs only (cash operating 
costs). The average fuel price in 2006 (0.595 
USD/kg) is derived from [30], cost values for 
labour (25 USD/h) and fees are based on [27] 
and scaled by the average US inflation rate 
(2.66%) from 1993-2006 [31]. 

1804



Climate impact assessment of varying cruise flight altitudes applying the CATS simulation approach 
 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

The climate impact is calculated for 
sustained emissions over 32 years, which 
corresponds to the average lifetime of the 
reference aircraft [3]. The evolution of 
background emissions of CO2 and CH4 follow 
the IPCC scenario A1B [32] while the 
development of background air traffic for 
contrails-cirrus assessment is based on data 
from the QUANTIFY emission inventory [33] 
scaled by IPCC scenario Fa1 [8]. The average 
temperature response is evaluated for the time 
frame of H=100 years (ATR100) starting in 
2006.  

For each route (index i), cruise Mach 
numbers from 0.4 to 0.85 in steps of 0.025 and 
initial cruise altitudes (ICA) from 3962-12497m 
(=13kft to 41kft) in steps of 305m (=1kft) are 
analyzed with the described settings. Each 
Macr–ICA combination represents one cruise 
operating point. The authors would like to 
emphasize that the wide ranges of ICA and Macr 
values are chosen to identify the maximum 
potential of climate impact reduction, reflecting 
less the actual ATC practice. 

4.2 Evaluation methodology  

For each cruise operating point and resulting 
trajectory (index k) the reduction potential is 
expressed as cost-benefit ratio (ATRrel vs. 
DOCrel) relative to the route-specific cruise 
operating point for minimum DOC (DOCmin). 

There are still many uncertainties in the 
calculation of the climate impact of air traffic 
[1]. To account for these uncertainties a Monte-
Carlo simulation is performed in such way that 
AirClim calculates a minimum and maximum 
temperature change for each species and each 
uncertainty specified in [10].  For each species 
10000 random values αj are picked within the 
given distribution of the uncertainty range for 
each uncertainty parameter (Radiative Forcing 
and climate sensitivity for each species, as well 
as stratospheric and tropospheric lifetimes). The 
respective climate impact for each species is 
calculated for each step j of the Monte Carlo 
simulation  

 
(2)  ATRspec(j)= αj ATRmin(j)+(1 - αj)ATRmax(j) 

Based on this, the relative difference (ϕ) 
between the trajectory k and reference trajectory 
for each step j of the Monte Carlo simulation 
can be determined. 

 

(3) 
( ) ( )

( )
( )

k ref
spec spec

k ref
spec

ATR j ATR j
j

ATR j
ϕ

−
=  

 
Where ATRk

spec(j) is the average temperature 
change resulting from the impact of a certain 
species on trajectory k and ATRref

spec(j) is the 
temperature change for the reference trajectory, 
in this study the route-specific cruise operating 
point for minimum DOC (DOCmin). The total 
climate impact ATRk

all(j) for one trajectory and 
route is given by the sum of impacts from all 
species. For the different φk(j) resulting from the 
Monte Carlo simulation, the median and the 2.5, 
25, 75 and 97.5% percentiles are calculated and 
serve as uncertainty range. This specific Monte-
Carlo calculation takes advantage of the lower 
uncertainty of the relative difference between 
the climate impacts of two scenarios compared 
to their individual absolute values [11]. 

The ATRi and DOCi changes relative to 
DOCmin,i are calculated for all feasible operating 
points (Macr, ICA) on route (i). 

 

(4) ,
min,

( , )( , ) i cr
rel i cr

i

DOC Ma ICADOC Ma ICA
DOC

=  

(5)
min,

,
( , )( , )

( , )
i

i cr
rel i cr

i cr DOC

ATR Ma ICAATR Ma ICA
ATR Ma ICA

=  

 
Plotting DOCrel,i vs. ATRrel,i for all calculated 

operating points in one diagram per route yields 
a Pareto front of best solutions that displays the 
climate impact reduction potential as function of 
the related increment in DOC relative to the 
route specific operating point for minimum 
DOC. As such relation is only given for 
computed Macr–ICA combinations, the 
information about the corresponding operating 
point is lost for interpolations between Pareto 
elements. To determine hence the largest 
relative climate impact reduction for an 
accepted maximum cost increment x (e.g. 
x=1.10) on each route, the route-specific Pareto 
front is intersected at the defined x value and 
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evaluated for the next smaller available 
operating point on the curve. The resulting 
DOCrel,i( x ) and ATRrel,i( x ) values have thus to 
be considered as best solution x  that fulfils the 
specified cost limit x on a specific route. 

The DOCmin,i operating point and 
corresponding absolute ATRi vary for each 
route depending on fuel burn, flight time and 
latitude of emission.  

To estimate the reduction potential resulting 
from all routes (ATRrel,all( x )), every Pareto 
front is intersected at the specified maximum 
DOC increment x and evaluated at the next 
smaller Pareto Element x . The related ATRi( x ) 
values are weighted by the route specific flight 
frequency (fi) and summed for all routes. 

 

(6)

_

1
, _

min,
1

( ( ), ( ))
( )

( , )

i

n routes

i cr
i

rel all n routes

i i cr DOC i
i

f ATR Ma x ICA x
ATR x

f ATR Ma ICA

=

=

⋅
=

⋅

∑

∑
 

 
The same approach is applied to determine 

the overall DOCrel,all( x ) and uncertainty range 
for ATRrel,all( x ), which is  based on the 
percentiles of each specific route. 

5 Discussion of results 

To provide an overview about the study 
results and trends the route Detroit-Frankfurt 
(DTW-FRA) is discussed exemplarily. Figures 
6 and 7 show DOCrel and ATRrel respectively for 
varying cruise Mach number with fixed ICA [a] 
and vice-versa [b]. The operating point for 
minimum DOC on route FRA-DTW was found 
at Ma=0.85 and ICA=10973m. 

Figure 6a shows the evolution of DOCrel with 
varying Macr for constant ICA. For this case the 
total DOCrel curve shows a variation of 43% 
over the plotted Ma range and follows largely 
the trend of the time dependent costs (crew, 
maintenance). The fuel costs are proportional to 
the fuel burn and show in this case a minimum 
for Macr=0.675, rising to lower and higher 
speeds due to the increased drag and required 
thrust.  

Figure 6b displays DOCrel for fixed Macr and 
varying ICA, which experiences a variation of 

9% over the analyzed ICA range. The impact of 
ICA on the time dependent costs is in this case 
very small due to subtle changes in flight time.  
This leads to a total DOC evolution that follows 
the fuel costs curve, which has a minimum at 
ICA=10973m.  

These two graphs indicate that the evolution 
of DOC is primarily driven by the cruise Mach 
number through its impact on maintenance and 
crew costs. Note that this trend (decreasing total 
DOC towards higher speeds) is influenced by 
the costs assumptions in the study scenario [27], 
which assumes a relative low fuel price 
compared to the labor costs. 

 
Fig. 6a Relative DOC changes for ICA=8230m and 
varying cruise Mach numbers on route DTW-FRA. 

 

 
Fig. 6b Relative DOC changes for Ma=0.725 and 
varying ICA’s on route DTW-FRA. 
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Figure 7a displays the evolution of ATRrel 
with varying Macr for constant ICA, showing a 
variation of 12% between the minimum at 
Ma=0.625 and maximum at Ma=0.475. In this 
case the amount and related impact of emitted 
CO2 is proportional to the fuel burn (3.15 kg 
CO2/kg fuel) and follows the trend displayed in 
Fig. 6a, whereas the impacts from O3 and CH4 
are related to the emitted amount of NOx (at 
constant altitude). At both ends of the fuel burn 
curve the NOx emission index (kg NOx/kg fuel) 
rises and provokes thus an increased impact 
from O3 (warming) and from CH4 (cooling). 
The formation and related impact from contrails 
and contrail-cirrus (index cont) is not sensitive 
to speed changes as the formation of contrails is 
mainly dependent on altitude. The impact 
resulting from PMO is proportional to CH4. The 
impact from H20 is almost independent from 
Macr, showing only a very small dependency 
from fuel burn at constant altitude. 

Figure 7b shows ATRrel for fixed Macr and 
varying ICA, exhibiting a variation of 32% over 
the analyzed ICA range with increasing 
reduction potential for decreasing altitudes. 
Here the impact from O3 dominates at higher 
altitudes, increasing steeply above approx. 
9500m. This increase is largely caused by the 
rising sensitivity of O3 production with higher 
altitudes, whereas the increase in emitted NOx 
contributes also but is not the dominant effect. 
CH4 displays a light dependency from altitude, 
its cooling impact diminishing slightly with 
increasing altitude. The same applies to PMO, 
being proportional to CH4, only at smaller 
magnitude. The formation of contrails and 
contrail-cirrus has its maximum on this route at 
ICA=9449m, decreasing to lower and higher 
altitudes. The CO2 impact decreases for higher 
altitudes as fuel burn decreases (compare Fig. 
6b). The emitted amount of H20 is proportional 
to fuel burn (1.25 kg H20/kg fuel) and thus 
decreases with altitude, whereas the impact 
from H20 instead increases due its increasing 
atmospheric lifetime. PMO shows a relative 
small dependency from altitude. 

Figures 7a-7b highlight that the sole 
minimization of CO2 (fuel burn) does not lead 
to the minimum climate impact. In fact, the 

minimization of CO2 leads to higher altitudes 
while the minimum climate impact is obtained 
at lower altitudes (Fig. 7b). 

 
Fig. 7a Relative ATR changes for ICA=8230m and 
varying cruise Mach numbers on route DTW-FRA. 

 

 
Fig. 7b Relative ATR changes for Ma=0.725 and 
varying ICA’s on route DTW-FRA. 

 
When comparing the relative importance of 

the different forcing agents it shows that 
impacts resulting from induced cloudiness, CO2 
and O3 are having the largest contribution to the 
total climate impact. Among those, the impacts 
from O3 and induced cloudiness show the 
largest variation due to ICA changes.  

The reduction of cruise altitude therefore 
leads to a reduction in climate impact, even with 
slightly increased fuel burn and related CO2 
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impact. Resulting from the discussion of Figures 
6a-6b the sensitivity of DOC with altitude 
changes is small in comparison to speed 
changes, which leads to the conclusion that a 
reduction of cruise altitude will have only a 
moderate impact on DOC.  

This relation can also be observed in Figure 8 
that shows the resulting ATRrel and DOCrel for 
all calculated operating points for the route 
DTW-FRA. The operating points are indexed 
for constant ICA values with increasing Mach 
numbers moving down the curves for constant 
ICA. The Pareto front contains all the Pareto 
optimal Macr – ICA combinations between the 
reference point (DOCmin) and the operating 
point for maximum achievable ATRrel.  

Intersecting the DTW-FRA Pareto front 
exemplarily for a maximum DOC increment of 
10% (x=1.10), the closest calculated operating 
point that fulfils this condition is found at 
ICA=8534 (light brown triangles) and 
Macr=0.75. At this point a relative climate 
impact reduction of 28% (median), 
ATRrel( x )=0.72, is achieved with a 
corresponding DOC increment of 9.3%. 

This ratio shows that a relatively large 
climate impact reduction is achievable for a 
comparably small cost increase. 

 

 
Fig. 8 Pareto front for route DTW-FRA obtained from 
all feasible operating points with resulting ATRrel and 
DOCrel values. Note that only every second ICA is 
displayed in the legend. ICA changes follow steps 
equivalent to 1000ft.  Ma increases moving down the 
curves for constant ICA. 

 

The DOCmin operating point and absolute 
ATR vary for each route, depending on the 
flight distance and feasible trajectories. Due to 
this, a different Pareto front and corresponding 
potential to reduce the climate impact is 
obtained for each route.  

In order to identify the overall potential 
resulting from all routes operated by the 
reference aircraft in 2006, the approach 
described by Eq. 6 is applied. Figure 9 displays 
the DOCrel,all and ATRrel,all values based on all 
Pareto fronts. The error bars are calculated with 
Eq. 6 and indicate the percentile ranges for 
25%-75% (blue) and 2.5%-97.5% (red), serving 
as measure of uncertainty for ATRrel,all( x ). 

 
Fig. 9 DOCrel,all vs. ATRrel,all Pareto front for all routes 
operated with A330-200 in 2006. Error bars 
correspond to 25%-75% (blue) and 2.5%-97.5% (red) 
probability range. 

 
The graph shows that the potential to reduce 

the climate impact by reduced cruise altitudes 
on all routes is still favourable, even better than 
on the route DTW-FRA. A maximum DOC 
increment of 9.5% relative to the DOCmin 
operating conditions on each route would yield 
a reduction of ATRrel,all between 36% and 50% 
(median 42%) when considering the 2,5%-
97,5% percentile range. 

The operating points corresponding to a 
given DOCrel,all( x )-ATRrel,i( x ) combination 
differ for each route, depending on the distance 
and payload. In order to infer from a given 
DOCrel,all( x ) back to the corresponding 
distribution of operating points, the Macr-ICA 
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combinations at the route-specific DOCrel,i( x ) 
are plotted in a diagram Macr vs. ICA for all 
route (Figures 10a-10b). The occurrence of 
operating points is expressed relative to the 
number of analyzed routes. 

Figure 10a displays the distribution and 
relative occurrence of Macr-ICA combinations 
with minimum DOC (DOCrel,all( x )=1) for all 
analyzed routes. As in Figures 6a-6b, the trend 
towards high Mach numbers and altitudes for 
DOCmin is clearly visible also in this graph. The 
majority of operating points are found at the 
highest possible Mach number 0.85 and 
ICA=12000m, while the rest is located in the 
near vicinity showing only a small variation.  

Figure 10b shows the distribution of 
operating points for the exemplarily discussed 
DOCrel,all( x )=1.095. As described above, the 
decrease of ATRrel and related increase of 
DOCrel are connected to lower cruise altitudes 
and speeds. In the analyzed case the majority of 
operating points are located between 
0.75≤Ma≤0.775 and 8000m≤ICA≤8500, 
showing a larger variation than for DOCmin. 

 

 

 
Fig. 10a-b Distribution and relative occurrence of all 
operating points for DOCrel,all=1.00 (DOCmin) [a] and 
for DOCrel,all=1.095 [b] 

6 Conclusions 

The present paper describes a comprehensive 
simulation and analysis approach developed at 
DLR to analyze different options to reduce the 
climate impact from aviation. The CATS 

simulation chain is applied to identify the 
potential to mitigate climate impact through 
reduced cruise flight altitudes on a global route 
network operated by a representative twin jet 
long-range aircraft in the year 2006. The study 
results are analyzed relative to the cruise 
operating conditions for minimum direct 
operating costs. The different impacts and 
trends on direct operating costs and average 
temperature response are discussed on the basis 
of a single route and transferred to the global 
route network. The distribution of relative 
occurrence of operating points for a given DOC 
increment is shown.  

 The present study found that the climate 
impact is mainly driven by altitude changes 
while the DOC are driven instead by speed 
changes. The study results further showed that 
there exists a large potential to reduce the 
climate impact from aviation for relative small 
to moderate increments on costs when the fleet 
of reference aircraft would be operated at lower 
cruise flight altitudes and speeds on all routes.  

Future studies will focus on the potential that 
can be achieved when re-designing the reference 
aircraft for operating points with lower climate 
impact. Therefore a new design point will be 
derived from actual data. The reduction 
potential of the new aircraft will be discussed in 
comparison to the reference aircraft. 
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Abstract  

With the aim of reducing environmental impact 

caused by aviation, not only related to pollutant 

emissions, but noise annoyance on the 

population surrounding airports, and to reduce 

economic factors related to flying, being either 

fuel consumption or delay management, optimal 

control techniques have been investigated to 

obtain optimized trajectories that are able to 

minimize a given target or combination of them. 

Special care need to be taken when formulating 

the problem, as there are multiple limitations on 

how any given aircraft is able to fly, related to 

its own safety boundaries, ATM-imposed or 

operational restrictions. This research presents 

the application of such techniques in the 

development of a trajectory modeling tool that 

shall be capable of delivering near-real-time 

optimal flight profiles while still respecting any 

necessary constraint. It should also respond to 

any changes in weather conditions during flight, 

suggesting new paths that will avoid e.g. 

weather-related hazards. In order to illustrate 

the potential of the approach, a flight from 

Marseille to Munich is investigated, together 

with 4D winds and weather avoidance regions. 

1 Introduction 

Current flight planning and flight guidance 

procedures date back to the age of radio-

navigation with VOR stations as waypoints. 

With the gradual deployment of GPS-assisted 

navigation, it became possible to define custom 

waypoints, providing greater freedom in the 

flight planning and improved departure and 

arrival procedures that reduced the aviation 

impact on the environment. Nevertheless, a 

high-fidelity trajectory that is optimal for a 

given goal is not yet feasible within this context.  

Free-flight trajectories, such as studied by the 

Single European Sky Air Traffic Management 

Research (SESAR) can provide greater 

flexibility for the aircraft to define and follow 

its own optimal-trajectory without the need of 

following the current waypoint navigation 

approach. In either case, one approach for 

obtaining an optimal flight plan is the use of 

numerical trajectory optimization methods, 

which date back to the development of the 

digital computer and to the space exploration 

program. Its use have been successfully 

demonstrated in many flight planning problems, 

such as fuel consumption reduction, and 

emissions or noise-abatement, as seen in 

previous work on the subject by Visser & 

Wijnen [1-3], Atkins & Xue [4,5] and Prats & 

Puig [6], where novel emissions and noise-

abatement procedures were investigated.  

The current work introduces a tool being 

developed in the context of the CLEANSKY 

European research project that integrates 

trajectory optimization concerning economic 

and environmental goals, capable of flight 

Emission-optimal flight trajectories with weather hazard 

avoidance and 4D wind modeling 
 

Rafael Fernandes de Oliveira 

EADS Innovation Works, Germany 
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planning and replanning, and taking into 

consideration atmospheric conditions, such as 

wind and weather-related avoidance zones. 

Overall, it translates the flight planning 

problem into an optimal control problem (OCP), 

an optimization method used to obtain control 

inputs for a given system that satisfies a set of 

constraints (physical, geometrical, dynamical) 

and at the same time minimizes (or maximizes) 

a certain optimality criterion. The OCP to be 

solved is usually described following the 

Continuous Bolza problem [7], where the Bolza 

cost-function to be optimized is defined as: 

 (     )  ∫  [ ( )  ( )]   
  

  

  [    (  )     (  )] 

Here,  ( )     is the state vector,  ( )  
   is the control vector,    is the initial time, 

and    is the final time (both can be either fixed 

or free, according to the problem definition). 

This function is then optimized subject to a set 

of constraints described in Table 1. The OCP 

can then be solved numerically by transcribing 

it into a non-linear programing (NLP) problem. 

The main idea is to discretize time into multiple 

nodes, define a set of states, control inputs and 

constraints at each of these nodes, and then to 

interpolate the original continuous state and 

control functions. How this interpolation is 

obtained (linear, polynomial …) defines the 

class of optimal control method used. Here, a 

collocation method based on pseudospectral 

polynomials is used, as implemented by the 

MATLAB toolbox called GPOPS [8] (which 

stands for “General Pseudospectral Optimal 

Control Software”), that implements the Radau 

Pseudospectral method. For solving the 

resultant NLP, both the SNOPT [9] and 

WORHP [10] solvers are used. 

The main target of the ongoing work is to 

investigate how a near real-time solution could 

be implemented on-board and could assist the 

pilot in taking the decision on how to plan the 

flight should be, and at the same time following 

all required ATM restrictions. It should be 

capable of providing faster and more refined 

solutions when compared to current planning 

approaches, and of optimizing and re-

optimizing the current flight plan based on new 

sudden and unperceived events (like 

environmental condition changes or new ATM 

orders) by integrating in real-time information 

from external sources (weather radar, changes in 

aircraft dynamics …). Other expected usage 

scenarios are to help managing delays by 

providing time-of-arrival optimized trajectories, 

or to quickly provide landing trajectories to 

nearby airports in case of an emergency. 

Table 1 – Set of constraints for an optimal control 

problem 

Dynamic 

constraints 
 ̇( )   [ ( )  ( )  ]         [     ] 

Path 

constraints 
 [ ( )  ( )  ]  [            ] 

Boundary 

conditions 

 (  )  [                ] 

 (  )  [                ] 

 [    (  )     (  )]    

State and 

control 

boundaries 

  [            ] 

  [            ] 

2 Modeling 

2.1 Aircraft modeling 

The aircraft is considered here to be a point-

mass model, as it is not in the interest of this 

work to consider the full body dynamics (see for 

instance [11] for a detailed explanation). It can 

be described by the following state-space 

equations: 

 ̇       ( )     ( )         

 ̇       ( )     ( )        

 ̇       ( ) 

 ̇    [
(            )

   
     ( )] 

 ̇  
 

 
 [   

    ( )

    ( )
] 

 ̇  
 

 
 [      ( )      ( )] 

 ̇   ̇  

 ̇           (            ) 
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Where e,   and   represents the aircraft 

center of gravity coordinates in the local 

coordinate system,   the true airspeed,   the 

Yaw Angle,   the flight path angle,   the roll 

angle and   the aircraft mass.       and       

are the local wind speeds, used to translate true 

airspeed  into ground speed. Control inputs are: 

Load Factor   , Throttle and Roll Angle Rate 

 ̇ . 

The Aircraft Performance Model (APM )is 

derived from the model introduced by 

EUROCONTROL in its Base of Aircraft Data 

(BADA) [12]. It consists of multiple aircraft-

specific parameters describing aerodynamics 

and engine performance, identified from actual 

flight tests, and fitted to the underlining 

assumed APM. In the trajectories described 

later, the coefficients pertaining to the Airbus 

A320 are used. 

Assuming that the aircraft is always capable 

of providing the required lift to fly and 

maneuver within the bound defined by load 

factor, speed and height limits, the aerodynamic 

drag can be obtained from the commanded Load 

Factor (  ) as in: 

   
        

          ( )     ( )
 

  
 

 
 (          

 )         

Here,   is the reference wing area,   is the air 

density,   is the true airspeed,     is the zero-

lift drag coefficient and     is the lift-induced 

drag coefficient. 

As for the total engine thrust, the APM 

specifies maximum thrust levels (    ) for 

take-off, climb and cruise, and together with the 

throttle control. Therefore, thrust is simply 

calculated as                     . 

Finally, fuel consumption is defined for jet 

engines as a thrust specific fuel consumption 

factor   (given in 
  

      
), function of the true 

airspeed   in knots, is used to obtain the 

nominal fuel flow in 
  

   
, which is then 

multiplied by the total aircraft thrust   to obtain 

the instantaneous fuel consumption. A 

minimum fuel flow for when the engine is 

operating in idle is also defined. 

      (  
 

   
)                       (  

  

   
) 

        (         ) 

2.2 Emissions Modeling 

Aircrafts emissions occur directly in the 

upper troposphere, altering the concentration of 

atmospheric greenhouse gases and therefore 

contributing to global climate change. Carbon 

monoxide (CO), incompletely burnt 

hydrocarbons (HC) and water vapor (H2O) all 

contribute directly to the global warming, as 

they have a positive radiative forcing [13]. 

Studies performed by the Intergovernmental 

Panel on Climate Change (IPCC) [14] have 

shown that aviation is responsible for between 

2% (1992) and 2.5% (2005) of global CO2 

emissions, having mostly increased during the 

years (see Figure 1).  

 

Figure 1 - History of aviation CO2 emissions, from [13] 

Although not too high, these emissions are 

concentrated on the higher atmosphere levels, 

where their impact can be higher. Also, just in 

the European Union, greenhouse gas emissions 

traced back to aviation were estimated to be 

87% higher in 2006, when compared to the 

levels in 1990 [15].  

In addition to the CO2 released by burning 

fuel, there are also other emissions that locally 

affect air-quality and are thought to affect 

climate change [16]. Emissions of nitrogen 

oxides (NOX) influence directly the ozone 

formation rate, contributing to deplete the 

radiation-protective ozone layer. Water vapor 
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and SOX can trigger formation of condensation 

trails (contrails), which have a significant 

contribution to climate changes [13,17] and 

therefore will be included as a minimization 

goal in future developments of this tool. 

 

Figure 2 - Aircraft emissions and their causal linkages 

with potential climate changes, from [13] 

Environmental emissions are modeled using 

the Advanced Emission Model 3 (AEM3) from 

EUROCONTROL [18]. As a modified version 

of the Boeing Method 2 (BM2), it estimates 

emissions by approximating the reference 

emission index of each pollutant regarding fuel-

flow. Each of these indexes is defined as grams 

of pollutant per kilogram of burnt fuel (g/kg) at 

a reference sea-level International Standard 

Atmosphere (ISA), and interpolated from the 

data presented at the ICAO databank for engine 

rated thrusts of 7%, 30%, 85% and 100%. The 

values are further corrected for changes related 

both to pressure, temperature, pressure and 

humidity, and also deviations from ISA. 

Emissions of H2O, CO2 and SOX are 

estimated based on fixed emission indices from 

the amount of fuel burnt (1237, 3155 and 0.8 g 

per kg of burnt fuel, respectively). 

2.3 Atmospheric and Weather Model 

Previous studies by the FAA [19] have 

shown that up to 70% of all flight delays in the 

United States airspace are related to weather 

conditions. Therefore, it is useful to integrate 

weather avoidance into the trajectory 

optimization and provide optimal solutions that 

take into account not only environmental 

objectives and ATM constraints, but also avoids 

hazardous airspace zones. As it is not possible 

to control the weather, and safety must be 

ensured no matter what weather-related hazards, 

the ability of performing online trajectory 

replanning is of major interest to respond to any 

weather conditions changes that were not 

predicted before the flight took place. Another 

way the trajectory optimization can be used is to 

support improved airspace utilization (e.g. as 

described by [20-22]). Depending on how the 

weather conditions affect arrival or departure 

routes, they can become coupled. Therefore, it 

is not only useful to perform a single aircraft 

optimization process, but instead to optimize 

both routes accounting for the number of 

aircrafts that are going to fly them and for the 

minimum distance that is required between 

each. 

 
Figure 3 – Example of a weather cell affecting an 

arrival route, causing the aircraft pilot  

to request a deviation due to weather (Chicago O’Hare 

International Airport, 9/18/02) – from [20] 

The standard atmospheric model is here 

augmented with data obtained from an 

improved version of the atmospheric modeling 

system SKIRON, developed by University of 

Athens [23]. It covers the European region, the 

Mediterranean Sea and north of Africa. Among 

many different outputs, it provides predicted 

wind patterns in multiple atmospheric layers, 

and expected cloud coverage, with hourly 

updates. Wind intensity is estimated during 

flight using multivariate interpolation (against 

latitude, longitude, pressure altitude and time).  

1814



Paper Title 

 

CEAS 2011 The International Conference of the European Aerospace Societies 

 

 
Figure 4 – Sample wind intensity map over Europe at 

multiple flight levels, data from July 2
nd

 2011 at 12am. 

To illustrate how weather avoidance can be 

implemented, data from the total cloud coverage 

ratio (percentage of the sky hidden by all visible 

clouds.) was used. Although it does not 

represent directly the hazard level for an aircraft 

to fly through, usually defined by the 

precipitation level estimated by the weather 

radar in its cloud reflectivity map, it resembles 

how such a map might look like, and was used 

as representative enough for the studied 

scenario. 

 
Figure 5 – Sample cloud coverage map over Europe 

(Marseille and Munich shown in red) and convex hull 

of no-fly zones 

Cloud avoidance is implemented by 

thresholding the map into no-fly polygonal 

zones. Then, the signed distance between each 

node in the trajectory and the closest point in the 

polygon is required to bigger than a given 

desired value by adding a new path constraint to 

the OCP formulation. 

 
Figure 6 - Arbitrary-shaped polygonal no-fly regions 

2.4 Modeling requirements 

While translating the optimization problem 

into an OCP, special care needs to be taken in 

the implementation of each model. Forward-

mode automatic differentiation is used, which 

also introduces new special requirements – see 

[24]. Also, in order to facilitate convergence, 

functions should be at least one time continuous 

differentiable (second derivatives are 

approximated with a BFGS method), so that 

special care has to be taken with stepwise 

changes This can be approximated with the use 

of an arc-tangent function, as in Table 2. The 

parameter   controls how smooth the transition 

is, with smaller values producing a smother 

function at the cost of lower fidelity. 

Table 2 – Smooth step-function definition 

 Original Smoothed function 

 ( )   {
     
     

 {    [  (   )]  
 

 
}  
     

 
    

As an example, the maximum true airspeed 

defined for the Airbus A320 has a step change 

at FL250. Under this flight level, the aircraft is 

limited to fly at 250 KIAS or less, while above 

it, it is constrained by a maximum Mach number 

of 0.82. Using the above formulation with 

      , one can obtain the approximated 

function shown in Figure 7. 
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Figure 7 – A320 true airspeed limits approximated as 

a continuous function 

3 Optimization Criteria 

Fuel Consumption 

As fuel consumption is already calculated 

from the aircraft performance model, the 

optimization function is simply defined as 

     (     )  ∫   ̇[ ( )  ( )]   
  

  

  (  )   (  ) 

Flight Time 

Flight time is optimized by the following 

function 

     ( )         

Emissions 

Gaseous emissions are optimized by 

integrating their generation rate (defined by the 

Emissions Index explained before) over the 

whole flight, as in 

          (     )  ∫   ( )  
  

  

  ̇     [ ( )  ( )]     

3.1 Pareto optimization 

To evaluate the tradeoff between time or 

emission-optimal trajectories, the concept of 

Pareto efficiency is used. Due to the single-

objective nature of the OCP formulation, a 

weighted sum of multiple objectives is 

necessary to find the Pareto front, with    being 

changed to reflect a lower or higher focus on 

optimizing emissions, as in: 

 (     )             (     )          ( )  

4 Scenario Formulation 

4.1 Flight Plan 

A flight plan is modeled in the OCP by 

transcribing each pair of waypoints into a 

different phase with a local coordinate system. 

Constraints linking the final state of each phase 

with the initial state of the following are added 

by converting both start and end coordinates 

back to a Latitude/Longitude coordinate system. 

 
Figure 8 - Flight plan modeling in multiple phases 

4.2 Constraints 

Different requirements, such as aircraft 

operational limits, trajectory restrictions, 

weather conditions can lead to constraints in 

how the aircraft should fly. Following the OCP 

modeling, they can be implemented either by 

limiting state bounds – e.g. roll rate less than 

    ⁄  – or as path constraints, function of the 

aircraft states and controls. 

4.2.1 Flight Envelope 

The following flight envelope constraints are 

defined together with the aircraft performance 

model, restricting maximum and minimum 

speeds and altitude ceiling attainable by the 

aircraft while still maintaining a required 

minimum rate of climb. The aircraft maximum 

speed is constrained by both the maximum 

operational calibrated airspeed (   ) and 
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maximum operational Mach number (   ), 
while the minimum speed is defined as a 

function of the aircraft stall speed, defined for 

different aircraft configurations and altitude 

boundaries. 

     {
                                  

                                            
 

The maximum altitude for any given aircraft 

mass is defined by: 

(    )      

    (

   
           (          )   

                                  (       )

) 

Where     is the maximum operational 

altitude,      is the maximum altitude at 

MTOW and ISA conditions (defined by a 

required residual rate of climb of    
  

   
),    is 

the temperature gradient at     ,    is the 

deviation in temperature from an ISA 

atmosphere,    is the mass gradient at     ,   

is the actual aircraft mass and       is the 

maximum take-off mass.  

4.2.2 Low Speed Buffeting Limit 

Buffeting is associated with high-frequency 

instability, usually present at high altitudes and 

low Mach, caused by airflow separation or 

shock wave oscillations. A second speed limit is 

set when an aircraft is flying above FL150, by 

limiting the Mach to the lowest positive solution 

of the following cubic function: 

         (   )   
  

   

         
   

Where   is the lift coefficient gradient, 

    (   ) is the initial buffeting onset lift 

coefficient at Mach = 0,   is the aircraft wing 

reference area,   is the actual aircraft mass and 

  is the air pressure. 

4.2.3 Operational restrictions 

A subset of operational constraints, identified 

for the Airbus A320 aircraft (from [25-28]) is 

currently taken into consideration. 

The aircraft roll angle should not exceed the 

boundaries defined by the aircraft manual and 

the ICAO procedures, and the roll rate is limited 

to | ̇|      ⁄ . The aircraft airspeed is 

constrained to 250 KIAS when flying below 

FL100 and to Mach 0.82 when above (see 

Figure 7). Aircraft rate of climb ( ̇) is limited 

according to the current flight level as 

 ̇  

{
 
 

 
     

  
   ⁄                                          

     
  
   ⁄                         

     
  
   ⁄                                         

 

5 Numerical Results 

The scenario demonstrated here describes a 

commercial flight from Marseille to Munich 

(scenario formulation from [29-31]). The A320 

take-off from LFML runway 13, climbs up to 

300ft, then crosses waypoint TRETS, climbs 

until FL120 at 6.5%, and then climbs to FL300 

and starts the cruise phase, through waypoints 

NASIK, RAPED; GEN, OSKOK, DIBAX, 

TUTAL and IRBIR (the full list was simplified 

to remove unnecessary waypoints that are in a 

straight line on the trajectory). 

Then, on the arrival phase, the aircraft 

crosses waypoint AMGAS under FL130, and 

then under FL110 through ANDEC and 

BETOS. From there on, it follows the standard 

terminal arrival charts (STAR), flying under 

FL080 through MUN, NAPSA, DM448 and 

NELBI. Finally, the aircraft descends at -3º and 

lands at runway 26L. 

5.1 Optimal departure from LFML 

Results for the departure from the Marseille 

Airport are shown in Figure 10. As the 

procedure is not so complex, the main 

difference found was when optimizing against 

NOX emissions. The aircraft climbs slower, and 

has a later acceleration phase, obtaining a 

reduction of about 10% in NOX. CO and HC 

optimal trajectories are identical, climbing as 

fast as allowed, and then using the available 

thrust to accelerate to the final speed – resulting 

in a reduction of about 28% and 17% each 

pollutant emission, respectively. 
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Figure 9 – Pareto front for emissions-optimal 

departure trajectories, with    [  
       ] 

 

 
Figure 10 - Departure emission-optimal trajectories 

5.2 Optimal arrival at EDDM 

During the arrival phase, different 

trajectories were found for each pollutant. NOX 

has a very slow descent profile that reduces 

earlier the airspeed, and then gradually descents 

until destination, having a 75% lower emission 

than other arrival trajectories. The HC-optimal 

trajectory, instead, descent and decelerate until 

it reaches FL065, and then maintain a constant 

airspeed of about 295 knots until it arrives to the 

NELBI waypoint, decelerating further to the 

required landing speed, which results in a 

reduction of about 25% in incompletely burnt 

hydrocarbons. Finally, the CO optimized 

trajectory has a later-descent profile, flying at 

FL100 for half of the arrival, and then further 

descending and decelerating to reach the 

runway. Doing so, it reaches a reduction of 

about 55% in the amount of CO produced 

during fuel combustion. 

 
Figure 11 - Emissions history against time and fuel 

consumption 

 
Figure 12 – Pareto front for emissions-optimal arrival 

trajectories, with    [  
       ] 

 

 
Figure 13 – Vertical flight profile and TAS history for 

arrival emission-optimal trajectories 

5.3 Cruising through bad weather 
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Cloud avoidance is shown here with the full 

flight plan, departing from LFML and landing at 

EDDM. After converting the cloud information 

into no-fly zones, each flight phase in the OCP 

is augmented with a new path constraint for 

each zone. In the cruise phase, conflicting 

waypoints in the bad-weather region were also 

removed, so that the aircraft had the freedom to 

fly around the clouds.  

Original and new trajectories are shown in 

Figure 14, where it can be seen that the aircraft 

successfully avoids the regions and converges to 

the original flight plan at waypoint TUTAL: 

Cloud data is cropped at Latitude 48º, due to 

availability of the weather model. 

 

 
Figure 14 – Avoidance of weather-related no-fly zones 

in the full flight between Marseille and Munich. 

Original flight plan shown in white, and replaned 

trajectory in green.  

5.4 Wind influence on optimal trajectories 

The influence of wind in the aircraft 

trajectory can be seen in Figure 15 (departure 

from LFML) and Figure 16 (arrival at EDDM), 

in both cases showing a time-optimal trajectory 

without the influence of wind (in black) and 

with (in green). It can be seen that a significant 

deviation from both original ground tracks 

results from winds of up to 80 m/s during flight. 

 
Figure 15 – Original departure (shown in black) and 

wind-optimal trajectory (in green). Wind vectors are 

overlaid in 5km intervals, showing how wind is 

evolving with time and altitude. 

 

 
Figure 16 – Original arrival (shown in black) and 

wind-optimal trajectory (in green). Wind vectors are 

overlaid in 5km intervals, showing how wind is 

evolving with time and altitude. 

Concerning emissions, the influence of wind 

can be seen when comparing the new flight 

profiles and Pareto fronts for departure and 

arrival. New trajectories are considerably faster, 

due to favorable wind, but while departure had 

similar optimal emissions, arrival trajectories 

were found to be worse for NOX (+14.3%) and 

CO (+15.2%) emissions, and better for 

incompletely burnt hydrocarbons (-6.6%).  
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Figure 17 - Emissions-optimal departure trajectories 

with presence of wind (Pareto front normalized 

against no-wind trajectories) 

 

 
Figure 18 - Emissions-optimal arrival trajectories with 

presence of wind (Pareto front normalized against no-

wind trajectories) 

Flight profiles are also significantly different 

for the arrival. For example, the original NOX-

optimal trajectory had a gradual descent from 

FL100 to destination, while the new one uses a 

small climb to reduce airspeed, and then 

descents in a three-step profile, gradually 

reducing decelerating to landing speed. 

Meanwhile, HC and CO optimal trajectories 

have now a similar vertical profile following 

also three-step descent, but with the final 

deceleration before landing occurring about 200 

seconds later. 

6 Conclusion 

The research presented here has shown how 

weather effects can affect optimal flight 

trajectories when emissions are taken into 

account. The approach not only includes the 

modeling of a given flight plan with reasonable 

accuracy, but also identified restrictions 

imposed on the aircraft operation from the 

aircraft manual and aviation authorities. In the 

flight between Marseille and Munich, Pareto 

fronts for optimal departure and arrival 

trajectories were obtained for different pollutant 

emissions, showing how RNAV-based standard 

instrument departures (SID) and standard 

terminal arrival routes (STAR) can be improved 

according to the used criteria. Concerning the 

future near-real-time goal of the tool, optimal 

trajectories are already obtained within minutes, 

and future improvements are expected with the 

introduction of better heuristics for the initial 

OCP guess, and also with model simplifications 

and improvements in the NLP solver 
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Abstract  

This paper presents a study whereby a typical 

2000 km trajectory flown by an aircraft of the 

Airbus A320 and Boeing 737 family, is imposed 

operational constraints such as altitude 

restrictions and operational speeds, and  

optimised for the reduction of fuel, nitrous 

oxides (NOx) and time.   

The trajectory is divided into two phases, the 

first encompasses the initial climb following 

take-off up to 3,000ft, and it is optimised for 

NOx and fuel, while the second encompasses the 

en-route climb starting from 6,000ft, the cruise 

phase, and descent to 8,000ft and it is optimised 

for fuel and time.  The resulting pareto frontiers 

and the corresponding extremal trajectories are 

analysed and discussed from an aircraft 

performance point of view, from which salient 

conclusions are drawn on the optimal 

trajectories generated. 

Nomenclature 

AGL = Above Ground Level 

ATM = Air Traffic Management 

CAS = Calibrated Airspeed 

FL = Flight Level 

NOx = oxides of nitrogen 

TAS = True Air Speed 

1 Introduction 

Air transport currently depends entirely on 

fossil fuels and mainly on gas turbine 

technology for propulsive means.  This implies 

that every flight contributes to the usage of a 

finite resource, to the emission of green-house 

gases and secondary emissions (mainly NOx) 

and also to noise pollution. 

The study in this paper addresses the 

optimisation of a 2000 km trajectory bound by 

operational constraints in altitude and speed.  

Flights of this sector length are common for 

150-180 seat category air transports such as the 

Boeing 737 and Airbus A320 family of aircraft  

and can be exemplified by routes such as Paris-

Athens, Dubai-Islamabad and Los Angeles-

Dallas.  As part of the problem definition, the 

altitude throughout the trajectory was 

constrained to a maximum value of 34,000 feet, 

which may not be typical of real flights since 

aircraft are normally capable and allowed to 

reach altitudes of 36,000 feet and higher.  The 

minimum cruise altitude was selected at 

20,000ft to facilitate the optimisation set-up.  

The aircraft operational speed was constrained 

(limited) in terms of calibrated air speed below 

20,000ft and Mach above.  Constraining the 

cruise altitude to above 20,000ft facilitated the 

problem setup and avoided potential 

complications that could result from multiple 
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transitions about this boundary.  Consequently, 

this constraint effectively introduced pseudo-

ATM and operational constraints to the 

problem.  Although non-representative of real 

flights since ATM constraints are normally 

imposed on relatively short segments of the 

trajectory, it is, nonetheless, useful in this initial 

study on a generic trajectory. 

A genetic algorithm was used to optimise the 

trajectory as this class of algorithms is not prone 

to converge on a local minimum.  This is a 

significant capability in the application of 

trajectory optimisation with discrete trajectory 

constraints, where other types of optimisation 

techniques may be unable to perform the 

optimisation in a satisfactory or reliable manner.  

Genetic algorithms, however, require large 

computational resources, which normally 

translate to slower processing.  This is 

particularly due to the fact that genetic 

algorithms are heuristic in nature, requiring the 

algorithm to cover a relatively large section of 

the problem space compared to classical 

techniques.  However, genetic algorithms are 

less sensitive to the initial conditions, although 

they require careful setup in terms of, amongst 

others, problem space definition, population size 

and crossover techniques if they are to converge 

to a meaningful result. 

2 The Problem Setup 

The overall trajectory was divided into two 

separate stages to facilitate different multi-

objective assessment.  The first stage 

encompasses the initial climb following take-

off,  initiating from a screen height of 50 ft at 

the runway threshold up to 3,000 ft.  This 

trajectory is optimised for NOx and fuel, and it 

extends only up to 3,000 ft because this is 

generally the altitude up to which NOx 

emissions are considered.  Normally, this phase 

of flight involves several configuration changes, 

allowing the transition from the take-off to the 

clean configurations.  Configuration changes 

were not incorporated in the assessment in order 

to limit the complexity of the problem setup and 

the optimisation time of the genetic algorithm.  

Whilst this did not afford the analysis of the 

impact the optimisation criteria have on 

strategies associated with configuration 

changes, it provided a preliminary 

understanding of the impact NOx considerations 

may be expected to have on the trajectory.   

The second stage encompasses the en-route 

climb starting from 6,000ft, the cruise phase and 

descent to 8,000 ft.  In this case, fuel-optimal 

trajectories are generated for an aircraft 

weighing 60 tonnes.  The resulting trajectories 

are compared, analyzed and a number of 

conclusions are drawn. 

The optimisations were performed using a 

multi-objective optimisation algorithm and a 

number of relevant models, which included an 

aircraft performance model, an engine model, 

and an emissions model.  A standard 

atmosphere was used and still air assumed in all 

optimisations.  The aircraft performance model 

is representative of a generic, single aisle, twin-

engine jet airliner of the Airbus A320 / Boeing 

737 category.  The model determines the 

aerodynamic state of the aircraft based upon a 

reduced set of aerodynamic derivatives as well 

as certain geometric characteristics typical to the 

class of aircraft being replicated. The model 

outputs the thrust requirement and flight time 

for the aircraft when required to travel between 

initial and final pre-defined states, which are the 

inputs to the model. The initial and final states 

are defined in any of a number of ways and 

include parameters such as altitude, range and 

velocity vectors. Due to the complexity of the 

model, which also takes into account factors 

such as the effects of variations of flight path 

angle and atmospheric conditions between the 

initial and final states, the solution is obtained 

iteratively and is based upon an integration 

routine.  

The engine model is representative of a two 

spool, high bypass, turbofan engine of the 12 

tonne static thrust class such as the CFM56 

series engine typically found on A320 and 

Boeing 737 family aircraft. This model 

computes the steady-state performance of the 

engine based upon design-point data, generic 

component characteristic maps and fundamental 

thermodynamic relationships. The thrust 

requirement as well as altitude and Mach 
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number are provided as inputs to the model and 

the solution is obtained through a number of 

iterations. The suite of data output by the model 

includes specific fuel consumption, turbine 

entry temperature, air mass flow rate and fuel 

flow rate. The aircraft performance model 

interfaces with the engine model through the 

provision of thrust requirement data while fuel 

flow rate obtained from the engine model is 

used to update the aircraft weight. 

  The emissions model is used to determine the 

fuel burn-related emissions generated by the 

afore-mentioned engine type. The model is 

based upon empirical data, reactor models as 

well as widely reported chemical reaction 

mechanisms. The model determines the 

emission indices for Oxides of Nitrogen, Carbon 

Dioxide and water vapour. The latter two 

emission types are determined through basic 

chemical equilibrium while more complex rate 

chemistry is employed to model oxides of 

Nitrogen.  In order to determine these indices, 

knowledge of atmospheric conditions and 

combustor fluid characteristics is required. The 

former is provided by the atmospheric model, 

whilst the latter is provided by the engine 

model. 

The model setup, whilst not being 

numerically precise in terms of specific aircraft 

performance, afforded the observation of 

optimal flight trajectory strategies for aircraft 

typically of the size and configuration referred 

to in this paper. 

 

2.1 The First Stage – Initial Climb 

 

The initial climb has been defined by 3 

segments as shown in Table 1, starting at 50ft 

up to an altitude of 3000ft.  A constant 

configuration setting (Slats + Flap2) was 

assumed with gear up.   Initial conditions set 

were: 

 weight 60.5 Tonnes 

 altitude 50ft above ground level (agl) 

 speed 165kts CAS.   

 

 

Segment Final 

Velocity 

range (CAS) 

Altitude range (ft) 

1 165 kts 50 - 3000 

2 165-250 kts 50 - 3000 

3 165-250 kts 3000 

Table 1:  First stage segment constraints. 

 

2.2 The Second Stage – Climb, Cruise and 

Descent 

The climb, cruise and descent trajectory was 

defined by 10 segments as shown in Table 2.  

The initial conditions, not shown in the table, 

were:  

 weight 60 Tonnes 

 altitude FL60 

 speed 250kts CAS.   

 

 

Segment Segment 

Length 

Final 

Velocity 

range 

Altitude 

range 

(FL) 

1 63km 270-370kts 

CAS 

100 - 200 

2 254km 270-350kts 

CAS 

190 - 290 

3 327km 0.75 – 0.82 

Mach 

200 - 340 

4 219km 0.75 – 0.82 

Mach 

200 - 340 

5 123km 0.75 – 0.82 

Mach 

200 - 340 

6 301km 0.75 – 0.82 

Mach 

200 - 340 

7 260km 0.75 – 0.82 

Mach 

200 - 340 

8 241km 0.75 – 0.82 

Mach 

200 - 290 

9 132km 270-370kts 

CAS 

100 - 200 

10 14km 256kts  

CAS 

80 

 

Table 2: Second stage segment constraints. 
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The defined problems were designed such 

that an aircraft the size and performance of that 

represented in this paper will have the 

performance to fly within these boundaries. 

3 Results 

3.1 The First Stage – Initial Climb 

The pareto frontier of the two-objective 

(fuel-NOx) optimisation is presented in Figure 

1.  The frontier exhibits moderate smoothness, 

indicating a good trend line of where the actual 

boundary can be expected to be.  NOx 

formation in gas turbines is accelerated by 

higher operating temperatures associated with 

higher thrust settings (and therefore higher fuel 

burn) during take-off and initial climb.  

However, higher thrust settings afford greater 

efficiency and a quicker climb to 3000ft agl.  

Consequently, it could be expected that higher 

thrust levels would be more advantageous in 

terms of optimising (minimising) fuel burn, 

whilst for the limitation of NOx emissions, 

reduced thrust and associated lower engine 

operating temperatures would be more 

advantageous. 

 

 

 
Figure 1:  The Pareto Frontier for NOx and 

fuel burn for the first stage 

 

Figures 2, 3 and 4 present the profiles of the 

two extreme operating conditions, namely those 

minimising NOx and fuel burn respectively.  As 

can be observed, the strategy for minimum fuel 

burn to 3000ft requires a more rapid climb than 

that for minimum NOx emission, and this is 

achieved through the application of higher 

thrust and greater fuel flow (burn) rate, attaining 

3000ft within 5km as compared to just under 

15km for the minimum NOx trajectory.  The 

rate of climb in the third segment is 

approximately  2800ft/min for the minimum 

fuel burn case and 800ft/min for the minimum 

NOx trajectory.  The latter strategy, which 

exhibits a very low climb rate, is currently not 

normally adopted operationally as aircraft tend 

to maintain high rates of climb in the initial 

climb.  It is worthwhile noting, however, that 

the optimisation strategy did not take into 

account factors such as noise abatement 

procedures, engine out performance limitations 

and obstacle clearance. 

 

 
 

Figure 2: Trajectory profiles for minimum 

fuel burn and minimum NOx 

emissions during initial climb 
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(b) 

 

Figure 3: Speed profiles for minimum fuel 

burn and minimum NOx emissions 

during initial climb  

(a) CAS, (b) TAS 

 

 

 

Figure 4: Fuel burn for minimum fuel burn 

and minimum NOx emissions 

during initial climb  

 

3.2 The Second Stage – Climb, Cruise and 

Descent 

The two-objective (fuel-time) optimisation of 

the trajectory profile presented resulted in the 

pareto frontier presented in Figure 5.  The 

frontier exhibits good convergence with a 

smooth characteristic throughout the operational 

regime.  As expected, the frontier demonstrates 

how reduced flight time is achieved at the cost 

of higher fuel burn.  The relative weighting 

given to fuel burn and flight time will define the 

optimal operating point on the frontier.  This 

operating point is, as for the case of the 

NOx/Fuel Burn front consideration, identified 

by finding the point at which the slope of the 

tangent defines this relative weighting.  For 

example, if flight time and fuel burn are given 

an equal weighting, the optimal operating point 

would be the point where the slope is equal to    

-1, which is in the region of 7,200kg fuel burn 

and a flight time of 2 hours and 13 minutes 

(8,000 seconds) for the trajectory constraints 

defined in this work.   

 

 
Figure 5:  The Pareto Frontier for Time and 

fuel burn for the second stage 

 

Although the models are generic in nature, 

the pareto frontier suggests good representation 

of aircraft of the class, as a similar trajectory 

profile for a 60 tonne aeroplane would involve a 

fuel burn of about 6.6 tonnes over 2½ hours and 

a cruise altitude of 38,000ft.  Fuel burn at 

38,000ft can be expected to be about 10% less 

than that at 34,000ft at Mach 0.78, which, due to 

the higher true airspeed at lower altitude, will 

translate to about a 5% greater fuel efficiency at 

the higher altitude over a 2000km sector. 

It is interesting to analyse the trajectory 

strategies determined by the optimisation 

algorithm for minimum fuel burn and minimum 

time of flight.  Figures 6 and 7 present the flight 

profiles in terms of altitude vs. range and speed 

at the start and end of each segment (which 

represent pseudo-waypoints). 

3.2.1 Minimum Fuel Burn Trajectory 

For the case of minimum fuel burn, the 

strategy adopted is the expected, namely 

climbing to cruise at maximum altitude for fuel 
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efficiency.  However, the results show that the 

climb is constrained, as the aircraft reaches the 

maximum altitude in all the first eight segments 

(Table 2).  Indeed, an unconstrained aircraft of 

the class represented in this work should 

achieve FL340 within about 200km at a weight 

of 60 tonnes.  This indicates that greater 

efficiency would be achieved if the aircraft were 

allowed to climb quicker, which it is capable of 

doing.  It is interesting to note that the selected 

climb speed is higher than the cruise speed, as 

shown in Figure 6.  Whilst this results in a 

greater fuel burn in the initial part of the climb, 

it affords the aircraft to achieve higher altitudes 

earlier and thus save fuel through prolonged 

flight there.  In essence, this implies a trade-off 

in fuel burn between segments of the trajectory 

for global optimisation.  This strategy is also 

evident in Figure 8, which illustrates a high fuel 

flow (burn)  rate in the first segment (close to 

that for minimum flight time, which disregards 

fuel burn considerations) in order to climb away 

from the lower altitudes as quickly as possible.  

This is also understandable in the context that, 

for a given CAS, TAS increases 

disproportionately with altitude.  In still air, 

TAS is what defines the ground speed and 

hence the flight time.  As a result, it is expected 

that it will be advantageous to expedite climb 

beyond that providing minimum fuel burn 

during climb in order to reach higher altitudes 

quicker.  It will be interesting, in future work, to 

analyse the effect of the altitude constraint 

during climb on the optimal climb speed. 

In cruise, the aircraft would be expected to 

climb or to slow down gradually as the aircraft 

becomes lighter through progressive fuel burn.  

However, in this test case, the aircraft flies at 

the constraints of maximum altitude and 

minimum mach number, thus denying the 

optimisation process from adopting one of these 

strategies.  Consequently, the fuel flow rate will 

be rising gradually during cruise (Segments 3-8) 

as a result of the aircraft progressively flying 

further away from its maximum range operating 

point. 

The descent of the minimum fuel burn 

trajectory commences towards the end of the 8th 

segment and this is only because the trajectory 

constraint required the aircraft to be at or below 

FL280 by the end of this segment.  

Consequently, the majority of the descent, that 

from FL280 down to FL80, was performed in 

the 146km of the last two segments.  The 

average rates of descent in these two sectors are 

computed to be just under 2000 ft/min and 1500 

ft/min respectively.  The descent in segment 9 is 

also constrained in that the initial altitude is at 

FL290, the highest possible to maintain efficient 

cruise, whilst the final altitude attained is FL10.  

Considering that segment 9 extends 132km, the 

average glide ratio will be just under 23:1, 

which will need thrust above idle, since a glide 

ratio of about 20:1 is achieved with idle thrust. 

This implies that, due to limitations in the 

problem setup, the optimal trajectory is limited 

by the constraint of the initial and final 

conditions of the descent segment, thus not 

affording the aircraft to fly longer (or higher) in 

segment 8, which then results in the higher than 

idle thrust setting during the descent in segment 

9.  It is interesting to observe that the end speed 

of segment 9 rises to a CAS of 337kts and then 

the excess kinetic energy is traded off into 

potential energy, resulting in a relatively low 

rate of descent during segment 10, as the aircraft 

decelerates to the final CAS of 250kts at idle 

thrust.  This strategy is probably the same as 

that adopted during climb, where the aircraft 

flies faster at lower altitudes to reduce the time 

spent at lower altitudes, where fuel burn is 

higher. 
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Figure 6: Trajectory profiles for minimum 

fuel burn and minimum time of 

flight 

 

 
(a) 

 

 
 

(b) 

 
 

(c) 

 

Figure 7: Speed profiles for minimum fuel 

burn and minimum time of flight 

(a) CAS, (b) TAS, (c) Mach. 

 

 

 
 

Figure 8: Weight profiles resulting from fuel 

burn during flight for minimum 

fuel burn and minimum time of 

flight 

 

 

 

 
 

Figure 9: The average rate of climb and 

descent in each segment for 

minimum fuel burn and minimum 

time of flight 

 

3.2.2 Minimum Flight Time Trajectory 

The minimum flight time trajectory exhibits 

a lower climb gradient (Segments 1 and 2) than 

that in the trajectory for minimum fuel burn, in 

order to afford a quicker TAS during the climb.  

The aircraft reaches FL250 at about the same 

time as when the minimum fuel burn trajectory 

is flown, but in this case it will have covered a 

greater range.  This implies that, for minimum 

flying time, the climb gradient is traded for 
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faster climb speeds.   In this case, the aircraft 

accelerates to the maximum constraint speed of 

370kts CAS in the first segment and this affords 

the aircraft to climb to FL145 by the end of the 

segment.  The result suggests that it may be 

more advantageous for the aircraft to climb 

faster than 370kts CAS with a lower climb 

gradient if it were not constrained to fly at this 

speed.   

Clearly, however, a balance between climb 

rate and speed needs to be found.  A higher 

climb rate affords the aircraft to fly a higher 

TAS (and thus a higher ground speed) quicker 

and achieves higher altitudes earlier, until the 

flight becomes mach limited above FL200. 

Since the intended cruise segments (3 to 8) 

were constrained in terms of mach number 

(M0.75-0.78), the trajectory understandably 

settled at the lowest altitude allowed (FL200), 

which results in the highest possible ground 

speed.   

The climb to FL250, essentially overshooting 

the optimal altitude of FL200 may not be 

expected theoretically.  This strategy may be 

due to the relatively large length of segment 2 

(254km), the fact that FL200 is traversed (which 

leads to the discrete change over from CAS to 

Mach constraints) and the limitation of the 

models used in the optimisation, where the 

trajectory parameters change only gradually 

between the initial and final states of the 

segment.  In such circumstances, it is probable 

that the preferred (faster flight) strategy was to 

climb above FL200 to enable the aircraft to fly 

at higher TAS.  This is plausible, given that at 

FL200, M0.82 results in a CAS of 383kts, 

which is higher than the CAS limit defined in 

the constraint below FL200.  This means that, if 

the flight in the segment remained below 

FL200, the aircraft would have flown at the 

CAS limit of 370kts, which would result in a 

TAS below 490kts, which is lower than that 

achieved by the selected strategy, although only 

marginally so (approximately 1 to 2%). 

The strategy of varying altitude in cruise is 

not evident to the authors and indeed, they are 

of the opinion that this may be due to the 

optimisation process not fully converging to the 

actual minimum point of the mathematical 

function.  Indeed, with the aircraft at FL250 at 

the end of segment 2, the trajectory would have 

been expected to descend to FL2000, 

maintaining that altitude until the end of the 

cruise, flying at Mach 0.82.  This would have 

resulted in a constant TAS of 503.7kts, 

affording an improvement of the order of 0.3% 

in the overall flight time. 

The graphs indicate that descent strategy 

adopted for the minimum flight time trajectory 

is to maintain FL200 until the end of segment 9, 

prior to rapid descent and deceleration to 256kts 

CAS in segment 10.  This allowed the aircraft to 

fly at the highest TAS during cruise and to then 

descend rapidly, again flying at the highest CAS 

of 370kts.  Thus, a rapid descent from FL200 

down to FL10 was achieved with an average 

rate of descent of 9300ft/min, which, although 

mathematically possible from a performance 

point of view with the models used in this work, 

would not be practical in practice for several 

operational reasons.  Nevertheless, the result 

clearly illustrates the strategy adopted for 

minimum flight time.  It is also relevant to 

observe that the aircraft is constrained to slow 

down during segment 8 because of the speed 

constraint of 370kts CAS, which is Mach 0.79 

at FL200.  Being constrained by CAS rather 

than Mach justifies the strategy of maintaining 

the highest allowed altitude, which is again 

constrained at FL200. 

4 Concluding Remarks 

This paper has presented the results of an 

optimisation of a 2000km trajectory that is 

bound by operational constraints in terms of 

altitude and speed.  The results have illustrated 

the strategies adopted by the optimisation 

process with such constraints and has 

highlighted the limitations introduced in the 

problem definition and by the limited number of 

segments in the trajectories.  It has formed the 

basis of a preliminary study against which more 

complex problems can be compared in future. 
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5 Future Work 

It will be interesting to assess the effect a 

number of characteristics of the problem 

definition may have on the output of the 

optimization process.  The performance of 

genetic algorithms is affected by factors such as 

population size, number of generations and 

cross-over algorithms and these may have an 

impact on convergence as well as processing 

time.  Given the heuristic nature of the 

optimisation technique, it is also interesting to 

assess the repeatability of such results.  Another 

point of significant interest is the consideration 

of the impact the number of segments into 

which the trajectory is partitioned for the 

optimisation process has on the accuracy of the 

results.  Whilst it is obvious that a larger 

number of segments will generate higher 

accuracy results, it is interesting to study the 

nature of the errors (or approximations) brought 

about by the segmentation process.  This is 

particularly of interest in the light that the 

performance model has been designed and 

implemented to cater for dynamic and non-

linear effects within a single segment, including 

changes in local atmospheric conditions (which 

are particularly relevant during climb and 

descent).  The complexity of the model has been 

designed to offset some of the limitations 

introduced by the large segments and it is 

therefore of interest to assess how the overall 

process performs in this respect. 

Finally, it is also interesting to assess how the 

strategy will vary with changing operational 

conditions such as dispatch weight and altitude 

constraints. 
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Abstract

In this paper a simple approach based on the
Carlson’s method will be presented to define a
supersonic configuration optimized in terms of
sonic boom properties. The Carlson’s method
provides a simplified procedure for the calcula-
tion of sonic boom characteristics for supersonic
airplane configurations and spacecrafts. The in-
formation required for the signature predictions
are: aircraft shape factor KS, aircraft operat-
ing conditions and atmospheric data. Unfortu-
nately, there is not an analytic expression of the
shape factor. Nevertheless, a graphic represent-
ing the relationship between KS and parameters
related to the aircraft geometry, can be used. In
this paper KS have been approximated through a
linear and a quadratic interpolation as a func-
tion of other parameters and its minimization
problem has been formulated. Computational re-
sults show the optimal values to be assigned to
the aircraft geometry parameters in order to ob-
tain the minimal value of the shape factor and
in consequence of the sonic boom overpressure.

Nomenclature

α = angle of attack (deg)
A(x) = cross sectional areas (m2)
Ae(x) = total effective area (m2)
Ae,max = maximum effective area (m2)
Ae,1(x) = total effective area at midpoint of

effective aircraft length (m2)
av = speed of sound at aircraft altitude

(m/s)
B(x) = equivalent cross sectional area due to

lift (m2)
h = altitude of aircraft above ground (km)
he = effective altitude (km)
Kp = pressure amplification factor
KR = reflection factor, assumed to be 2.0
KS = shape factor
Kt = signature duration factor
l = aircraft characteristic length (usually

the fuselage length) (m)
le = effective length (m)
M = aircraft Mach number
Me = aircraft effective Mach number
∆pmax = incremental pressure at N-wave bow

shock (Pa)
pg = atmospheric pressure at ground level

(Pa)
pv = atmospheric pressure at aircraft

altitude (Pa)
∆t = time increment (s)
W = aircraft weight (kg)
x = distance from aircraft nose measured

backward along flight path (m)
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1 Introduction

In the last years there has been a renewed in-
terest in the supersonic transport due to recent
research advances in the field of the low sonic
boom configurations and to the increasing de-
mand from business people of aircraft able to
cover medium and long distances in very short
times. These two circumstances have promoted
many research projects worldwide aimed to the
development of business jets able to travel at
speeds above Mach 1.0. The supersonic flight for
civil application represents one of the most chal-
lenging fields in the aeronautic research since
different conflicting requirements must be sat-
isfied in order to make viable the supersonic
aircraft both from a commercial and techni-
cal standpoint. For instance, the airframe de-
signer wish to drop the weight by thickening
the wings but the aerodynamic designer wish
to thin the wings to decrease the drag. The
noise team wish to increase the By Pass Ra-
tio (BPR) but the aerodynamic team wish to
diminish the BPR to lower the drag in super-
sonic cruise. The engine designer wish to in-
crease the turbine inlet temperature, but the
engineers in charge of environmental issues wish
to decrease the combustion temperature which
is a mean of decreasing NOx emissions. Super-
sonic propulsion must cope with two conflicting
constraints: one requirement of low drag during
transonic and supersonic flight, which implies
a small fan diameter, and a requirement of ac-
ceptable noise at take off obtained by increasing
the BPR, which drives towards large fan diam-
eters. These are few elements that clarify why
a supersonic civil aircraft is a challenging tech-
nical product, final goal of a MultiDisciplinary
Optimization process able to manage these con-
flicts and concerns “right first time” rather than
through a high number of design loops. One
of the main concerns is the sonic boom that
accompanies travel beyond the speed of sound.
Successful supersonic civil aircraft must be ca-
pable of supersonic flight over land. In order

to achieve this end result, questions associated
with sonic boom noise must be addressed. Ex-
isting knowledge of the impact of sonic boom
on the community is based primarily on exper-
iments conducted during the 1960s (Concorde
and the U.S. SST) and the 1980s NASA’s High
Speed Research (HSR) Program. In the for-
mer work it was concluded that high-amplitude
sonic booms (Concorde flight was able to prod-
uct about 2 psf of overpressure at ground level)
were clearly unacceptable to a large segment
of the population, and overland flight was pro-
hibited. Although much progress was made in
modeling the sonic boom and its effects during
HSR, the boom levels achieved were still un-
acceptably loud. Worldwide different Research
Projects are developing technologies that poten-
tially will lower the boom to acceptable levels.
There is very little data on the effects of such
booms both on the population and on the civil
structures: a reasonable approach should face
three fundamental technical items: the atmo-
spheric effects, transmission into structures, and
human reaction to these booms. The ability to
model sonic boom propagation from the aircraft
to the ground is a necessity, with all relevant
physical phenomena included in such models.
This will enable the accurate prediction of sonic
boom levels on the ground under realistic atmo-
spheric conditions and for all flight conditions.
In addition, in order to fully understand human
reaction to these low-intensity sonic booms, it
is necessary to be able to predict the transmis-
sion of booms into buildings. Both interior noise
levels and structural vibration are of interest
since both are important characteristics of the
indoor environment. Studies of human response
to sonic booms heard indoors and outdoors have
identified several factors that may contribute to
an increased annoyance indoors, including rever-
beration and rattle noise. Investigation of these
factors through laboratory and field studies is
critical to understanding and developing predic-
tion models for human response to low-intensity
sonic booms. For a complete and numerically
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accurate description of sonic boom phenomena,
3D CFD [1] models should be applied and the
simulation of the signal at the ground needs
to couple CFD equations and acoustic propa-
gation equations. Thus, the resolution is per-
formed in two steps. Firstly, the flow close to
the aircraft, named aerodynamic near field re-
gion, is computed by solving the conservative
Euler equations for gas dynamic. The pressure
distribution obtained at the lower boundary of
the near field region is then used as initial con-
dition for the propagation of the acoustic wave
to the ground. The near field perturbations are
propagated to the ground using the waveform
parameter method which describes the pressure
wave. Nevertheless, modeling the CFD flow
is a tri-dimensional and non-linear whereas the
propagation model is mono-dimensional. In or-
der to have a valid coupling between both mod-
els, the near field solution must be locally axi-
symmetric. This condition is necessary to take
into account all elements of the geometry of the
aircraft (body, wings, etc.). Consequently, an
accurate near field solution sufficiently far from
the aircraft is required to obtained a good pre-
diction of the sonic boom. It is reasonable to
perform this kind of analysis when the aircraft
design is already at a mature stage. For a pre-
liminary definition of the aircraft geometry more
simple approaches should be used to design a
distribution of cross sectional areas and plan-
form able at the same time to achieve low boom
effects. In the following paper sonic boom is
approached through a simple model allowing to
relate the sonic boom maximum overpressure to
the main geometric and operative parameters of
the civil aircraft. This, indeed, does not reveal
an accurate description, as CFD could be, of the
pressure field on the ground but provides a reli-
able estimation of the maximum levels expected
generated by an assigned aircraft geometry. A
relation between the maximum sonic boom over-
pressure and an aircraft shape factor exists that
can be managed in order to define an optimal
preliminary design point for the supersonic civil

aircraft. This relation, based on the results of
previous works, is mathematically approximated
and an optimization problem is formulated in
order to provide technical guidelines suggesting
an optimal preliminary aircraft geometry from
a sonic boom standpoint.

2 Carlson’s method

In this paragraph the method is briefly outlined
and the basic steps for the sonic boom evalua-
tion are described and discussed: every further
technical detail not reported hereinafter can be
easily found in the [2], [3]. The information
required for the calculations and the pressure-
signature predictions provided by the simpli-
fied method are: aircraft shape factor; aircraft
operating conditions; atmospheric data. The
method provides the following information: N-
wave bow-shock overpressure; the signature du-
ration; the location of the ground impact point
relative to the aircraft position at the time the
boom was generated. Three basic steps must be
followed: determination of an aircraft shape fac-
tor, evaluation of atmospheric propagation fac-
tors, and calculation of signature shock strength
and duration. For aircraft covered by the charts
available for some specific families of airplanes,
the shape factor is evaluated by using aircraft
weight and operating conditions to calculate lift
parameter KL and to read KS directly. The lift
parameter is given by the following equation in
which parameters should be known concerning
the operative conditions of the supersonic air-
craft:

KL =
(
√
M2 − 1)W cos γ cos θ

1.4 pvM2l2
(1)

Instead for aircraft not covered by the before
mentioned charts the aircraft shape factor is
computed by the aircraft geometry. At first the
cross sectional areas are evaluated: for this eval-
uation the areas normal to the flight path should
be used but also the areas normal to the aircraft
longitudinal axis are acceptable except for high
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values of angle of attack. Then the equivalent
area due to lift should be evaluated: a reason-
able approximation of the lift distribution may
be defined by the planform area distribution.
The equivalent area due to lift is defined by the
equation:

B(x) =
(
√
M2 − 1)W cos γ cos θ

1.4 pvM2S

∫ x

0
b(x)dx

(2)
The third step is the combination of these two
area contributions to obtain a distribution for
the total effective area of the aircraft illustrated
in the Fig. 1. Every family of supersonic air-

	  
Figure 1: Total effective area

plane exhibits its own specific profile of equiva-
lent areas. From this curve the maximum effec-
tive area, Ae,max, and its location can be deter-
mined. Then, as shown in Fig. 1, the effective
length le and the effective area Ae,1 required for
evaluation of the aircraft shape factor may be
selected. Finally, in the fourth step, the aircraft
shape factor may be found from a reading of
the shape-factor parameter curve of Fig. 2 and
insertion of the appropriate areas and length.
It can be noted that the aircraft shape factor
is primarily dependent on the maximum effec-
tive area: the location of the maximum area
and shape of the effective area development play
lesser roles. Atmospheric propagation factors for
sonic boom calculations have been obtained by
a repeated use of a dedicate code for a matrix

	  
Figure 2: Relationship among shape factor and
other parameters

of altitudes, Mach numbers, ray-path azimuth
angles, and flight path angles [4], [5]. In or-
der to extend the applicability of these atmo-
spheric propagation factors and to use them for
on-track and off-track locations and for differ-
ent flight path angles, the concepts of effective
Mach number, Me, and effective altitude, he,
are introduced. Effective Mach number is the
Mach number for level flight which would have
the same ray-path angle in the flight track plane.
Effective altitude is the ray-path distance mea-
sured perpendicular to the aircraft flight path.
The general equations for effective Mach num-
ber, propagation distance and effective altitude
are:

Me =

√
1 +

[C (1−D tan γ)]2

[(tan γ +D)C]2 + [D sin θ(tan2 γ + 1)]2

(3)

d = Kd

(
h√

M2
e − 1

)
(4)

where
C = 1/(cos γ

√
M2 − 1)

D = 1/(cos θ
√
M2 − 1)

h = hv − hg
and Kd is available from Figure 7b of the [2].

φ = tan−1

[
tan θ cos γ

(
1 + tan2 γ

)
tan γ +D

]
(5)

1835



Preliminary evaluation and optimization of civil aircraft sonic-boom properties through Carlson’s method

he =
√
d2y + (h cos γ + dx sin γ)2 (6)

where dx = d cosφ and dy = d sinφ. From the
knowledge of the parameters Me and he it is
possible to evaluate the sonic boom overpres-
sure and the signature duration by the following
equations:

∆pmax = KpKR
√
pvpg

(
M2 − 1

) 1
8 h
− 3

4
e l

3
4KS

(7)

∆tmin = Kt
3.42

av

M

(M2 − 1)
3
8

h
1
4
e l

3
4KS (8)

The coefficients Kp, Kt (atmospheric factors)
are available as a function of Me in charts that
can be found in [2]. The equations (7) and (8) re-
fer to the assumption of N-wave that can be de-
scribed simply by the overpressure and the dura-
tion: it is clear from equation (7) that the max-
imum overpressure due to sonic boom, fixed the
operative conditions in terms of altitude, Mach
number, depends primarily on the shape factor
KS : therefore minimizing the sonic boom means
to define a geometry able to minimize the value
of KS . Obviously this finding derives from a
simple method with the before mentioned lim-
itations and a more accurate prediction is re-
quested for taking in account effects here ne-
glected.

3 Approximation of Shape factor func-
tion

An evaluation of shape factor can be obtained
using the graphic in Fig. 2. To this aim, the
curve in Fig. 2 has to be approximated such that
KS can be expressed as function of other dimen-
sional parameters of the aircraft. Therefore, an
optimization problem can be formulated. Two
kinds of approximation have been taken into ac-
count and, in particular, a linear interpolation
has been compared with a quadratic one.

3.1 Linear approximation function

Three points belonging to the curve in Fig. 2
have been evaluated; a piecewise linear function

has been found andKS can be expressed as func-
tion of Ae,1, Ae,max and le:

KS =



K ′S = a1Ae,1 (Ae,max)−
1
2 (le)

− 1
4 +

+b1 (Ae,max)
1
2 (le)

− 1
4

if Ae,1/Ae,max ∈ [0, c]

K ′′S = a2Ae,1 (Ae,max)−
1
2 (le)

− 1
4 +

+b2 (Ae,max)
1
2 (le)

− 1
4

if Ae,1/Ae,max ∈ [c, 1]

(9)

with a1 = −0.029 m−
3
4 , a2 = 0.025 m−

3
4 , b1 =

0.062 m−
3
4 , b2 = 0.029 m−

3
4 , c = 0.62. These

coefficients result from the linear interpolation
of the before mentioned curve with the two seg-
ments passing through the three points consid-
ered. Therefore, a reference geometry for the
supersonic airplane configuration [7], suggest-
ing reasonable values for the upper and lower
bounds of the variables, has been assumed. This
geometry is shown in Fig. 3. Hence, the opti-

	  
Figure 3: Reference geometry

mization problem can be formulated as follows:

min KS

s.t. Ae,1 − dAe,max ≤ 0
lb1 ≤ Ae,1 ≤ ub1
lb2 ≤ Ae,max ≤ ub2
lb3 ≤ le ≤ ub3
Ae,1, Ae,max, le ∈ R+

(10)

where d = 0.7, the lower bounds are: lb1 = lb2 =
5.0m2, lb3 = 15.0m and the upper bounds are:
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ub1 = ub2 = 45.0 m2, ub3 = 30.0 m. The prob-
lem (10) has been solved with MATLAB and the
optimal solution is the following:

Ae,1 = 5.0m2

Ae,max = 7.1m2

le = 30.0m

and the optimal value of the shape factor is
KS = 0.0531.

3.2 Quadratic approximation function

A quadratic approximation of the curve in Fig. 2
has been built through the second order divided
differences [6] and the optimization problem can
be written as follows:

min KS = a3 (Ae,1)
2 (Ae,max)−

3
2 (le)

− 1
4 +

+b3Ae,1(Ae,max)−
1
2 (le)

− 1
4 +

+c3 (Ae,max)
1
2 (le)

− 1
4

s.t. Ae,1 − dAe,max ≤ 0
lb1 ≤ Ae,1 ≤ ub1
lb2 ≤ Ae,max ≤ ub2
lb3 ≤ le ≤ ub3
Ae,1, Ae,max, le ∈ R+

(11)

with a3 = 0.053 m−
3
4 , b3 = −0.062 m−

3
4 and

c3 = 0.061m−
3
4 . The optimal solution provided

by MATLAB of the problem (11) is:

Ae,1 = 5.0m2

Ae,max = 7.1m2

le = 30.0m

with an optimal value of KS equal to 0.0498.
Therefore, the solution obtained with quadratic
approximation is better than one achieved with
linear approximation. Moreover, it would be
desirable to understand the dependence of the
shape factor by the other parameters. To this
aim, one of the variables has been fixed to some
established values and the related optimization
problems have been solved. In particular, 5

different values have been assigned to Ae,max

and the 5 optimal solutions have been found,
as shown in Table 1.

Case Ae,1 m
2 le (m) KS

Ae,max = 8.0 (m2) 5.0 30.0 0.0515
Ae,max = 11.0 (m2) 6.7 30.0 0.0598
Ae,max = 14.0 (m2) 8.3 30.0 0.0681
Ae,max = 17.0 (m2) 10.7 30.0 0.0731
Ae,max = 25.0 (m2) 15.5 30.0 0.0893

Table 1: Optimal solutions for fixed values of
Ae,max.

Finally, the shape factor KS has been plotted
as function of Ae,1 and le as shown in Figs. 4,
5, 6, 7 and 8.

In order to better understand the behavior of
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Figure 4: Ae,max = 8m2

KS respect to the other parameters Ae,1, Ae,max

and le, two of three parameters have been fixed,
time by time and KS has been studied as func-
tion of only one parameter. The simple super-
sonic reference geometry before mentioned has
been used for this sensitivity study focusing the
attention on one specific working configuration
in terms of operating conditions and flight pa-
rameters: M = 1.4, W = 46313 kg, flight alti-
tude of 13.7 km and with an angle of attack of
3 deg. Taking into account this configuration,
the following cases have been examined:
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• case a: Ae,max = 12.7m2 and le = 25.5m;

• case b: Ae,1 = 5.0m2 and le = 25.5m;

• case c: Ae,1 = 5.0m2 and Ae,max = 12.7m2.
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In Figs. 9, 10 and 11 the shape factor KS as
function of Ae,1, Ae,max and le respectively has
been represented.
In case a KS has a parabolic behavior, so de-
creases slightly until the minimum point, eval-
uated for Ae,1 = 7.5 m2, and then increases.
In case b KS has a quick decrease until mini-
mum point near Ae,max = 6.0m2 and then very
slowly increases. In the last case KS has a mono-
tonic decrescent behavior. Therefore, the mini-
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mal values of KS are obtained for small values of
Ae,1 and Ae,max and big values of le. These find-
ings suggest technical guidelines in order to find
the optimal configuration in terms of minimiza-
tion of the sonic boom effects with the limita-
tions on which the Carlson’s method rely: more
refined CFD approach could support a further
improvement of this preliminary configuration
at a later stage of the supersonic aircraft design.

4 Conclusion

In this paper, sonic boom has been evaluated
through a simple approach that allows to estab-
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lish a relation between the sonic boom effects
and the operative parameters of the civil air-
craft. This relation enables to define an opti-
mal preliminary design point for the supersonic
civil aircraft. Applying the Carlson’s method, a
procedure to evaluate the minimum value of the
shape factor and, in consequence, of the sonic-
boom effects in terms of overpressure and sig-
nature duration has been presented. The out-
lined procedure can be adopted also for complex
variations of the aircraft geometric parameters
(wing positions along the fuselage, distribution
of cross-sectional and planform areas, etc.) in
order to obtain optimal sonic-boom properties.
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Abstract  

The Computational Fluid Dynamics (CFD) was 

conducted to investigate the flow structures and 

aerodynamic characteristics of finned missile 

operating within a wide range of Mach numbers 

(0.6 to 5.5) and angles of attack (0
o
 to 16

o
 

degrees). The Steady Reynolds-Averaged 

Navier-Stokes (SRANS) equations with standard 

k-ε turbulence model were used to predict the 

turbulence flow behaviors. The numerical 

results of aerodynamic coefficients were 

compared against semi-empirical data. The 

results revealed the development of complicated 

vortices and their interaction with fin at the rear 

part of the finned missile. The behavior of 

aerodynamics coefficients at angle of attack 

greater than 12 showed the nonlinear trends. At 

angle of attack less than 8 degrees, the vortices 

are symmetric, while asymmetric pattern of the 

primary vortices is observed angle of attack 

greater than 12
o
 degrees.  The secondary 

vortices were observed and formed underneath 

the primary ones, which tend to move away 

from the missile surface. In addition, the 

expansion of the longitudinal shock along the 

missile surface was also observed and named 

shock lift-up flow pattern. The increasing 

complexity of vortex flow pattern results in the 

nonlinear behavior of aerodynamics 

coefficients. 

1 Introduction  

Missile instability can be introduced by angle 

of attack flow. Therefore in modern missile 

design, consideration of a missile aerodynamics 

with angles of attack is needed to serve a 

demand on the maneuverability. The loss of 

maneuverability is attributed to complex flow 

physics generated around a missile body, which 

is characterized by vortices development, 

curvature effect, turbulent flow separation and 

reattachment, and local wake flow 

(downstream).  

Even though the missile airflow with varying 

Angle of Attack (AOA) was investigated and 

documented by a number of researchers [1-5], 

however, the Mach numbers were limited only 

to subsonic and supersonic flow regimes 

(Mostly Mach number below 3). The AOA 

flows beyond these regimes need to be 

investigated since the high performance missile 

is required to operate at Mach number much 

higher than the currently-published 

investigations. In order to effectively control the 

missile stability, the Aerodynamics group, 

Defense Technology Institute (DTI) is interested 

in developing the insight into the aerodynamic 

structure of fined missile and its influence on 

the static characteristics of force and moment 

coefficients at a wide range of flow Mach 

numbers and angles of attack. 
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Although experimental fluid dynamics 

(EFD) has been used to analyze the phenomena 

of fluid flows in various applications, 

experiments are increasingly expensive and do 

not offer the resolution as provided by 

computational studies. Over the last decade, 

access and advances in computing technology 

has enabled CFD to fast become an engineering 

design tool. In many engineering applications, it 

facilitates engineering analyses of flow. 

Recently, EFD increasingly serves as a 

benchmark dataset for CFD simulation. The use 

of CFD in design and development process was 

also substantially reduced the time needed to 

obtain flow solution and analysis. 

This paper thus applies CFD simulation 

to objectively investigate the finned missile 

flow field at angle of attack and Mach number 

varying from 0 to 16 degrees and 0.6 to 5.5, 

respectively. The Steady Reynolds-Averaged 

Navier-Stokes (SRANS) equations with 

standard k-ε turbulence model were selected. 

The numerical results of aerodynamic 

coefficients are compared against semi-

empirical data generated by Missile DatCom.  

2 Mathematical Model 

In engineering simulations of turbulent flow, 

the Navier-Stokes equations (NSEs) are 

modified. The modified equations often applied 

in engineering application are called the 

Reynolds-Averaged Navier-Stokes (RANS) 

equations. The Reynolds averaging process 

introduces the unknown term, the Reynolds 

Stress. 

In order to simulate turbulent behaviors, the 

turbulent eddy motion is described by the 

turbulent viscosity term. Here, the standard  k-ε 

turbulence model were selected. The turbulent 

model is briefly described. 

For the standard k-ε Model, the turbulent 

viscosity is computed by a combination of the 

turbulent kinetic energy (TKE), k, and its rate of 

dissipation, ε, as follows,  

 


 

2k
Ct                                                     (1) 

 

The quantities, k and ε, are obtained from the 

following equations, 
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P represents the production of turbulent 

kinetic energy. The terms, k ,  , 1C

 

and 

2C are constant values. 

3 Detailed Formatting Instructions 

As noted, the CFD simulation is conducted to 

predict the aerodynamics coefficients and flow 

fields of the missile. SRANS with standard k-ε 

turbulence model was selected. Fig. 1 

demonstrates the missile configuration. The 

missile model is composed of fuze, warhead, 

cylindrical body, and tail sections. The aft part 

of the missile is tail section, mainly consisted of 

the fins. 

 

 

 

Fig.  1 The schematic of the compressible angle of 

attack flow over the missile 

The CFD simulate the flow conditions by 

varying the incoming Mach numbers and angle 

of attacks (α) as sketched in Figure 1(b). In this 

study, the Mach numbers are varied from 0.6 to 

5.5 at low angles of attack (4
o
 and 8

o
 degrees). 

The grid (mesh) generation of the 

constructed missile geometry is shown in Fig. 2. 

The total numbers of computational cell 

generated is approximately 3 millions. The 

multiblock domain with viscous hexahedral 

α 
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cells is applied to effectively capture the flow 

structure. Each grid identifies a position where 

numerical approaches are applied. For viscous 

mesh topology, the structured hexahedral cells 

are concentrated near missile surface. To 

resolve the boundary layer region, y  was less 

than 5 to ensure the resolution of the viscous 

sublayer. 
 

 

              

 

Fig. 2 The computational domain and mesh distribution of 

the compressible angle of attack flow over the missile 

In the present study, we mainly used the 

commercial CFD Fluent code, the code use a 

time-independent compressible Navier-Stokes 

formulation and the standard k-ε turbulence 

model that are discretized using the finite 

volume method. Further, a second-order upwind 

and central differencing flow numerical 

schemes were applied for convective and 

diffusive terms, respectively. The discrete 

nonlinear equations were  implemented 

implicitly. To evaluate the pressure field, the 

ideal gas law was used. The linearized equations 

were solved by multi-grid method. 

The numerical boundaries, i.e. inlet, outlet, 

solid surface, are specified on the boundaries of 

the domain and surface. A streamwise far field 

condition was applied at the inlet, and lateral, 

and lateral boundaries. This specified constant 

Mach number. The missile surface is non-slip 

boundary condition. 

4 Results and Discussion  

4.1 Flow Structure 

The steady flow structures are first presented 

in terms of contour plots. The Mach numbers 

computed by Standard k-ε SRANS are colored 

and shown in Figures 3 to 6 for subsonic, 

transonic, supersonic, and hypersonic incoming 

flows, respectively. Generally, we observe that 

the size of the wake region per Standard k-ε 

SRANS becomes smaller as the angle of attack 

increased for all compressible flow regimes.  

For subsonic incoming flow (Fig. 3), the 

local shock pockets are developed in the vicinity 

of geometrical transition from head part to 

missile body and fin region. The shock pockets 

observed is asymmetric owning to the angle of 

attack flow. In addition, the higher angle of 

attack is, the stronger shock spot is developed.  

For incoming Mach number 1.2 where the 

peak of axial force and pitching moment 

coefficients located, the bow shocks at nose 

region (in front of the missile) and tail region (in 

front of fins) are observed. The local shocks are 

developed at geometrical transition and fin area.  

At the higher Mach numbers (supersonic and 

hypersonic), both bow and local shocks 

downstream tends to attach the missile body as 

shown in Figs. 4 to 5. Note that the asymmetry 

flow structure is due to the effect of angle of 

attack.   

Interestingly, we also observe the 

development of longitudinal shock (along the 

missile body) in the case of Mach number 

greater than 1.2 as a function of angle of attack 
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and Mach number. The increase of angle of 

attack results in the stronger longitudinal shock 

development. Referred to Figs. 5 (a) to (d), this 

behavior is represented by the expansion of 

shock flow from the missile surface. The 

longitudinal shock (compressibility) is first 

observed along the surface at 4 angles of attack 

as shown in Fig. 5 (a). The upstream and 

downstream Mach numbers are about 2.4 and 

2.0, respectively. At Angles of attack 8
o
, 12

o
, 

and 16
o
 degrees, the downstream Mach numbers 

are approximately increased to 2.3, 2.5, and 2.7 

as shown in Figs. 5 (b) to (d). The increase in 

the downstream Mach number is associated 

with the expansion of the longitudinal shock. 

Based on the observation, we define this 

phenomenon as “shock lift-up”. Finally, this 

phenomenon is attributed to the development of 

multi shock region as schematically shown in 

Fig. 5 (a).  

Figs. 7 (a) to (d) display the development of 

the shock lift-up pattern as a function of Mach 

number at angle of attack 16. The similar 

phenomenon is observed. The initial 

development of shock loft-up is at Mach 

number 1.2. The strongest shock lift-up is 

observed at Mach number 2.5 for angle of attack 

16, associating the minimum pitching moment 

coefficient. Beyond Mach number 2.5, the 

strength of shock lift-up is reduced and finally, 

it totally disappears at Mach number 5.5, as 

show in Fig. 6 (d). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

 
 

Fig. 3 The contour plot of subsonic flow (Mach number 

of 0.8) at angle of attack (a) 4
o
, (b) 8

o
, (c) 12

o
, and (d) 16

o
 

degrees 
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(d) 

 

 
 
Fig. 4 The contour plot of subsonic flow (Mach number 

of 1.2) at angle of attack (a) 4
o
, (b) 8

o
, (c) 12

o
, and (d) 16

o
 

degrees 
 

 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

 
 
Fig. 5 The contour plot of supersonic flow (Mach number 

of 2.5) at angle of attack (a) 4
o
, (b) 8

o
, (c) 12

o
, and (d) 16

o
 

degrees 
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(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

 
 

Fig. 6 The contour plot of hypersonic flow (Mach number 

of 5.5) at angle of attack (a) 4
o
, (b) 8

o
, (c) 12

o
, and (d) 16

o
 

degrees 

 

 

 

 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 
(d) 

 

Fig. 7 The contour plot of Mach number at angle of attack 

16
o
 degrees for incoming Mach number of (a) 1.2, (b) 1.6, 

(c) 2.5, and (d) 3.0 
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The angle of attack introduces the pressure 

difference between upper and lower surfaces of 

the missile causing the flow of aero from the 

bottom to the top surfaces. The pressure driven 

flows are then roll up at the missile upper part 

and form as the streamwise vortices. The 

detailed vortices flow structures are quite 

complicated. Generally, on the upper of the 

missile, the two vertical flows were established. 

As the vortices advance downstream, both 

vortices gradually moves up, tending to move 

away from the missile surface. Ultimately, it 

reaches the fin region and confines between two 

adjacent fins. As they progress downstream, the 

pressure is recovered and their strengths are 

weaken, depicted in Figs. 8 to 10 and Figs. 11 to 

13 for subsonic, supersonic, and hypersonic 

regimes at angles of attack 8
o
 and 16

o
 degrees, 

respectively. 

As mentioned, the numerical results revealed 

the development of complicated vertical flow 

pattern and their interaction with fins at the rear 

part of the finned missile.  For hypersonic flow 

at angle of attack 8, the vortices is firstly formed 

at x/L=0.16 as shown in Figure 10 (a), while 

demonstrated in Figures 8 and 9 (a) for subsonic 

and supersonic flows at location x/L 0.16, no 

vortices formation is observed. In addition, the 

development of secondary vortices is clearly 

observed and formed underneath the primary 

ones at x/L=0.5 and x/L=0.66 for Mach 

numbers 5.5 and 2.5, respectively. This 

indicates that the higher Mach number also 

promotes the earlier secondary vortices 

development.  We note here another parameter 

promoting the development of secondary 

vortices is angle of attack. Shown Figs. 11, 12, 

and 13 (a) for angle of attack 16, the secondary 

vortices are observed at location x/L=0.33 for 

all flow regimes 
 

 

 

 

 

 

 
(a)                         (b)                          (c) 

 

  
              (d)                          (e)                          (f) 

 
 

Fig. 8 The displays of x vorticity contour for angle of 

attack 8
o
 degrees and Mach number 0.8 at x/L (a) 0.16, 

(b) x/L=0.33, (c) x/L=0.5, (c) x/L=0.66, (d) 0.83, and (e) 

0.99. 

 

 
(a)                         (b)                           (c) 

 

 
              (d)                           (e)                           (f) 

 
 

Fig. 9 The displays of x vorticity contour for angle of 

attack 8
o
 degrees and Mach number 2.5 at x/L (a) 0.16, 

(b) x/L=0.33, (c) x/L=0.5, (c) x/L=0.66, (d) 0.83, and (e) 

0.99 

 

Further observation for the vortical flow at 8
o
 

and 16
o
 degrees of angle of attack, the 

visualization results revealed that, at 8
o
 degrees 

of angle of attack, the vortices are symmetric, 

while asymmetric pattern of the primary 

vortices is clearly observed at 16
o
 degrees of 

angle of attack in the fin region.  In addition, the 

prolongation of the vortex flow is also observed 

as the vortices advance downstream. For 

subsonic and supersonic flows at angle of attack 

8
o
 degrees, the vortex stretching is clearly 

observed at the rear parts of missile (at x/L=0.83 

and x/L=0.99) as shown in Figs. 8 and 9 (e) to 

Primary vortices 

Secondary vortices 
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(f), while the prolongation and distortion of 

vortices patterns is observed in hypersonic 

regime (Fig. 10) . The complexity of vortices is 

increased at angle of attack 16
o
 degrees, the 

strongly stretched and distorted vortical flows 

are found (Figs. 11 to 13), especially for 

hypersonic flow. The increasing complexity of 

vortex flow pattern results in the nonlinear 

behavior of aerodynamics coefficients.    
 

 
(a)                         (b)                          (c) 

 

 
              (d)                           (e)                          (f) 

 
 

Fig. 10 The displays of x vorticity contour for angle of 

attack 8
o
 degrees and Mach number 5.5 at x/L (a) 0.16, 

(b) x/L=0.33, (c) x/L=0.5, (c) x/L=0.66, (d) 0.83, and (e) 

0.99 

 

 
(a)                         (b)                          (c) 

 

 
              (e)                           (f)                          (g) 

 
 

Fig. 11 The displays of x vorticity contour for angle of 

attack 16
o
 degrees and Mach number 0.8 at x/L (a) 0.16, 

(b) x/L=0.33, (c) x/L=0.5, (c) x/L=0.66, (d) 0.83, and (e) 

0.99 

 

 

 

 

 

 

  
(a)                        (b)                          (c) 

 

 
              (d)                           (e)                          (f) 

 

 
 

Fig. 12 The displays of x vorticity contour for angle of 

attack 16
o
 degrees and Mach number 2.5 at x/L (a) 0.16, 

(b) x/L=0.33, (c) x/L=0.5, (c) x/L=0.66, (d) 0.83, and (e) 

0.99 

 

 
(a)                         (b)                          (c) 

 

 
              (e)                           (f)                          (g) 

 

Fig. 13 The displays of x vorticity contour for angle of 

attack 16
o
 degrees and Mach number 5.5 at x/L (a) 0.16, 

(b) x/L=0.33, (c) x/L=0.5, (c) x/L=0.66, (d) 0.83, and (e) 

0.99 

4.2 Static Aerodynamic Force and Moment 

Coefficients 

With respect to semi empirical data 

generated by Missile DatCom of the static 

aerodynamic profiles including axial and normal 

force as well as pitching moment coefficients 

along the lines of Mach number and angle of 

attack, the predicted axial force and pitching 

moment coefficients by CFD are generally in 

marginal agreement; that is the reproducing 

trends similar to Missile DatCom as shown in 

Primary vortices 

Secondary vortices 

Secondary vortices 
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Figs. 14 and 16. However, the agreement 

between CFD simulation and Missile DatCom 

prediction is poorest especially for Mach 

number less than 3.5 in predicting the normal 

force coefficients (Fig. 16).  

 

 
(a)                                        (b) 

 
(c)                                        (d) 

 

Fig. 14 The comparisons of aerodynamic axial force 

coefficient between CFD simulation and Missile DatCom 

prediction at AOA (a) 4, (b) 8, (c) 12, and (d) 16  

 

 
(a)                                        (b) 

  
(c)                                        (d) 

 

Fig. 15 The comparisons of aerodynamic normal force 

coefficient between CFD simulation and Missile DatCom 

prediction at AOA (a) 4, (b) 8, (c) 12, and (d) 16 

 
(a)                                        (b) 

 
(c)                                        (d) 

 
Fig. 16 The comparisons of aerodynamic normal force 

coefficient between CFD simulation and Missile DatCom 

prediction at AOA (a) 4, (b) 8, (c) 12, and (d) 16  

 

 
(a)                                        (b) 

 
(c) 

 
Fig. 17 The comparisons of (a) aerodynamic normal force 

coefficient, (b) aerodynamic axial force coefficient, and 

(a) aerodynamic pitching moment coefficient using CFD 

simulation at AOA 4, 8, 12, and 16  

 

Figures 17 (a), (b), and (c) show the 

comparative plots of axial, normal, and pitching 

moment coefficients with respect to Mach 

number at angles of attack 4, 8, 12, and 16, 

respectively. The nonlinearity of the normal and 

pitching coefficients is dependent on angle of 

attack as shown in Figures 17 (b) and (c), while 
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plotted in Figure 17 (a), the trends of axial 

coefficient are similar for all angles of attack. 

We note that the axial, normal, and pitching 

coefficients are increased according to the 

increase of angle of attack.  In addition for 

normal and pitching coefficients, the nonlinear 

behaviors are caused by the strong vortices at 

angle of attack 12 and 16. The minimum of 

pitching coefficients are located at Mach 

number 2.5 and 3.5 for angle of attack 16 and 

12 degrees, respectively. In the case of Mach 

number 2.5, the minimal pitching moment 

coefficient is associated to the strongest surface 

shock expansion.  Beyond the minimum 

location, the static margin is lost (the positive 

slope observed). 

5 Conclusion 

CFD simulations of the turbulent flow were 

conducted as part of an investigation to study 

flow through an finned missile configurations. 

Using FLUENT, we simulated compressible 

flow over the finned missile configurations at 

various angles of attack (4
o
-16

o
) and Mach 

numbers (0.6-5.5) using both Steady Reynolds 

Averaged Navier-Stokes (SRANS)  with a first-

order turbulence model, standard k-ε turbulence 

model.  

Via standard k-ε SRANS, the development of 

shock flows and vortices were observed. The 

shock characteristics were represented by the 

abrupt change of flow properties. Here, we 

presented the shock flow pattern using the Mach 

number contour plot. The visualized results 

showed the development of bow shock at the 

missile nose and local shocks at geometrical 

transition region and finned area. Moreover, the 

so-called shock lift-up phenomena along the 

missile body was observed. This pattern 

exhibited by the expansion of shock flow from 

the missile surface. The vortices were 

characterized by vorticity contour. It was found 

that the strength and pattern of vortices are 

dependent on the compressible flow regime and 

the missile angle of attack.  

Generally, the predicted axial and pitching 

moment coefficients using CFD were 

marginally agreed with the computed 

coefficients from Missile DatCom. The poorest 

agreement between CFD and missile DatCom 

was the normal force coefficient. The 

nonlinearity of normal and pitching coefficients 

was attributed to the effect of angle of attack. 
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combustion may enhance the turbulence through 
dilatation and buoyancy effects caused by the 
heat release. The field of turbulent combustion 
is still an open research topic ("the most 
significant unresolved problem in classical 
physics" [19]) and significant research efforts 
are currently underway towards this end. 

The most important theoretical issue that 
arises when considering turbulent combustion 
problems is the interdependency of the various 
time and length scales involved. Besides the 
diversity of scales brought into play by the 
turbulence, combustion occurs at molecular 
levels and involves a multitude of elementary 
chemical reactions, each with its own 
characteristic length scale. 

If one is to consider simultaneously the entire 
range of scales involved, the problem becomes a 
lot more complex and also, when numerical 
simulation is considered, more computationally 
expensive. Therefore, a simplifying hypothesis 
was sought: the so – called hypothesis of "scale 
separation" [19]. The hypothesis assumes that in 
the inertial sub-range the scales of the 
combustion process are separated from the 
scales characteristic for the turbulence. However 
appealing through its simplicity, and popular for 
the variety of combustion models based on it, 
this hypothesis does not always hold true and 
accurate modeling of combustion processes 
occurring in a real application combustor 
requires more sophisticated combustion models 
that avoid this hypothesis. The combustion 
model used here, the Linear Eddy Mixing model 
is among the very few that maintain validity 
over the entire range of combustion regimes 
and, therefore, has proven superiority in terms 
of numerical accuracy when compared to 
classical combustion models, as employed by 
most commercial CFD software [20]. 

2 Mathematical Formulation 

2.1 Governing Equations 
The equations governing the motion of an 

unsteady, compressible, reacting, multiple-
species fluid, are the Navier-Stokes equations. 

The fully compressible Navier-Stokes 
equations describing the conservation of mass, 
momentum, total energy and conservation of N 
chemical species are: 

 

 
 
In the above equations, ui is the i-th velocity 

component, ρ is the mass density, p is the 
pressure, Ym is the species mass fraction of the 
m-th species, Vim is the diffusion velocity of the 
m-th species in the i-th direction, 
 

 
 
is the total energy per unit mass, and τij is the 
viscous 
stress tensor, defined as: 
 

 
 
where δij is the Kronecker function. 

Also, e is the internal energy per unit mass 
computed as: 
 

 
 
where hm is the species enthalpy per unit mass 
given by: 

 
In the above, Δhf,m

0 is the enthalpy of 
formation per unit mass of the m-th species at 
the reference temperature T0, T is the 
temperature, and cP,m is the specific heat at 
constant pressure for the m-th species. 

Returning to Eq. 1, ωm is the mass reaction 
rate per unit volume of the m-th species. 

The heat flux vector in Eq. 1 contains the 
thermal conduction (I), enthalpy diffusion (i.e. 
diffusion of heat due to species diffusion) (II), 
the Dufour heat flux and the radiation heat flux. 

(1)

(2)

(3)

(4)

(5)
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Dufour heat flux and radiation heat flux are 
neglected [20], therefore: 
 

 
 
where the mixture averaged thermal 
conductivity is: 
 

 
 
the mixture averaged specific heat at constant 
pressure is: 
 

 
 
and Pr is the mixture Prandtl number. 

The pressure p is directly derived from the 
equation of state for perfect gas: 
 

 
 

Fick's Law is used to determine the species 
diffusion velocity: 
 

 
 
where Dm is the m-th species molecular 
diffusion coefficient. Gradients of temperature 
and pressure can also produce species diffusion 
[20] (Soret and Dufour effects, respectively) but 
these two contributions are neglected hereafter. 

2.2 LES Formulation 

The earliest application of the Large Eddy 
Simulation (LES) methodology was performed 
by Smagorinsky [21] and important further 
developments of the method were introduced 
later [22, 23, 24]. 

LES resolves both the large, geometry 
dependent turbulent scales and a fraction of the 
smaller energy containing scales within the 
inertial range, up to a level dictated by the 

resolution of the numerical grid, and only the 
remaining scales are modeled. If the grid 
resolution is appropriately chosen, the 
unresolved scales, by Kolmogorov's hypothesis 
[25] are isotropic and, therefore, more amenable 
to modeling. This approach not only provides a 
lot more information but since the energy 
contained in the unresolved scales is much less 
than in the RANS approach, is also less 
sensitive to modeling hypotheses.  

The separation between the large (resolved) 
and the small (modeled) scales is determined by 
the grid size Δ.Therefore, the Navier-Stokes 
equations have to be filtered with respect to the 
grid size in order to obtain the LES governing 
equations. A Favre spatial top-hat filter is 
employed to derive the LES equations. More 
details regarding the LES filtering and the 
different techniques are given by Ghosal [26] 
and Pope [27]. 

By applying the above mentioned filtering 
process to Eq. 1, the LES filtered Navier-Stokes 
equations can be written.  

The LES filtered equations [20] contain 
unresolved terms representing the effects of the 
unresolved scales on the resolved motion, 
resulting from the filtering process and denoted 
by the superscript sgs. 

Summarizing, the unclosed terms that need to 
be modeled are: the sub-grid kinetic energy, ksgs, 
the shear stress tensor, τijsgs , the sub-grid 
enthalpy flux, Hi

sgs, the sub-grid viscous work, 
σi

sgs , the sub-grid convective mass flux, Φj,m
sgs, 

the sub-grid diffusive mass flux, Θj,m
sgs, the sub-

grid heat flux, qi,m
sgs, the sub-grid temperature - 

species correlation term, Υsgs and the filtered 
reaction rate, ሶ߱෩ 

2.3 Turbulence model 
The turbulence model, used to close the 

unresolved terms mentioned earlier, is a non - 
equilibrium model based on the sub-grid kinetic 
energy transport equation, initially developed by 
Schumann [28] and later improved by other 
researchers [29, 30, 31]. The model assumes 
isotropic turbulence at the sub-grid scales and 
tracks the sub-grid kinetic energy (ksgs) using a 
formally derived transport equation, equation 

(6)

(7)

(8)

(9)

(10)
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solved along with the rest of the LES equations. 
Details on the model and the implementation 
can be found in reference [20] 

The modeling coefficients are obtained 
dynamically as a part of the solution, using a 
method called the "Localized Dynamic Kinetic 
energy Model (LDKM) [32, 33]. 

2.4 Combustion model 
To close the remaining terms mentioned 

earlier, a more comprehensive closure of the 
scalar mixing and combustion, based on the 
Linear Eddy Mixing (LEM) model proposed by 
Kerstein [34] and developed later into a sub-grid 
model [34], is used. 

LEM is a stochastic approach aimed at 
simulating, rather than modeling the effects of 
turbulence on the chemistry, and it is not limited 
by the scale separation hypothesis, discussed 
earlier [19]. The parameters controlling the 
LEM turbulent mixing model require only the 
validity of the Reynolds number independence 
of free shear flows in the limit of large Reynolds 
numbers, which is a safe assumption for any 
flow of engineering interest [19]. Due to this 
extended validity range, the LEM model can be 
expected to perform well in any combustion 
regime, and to be able to accurately handle 
flames near to, or even outside, the flammability 
limits. 

In LEM, the scalar equations are not filtered, 
and instead the large scale advection, turbulent 
mixing by eddies smaller than the grid size, 
molecular diffusion and chemical reaction are 
resolved at their appropriate length and time 
scales inside each LES cell. While the LES 
filtered conservation equations for mass, 
momentum and energy are numerically 
integrated on the LES grid, the evolution of the 
species fields is tracked using a two - scale, two 
- time numerical approach. 

Molecular diffusion and chemical reaction 
contribution to the small scale transport are 
resolved on a one dimensional grid inside each 
LES cell at a resolution much finer than the LES 
resolution, and approaching the Kolmogorov 
scale. The one-dimensional computational 
domain is aligned in the direction of the flame 

normal inside each LES cell, ensuring an 
accurate representation of flame normal scalar 
gradients [34]. On this domain (denoted the 
LEM domain hereafter) molecular diffusion 
(term A below), chemical reactions (term B), 
diffusion of heat via species molecular diffusion 
(term C), heat diffusion (term D) and chemical 
reaction heat release (term E) are resolved, 
according to the equations below, written for the 
chemical species mass fractions (Eq. 11), 
respectively for the temperature (Eq. 12): 
 

 
 

 
 

Here, the superscript LEM indicates values at 
the subgrid LEM level, and s is the spatial 
coordinate along the LEM domain. Fm

stir and 
FT

stir represent, respectively the effect of the 
sub-grid turbulence on the species m mass 
fraction field and on the temperature field. 

The chemical reaction rates are given using a 
chemical reaction mechanism for the problem at 
hand. For the case of the numerical simulation 
presented herein, a 5-species, 1-step, reduced 
chemical mechanism for propane / air 
combustion was used. The chemical equation 
describing the mechanism is: 
 

 
 
with a reaction rate given by [35]: 
 

 
 
where νm is the stoechiometric coefficient, Ak is 
a pre-exponential factor equal to 8,6 x 1011, Ea is 
the activation energy, equal to 3,0 x 104 
calories/g, Ru,cgs is the universal gas constant 
expressed in calories / gram Kelvin, [X] 
represents the molar concentration of species X, 
in moles / cm3, and c1 and c2 are two 

(11)

(12)

(13)

(14)
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coefficients, set to 0,1, respectively 1,65 for this 
case [35]. 

The current implementation assumes a 
calorically perfect gas, and the sub-grid 
pressure, pLEM is assumed constant over the 
LEM domain, and equal to the LES grid value, 
p, which is a valid assumption in the absence of 
strong pressure gradients [36].  

Radiation effects are neglected. The small-
scale turbulent stirring (Fm

stir and FT
stir) is 

implemented explicitly on the same grid using 
stochastic rearrangement events that mimic the 
action of an eddy upon the scalar field using a 
method known as triplet mapping and designed 
to recover the 3D inertial range scaling laws 
[37]. Details on the triple mapping method are 
given elsewhere [20], and its effect on the scalar 
field is illustrated in Fig. 1. 

 

 
Fig. 1 - Schematic representation of the triplet 

mapping 

 
The location of this stirring event is chosen 

from a uniform distribution. The frequency at 
which stirring events occur is given by [34]: 
 

 
 

where Cλ stands for the scalar turbulent 
diffusivity, set to 0.0675 [38]. 

The eddy size, l, ranges from the 
Kolmogorov scale, η, to the grid size, ∆ത with a 
distribution given by [34]: 
 

 
 
where the Kolmogorov scale is determined as: 
 

 
 
and Nη is an empirical constant that reduces the 
effective range of scales between the integral 
length scale and η but without altering the 
turbulent diffusivity [37]. The value used for 
this study is 5 [37]. 

The large scale processes are modeled using 
a Lagrangian transport of the scalar field across 
the LES cells that ensures exact mass 
conservation and called splicing [36]. Thus, 
once the LES computations are completed at a 
given time step, LEM domain cells (and / or cell 
fractions) are exchanged between the LES cells 
in a manner that accounts for the mass fluxes 
across the LES cell faces. 

Thus, LEM cells are transferred between the 
LES volumes accounting for the mass fluxes 
through the LES cell faces. The order in which 
the cell transfer on each of the spatial directions 
is performed is dictated by the magnitude of the 
mass flux in the respective direction at the 
resolved level [39, 40]. Next, the number of 
LEM cells containing the mass flux to be 
transported to the adjacent cell is determined. If 
a fractional number is obtained, the LEM cell is 
split so that exact mass conservation is 
achieved. 

The sufficiently small LES time step ensures 
that scalars are transported from one LES cell 
only to an adjacent LES cell, thus drastically 
reducing the complexity of the problem. 

Since the pressure in the LEM domain is 
assumed constant and there is no pressure 
gradient term in Eq. 11 or Eq. 12, the 
volumetric expansion of the LEM cell needs to 
be modeled separately, after each diffusion step, 

(15)

(16)

(17)
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to account for the increase in volume through 
thermally generated pressure waves.  

Both the thermal expansion and the splicing 
procedure cause the LEM linear grids to be 
neither uniform, nor have the same number of 
cells in different LES cells. However, the triplet 
mapping procedure and the discretization 
method used to integrate the reaction diffusion 
equation require an uniform grid. Hence, a re-
gridding procedure aimed at producing uniform 
grids with equal numbers of cells is applied 
[40]. 

3 Validation Results and Discussion 

3.1 Numerical setup 
The validation numerical simulations 

presented here where performed in a geometry 
that reproduces a previous experimental study 
the Volvo experiment [41] and consists of a 
rectangular duct of size 1.0 m x 0.24 m x 0.12 m 
with a triangular prism that extends between the 
two lateral walls of the combustor, as shown in 
Fig. 2. The side of the bluff body triangular 
base, a, measures 0.04 m. 

 

 
Fig. 2 - Schematic of the validation geometry 

 

The computational domain was divided into 
10 blocks, and each block was discretized by a 
body fitting grid with dimensions in Table 1. 

The computational grid is stretched both 
axially and transversally and provides the 
maximum resolution in the two separated shear 
layers, immediately downstream of the bluff 
body, resolved by about 20 grid points. The grid 
stretching is maintained under 5 percent for 
reasons of numerical stability. 

For the LEMLES, 12 LEM cells are used in 
each LES cell. Using the predicted ksgs and the 

local  ∆ത, the maximum local sub-grid ReΔ is 130 
and η = 25 x 10-6 m. 

 

 
Table 1 - Computational grid dimensions 

 
The inflow velocity is 17.3 m/s with a 2 

percent turbulence intensity under standard 
atmospheric conditions. The reference Reynolds 
number based on inflow velocity and bluff body 
height is 45,500. The inflow consists of a 
propane - air mixture of 0.65 equivalence ratio. 
The simulations are carried out for five flow-
through times before the flow statistics are 
collected, and the time averaged data presented 
herein are collected over a period equal to five 
flow-through times. 

3.2 Time averaged results 
This section will presents the time averaged 

results of the validation numerical simulation 
denoted LEMLES, compared to experimental 
data in the literature [41]. 

Results of an earlier numerical simulation of 
the same geometry using an Eddy Break - Up 
[42] combustion model are also included, for 
comparison, and denoted EBU. 

Figure 3 presents the normalized axial 
velocity profile along the combustor centerline, 
behind the bluff body. 

The numerical result matches closely the 
experimental data. Immediately downstream of 
the bluff body, the velocity is negative and 
reaches a negative maximum of about 0.75 of 
the inflow velocity at about twice the size of the 
bluff body, in agreement with the experimental 
data The length of the recirculation region is 
about 3.75 a. After the end of the reverse flow 
zone, the mean axial velocity increases 
upstream to gradually approach an outflow 
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velocity about three times larger than the inflow 
velocity, due to the addition of chemical energy 
through combustion. 

 

 
Fig. 3 - Centerline variation of the normalized time 

averaged axial velocity. The velocity is normalized by 
the inflow value, and the distance is normalized by the 

bluff body size, a. 

 
Both numerical studies using two different 

combustion models yield equally accurate 
results, although the current study appears to 
show slightly better agreement, which is due to 
a better temperature prediction in the far field, 
as it will be shown later. 

In the transverse direction, the accuracy of 
the current numerical simulation results is also 
acceptable, as seen in Fig. 4. In addition to the 
experimental and numerical results mentioned 
earlier, a third set of numerical data pertaining 
to another previous study [18], marked by letter 
G in Fig. 4 and using an Eddy Dissipation 
Model (EDM) is also shown for comparison, 
The numerical accuracy of the current study is 
not significantly improved in this case when 
compared to the earlier work, except that the 
current study predicts a more accurate axial 
velocity in the free stream, correlating well with 
the improved temperature predictions, to be 
shown later. Also, far downstream, the 
centerline velocity becomes over-predicted by 
the EBU models, indicating that the predicted 
acceleration rate is slightly off. 

In the case of the transverse component of 
the time averaged velocity, the agreement with 
the experimental [41] is generally good, as 
shown in Fig. 5. 

 
Fig. 4 – Transverse profiles of the normalized time 

averaged axial velocity, at the normalized axial 
locations, from left to right: 0.375 a, 0.95 a, 1.53 a, 3.75 

a and 9.4 a. The velocity is normalized by the inflow 
value, and the distance is normalized by the bluff body 

size, a. 

The large scale vortical structures, created by 
the presence of the bluff body, decrease in 
intensity with the distance from the obstruction, 
as the wake momentum deficit diminishes and 
the flow tends to recover its initial axial 
direction. The maximum transverse velocity is 
about 30% of the inflow velocity, and is 
achieved at about 0.4 a. A notable feature of the 
flow field is the sudden decrease of the 
transverse velocity at the flame front. This 
behavior correlates with the pair of stationary, 
counter-rotating vortices that form at the sharp 
edge of the bluff body in the case of a reacting 
flow around it. The effect disappears further 
downstream, where the intensity and the 
coherence of the vortices weaken. 

Overall, even if from a validation standpoint 
the numerical results obtained by using the 
algorithm presented herein are excellent, these 
results appear to suggest only modest 
improvements when using the LEM combustion 
model. However, the improvements do appear 
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in regions where mixing between the products 
and the reactants is occurring and where the 
flame structure exists. This subtle fact becomes 
clearer when the time-averaged temperature 
profiles are compared in Fig. 6. As earlier, the 
numerical data reported by Giacomazzi et al. 
[18] is shown for comparison It can be seen that 
the earlier EBU study under-predicts the mean 
temperature in the centerline region. As a 
consequence, the flame thickness is 
overestimated by EBU as well [20] and the 
EBU flame is slower to respond to the turbulent 
fluctuations, and the intermittency effect is not 
captured accurately in this case. As a 
consequence, the turbulent flame brush is not 
captured accurately and a smaller spreading rate 
in the transverse direction is predicted by EBU, 
error that becomes more prominent further 
downstream. 
 

 
Fig. 5 – Transverse profiles of the normalized time 

averaged transverse velocity, at the normalized axial 
locations, from left to right: 0.375 a, 0.95 a, 1.53 a, 3.75 

a and 9.4 a. The velocity is normalized by the inflow 
value, and the distance is normalized by the bluff body 

size, a. 

Also, EBU tends to under-predict the 
centerline values by as much as 10%. It can be 
noted that the centerline region is also the 
region of low turbulent kinetic energy and EBU 

will predict here a reduced turbulent mixing 
rate. However, the experimental data show that 
the temperature maintains its high value over a 
large portion of the domain, so even with a 
reduced mixing rate the premixed reactants 
entrained in this region should burn at a high 
rate. The LEM model, on the other hand, avoids 
estimating the controlling rate and simulates the 
involved processes, thus allowing for a more 
accurate prediction of the temperature. The 
more accurate prediction of heat release results 
in more accurate spreading rates, which is 
reflected in the velocity field, as discussed 
earlier. 
 

 
Fig. 6 – Transverse profiles of the normalized rms of 
the axial velocity fluctuation, at the normalized axial 

locations, from left to right: 0.375 a, 0.95 a, 1.53 a, 3.75 
a and 9.4 a. The velocity is normalized by the inflow 

value, and the distance is normalized by the bluff body 
size, a. 

 
These results demonstrate the subtle and 

global effects of using a more comprehensive 
combustion and mixing model as LEM. The 
significantly larger errors yielded by the EDM 
numerical study [18] are probably due to 
insufficient grid resolution. 

4 Conclusion 
The main goal of this work was to develop 

and implement an efficient, highly scalable 
computational algorithm able to accurately 
capture the subtle features of a highly turbulent 
reactive flow. The best suited CFD method for 
this is a compressible LES approach. 

Although numerous such algorithms exist 
and have been successfully used in the past, this 
is, to the knowledge of the authors, the first such 
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complex implementation on Romania and will 
be used by Romanian researchers to tackle 
complex turbulent combustion problems with 
state-of-the-art methods and computational 
tools. 

The LES algorithm was validated by 
simulating a reactive flow behind a bluff body 
and by comparing the results against earlier 
experimental [41] and numerical data [18, 42]. 
The simulation results have shown the 
superiority of the LEM closure. On theoretical 
grounds, this was to be expected, since 
LEMLES needs no assumption about the 
decoupling between the turbulent scales and the 
combustion scales in the inertial range (the so-
called "scale separation hypothesis" and, 
therefore, maintains its validity over the entire 
range of combustion regimes. Previous 
numerical simulations of similar geometries [2, 
9, 18, 42, 43] have all failed to capture the 
correct experimentally measured spreading rate. 
A common feature of these studies was the 
laminar chemistry assumption embedded in the 
combustion models (Eddy Dissipation Model 
[18, 43], or EBU [2, 9, 42]). As the simulated 
flame was proved to extend out of the validity 
range of the above mentioned combustion 
models, into the broken reaction zone regime 
[20], the flame thickness predicted by such 
models was overpredicted rendering the flame 
front less susceptible to turbulent fluctuations in 
the flow. Hence, flame surface wrinkling is 
significantly more pronounced in LEMLES, the 
flame structure is more complex, and the far 
field spreading of the wake is closer to the 
experimental observations. The time-averaged 
temperature in the low turbulence centerline 
region is underestimated by EBU, due to under-
predicted turbulent mixing rates in the region. 
Consequently, the velocity fluctuations are also 
better predicted by the current study using 
LEM. 

The current LEMLES implementation was 
proven to yield accurate results and is, therefore, 
suited for in-depth numerical studies of 
turbulent combustion. In combination with the 
LDKM model, the algorithm presented here has 
no adjustable ad-hoc parameters and is able to 

handle the entire range of combustion regimes 
and equivalence ratios. 
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1 Abstract  
The paper contains a description of testing ac-
tivities related to experimental flights of an all-
electric general aviation aircraft fuelled by hy-
drogen. A general description of the compo-
nents of the highly complex power system are 
first presented. Great importance has been 
given to the testing phase of the prototype  and  
examples of  each testing stage are shown rang-
ing from the single components to the final test 
flights. During the 6 experimental flights a rota-
tion speed of 84 km/h was obtained in 184 m of 
taxi at power of 35 kW. Level flight was attained 
at 135 km/h by mean of only a fuel cell power 
setting. A new speed world record of 135 km/h 
and endurance of 39 min. were established dur-
ing several flights conducted      for the FAI 
Sporting Code Category C (airplane). 

2 General Introduction  
The hydrogen and fuel cell power based 

technologies that are rapidly emerging can now 
be exploited to initiate a new era of propulsion 
systems for light aircraft and small commuter 
aircraft.  These technologies can also be devel-
oped for the future replacement of on-board 
electrical systems in larger ‘more-electric’ or 
‘all-electric’ aircraft. The main objective of the 
ENFICA-FC project (ENvironmentally F-

riendly Inter City Aircraft powered by Fuel 
Cells - European Commission funded project 
coordinated by Prof. Giulio Romeo) was to de-
velop and validate the use of a fuel cell based 
power system for the propulsion of more/all 

electric aircraft. The fuel-cell system was in-
stalled in a light sport aircraft RAPID 200 
which was flight and performance tested as 
proof of the functionality and future applicabil-
ity of this system for inter city aircraft.  

The ENFICA-FC consortium consists of 9 
partners representing the whole chain of Air-
craft manufacturers (IAI, Evektor and Jihlavan 
Airplanes), a Fuel cells Power system producer 
(Intelligent Energy), a Hydrogen distributer (Air 
Product), Research Institutes (the Politecnico di 
Torino,  the Université Libre de Bruxelles and 
the University of Pisa) as well as an SME in the 
field of administrative management (Metec). 
Within the course of the ENFICA-FC project, 
which was launched in October 2006, two key 
objectives were attained: 

1) A feasibility study was carried out to pro-
vide a preliminary definition of new forms of 
Inter-City aircraft power systems that could be 
provided by fuel cell technologies (APU, Pri-
mary electrical generation supply, Emergency 
electrical power supply, Landing gear, De-icing 
system, etc); the safety, certification and main-
tenance concepts were also defined. Parametric 
sizing of different aircraft categories was per-
formed; these ranged from two-seater aircraft to 
small 32 passenger commuters. Very interesting 
results were obtained from the preliminary pa-
rametric sizing and analysis of a more-electric 
32 passenger regional jet aircraft fuelled by liq-
uid hydrogen. The study has led to a better un-
derstanding of the practical meaning of transi-
tion from kerosene to hydrogen in transportation 
airplanes. 

2) A two-seater electric-motor-driven air-
plane, powered by fuel cells, was assembled and 
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tested. The high efficiency, two-seater aircraft 
Rapid 200, manufactured by Jihlavan Aircraft 
(now Sky Leader), was selected for conversion 
from over more than one hundred light sport 
aircraft through a multi-criteria analysis per-
formed by the Politecnico di Torino. After the 
selection of the aircraft for conversion [1] an ex-
tensive conversion design activity was under-
taken. The first step was to define the demon-
strative mission; a complete, but limited, mis-
sion profile was selected by the consortium 
since the demonstration goal was to show the 
feasibility of a new concept propulsion system. 
The requested mission performances were based 
on a parametric study and system architecture 
design which was conducted by the authors and 
is reported in [1]; mission properties were cho-
sen because they could guarantee that the mis-
sion could be flown while keeping the total 
weight at around 550 kg, i.e the maximum total 
weight at which original RAPID200 was tested. 
This result was confirmed at the end of the con-
version activity. A better understanding of the 
aerodynamic behavior of the aircraft was needed 
to define the power requested for the mission 
phases; a CFD analysis was performed, for this 
purpose, by the mean of the VSAERO commer-
cial code; the analysis concerned not only the 
overall aircraft, but also the critical components 
that had to be designed; as an example, the CFD 
results were vital for the design of the engine 
cowl [2] which must guarantee a  proper cooling 
of the different systems installed in the engine 
bay (see section 3), but also be a passive safety 
system for the prevention of hydrogen accumu-
lation. Moreover the CFD results were impor-
tant to design the complete hydrogen venting 
system and to predict the best locations for the 
static pressure ports. 

3 Power System Description 
A particular architecture was adopted for the 

power system in order to obtain an aircraft that 
could fly the prescribed mission. Relying solely 
on fuel cells for the entire mission, including 
take-off, leads to an excessive weight due to the 
required large fuel cell system at high power (40 
kW); for this reason a hybrid battery/fuel cell 
system was chosen (see the following sections 
for a complete description of the sub-systems). 

 It was decided to limit the power supply 
from the battery during normal cruising opera-
tions as much as possible so that the battery 
would only be used during the most power-
demanding phases of the mission (take-off and 
climbing); the fuel cells always work up to 20 
kW, which is their maximum power output (ap-
proximately 50% of the power requested during 
take-off) for all the flight phases (take-off,  
climbing, cruising and descending). Moreover, 
having two completely separate power sources 
has an important impact on flight safety, which 
was the main driver of all the decision taken 
during the design phase; the battery was de-
signed to supply  20 kW for 18 minutes so that 
it could work as an emergency power source in 
the case of the improbable failure of fuel cell, in 
order to allow the pilot to land safely. 

The introduction of the second power source 
required a more complex electronic control sys-
tem; the fuel cell was automatically selected as 
the main power supplier to minimize the usage 
of the battery, which is “activated” only when 
power that exceeds the fuel cell maximum is re-
quested; at the same time, the controller needs 
to be able to instantly draw power from the bat-
tery to replace the fuel cell power in the case of 
a fuel cell malfunction. This controlling func-
tion was achieved by integrating the inverter 
that runs the electric motor with  two innova-
tively boosters (designed and manufactured by 
Mavel srl, Italy) which modify the voltage of a 
power source (inverter-side) in order to “acti-
vate” or “deactivate” them as needed . The in-
novative design  ensured a very low weight for 
the entire booster-inverter hardware set. The 
weights of subsystems are reported in Table 1 
and a schematic of the power system is reported 
in Fig. 1. 

The engine is a brushless electric motor pro-
duced by Phase Motion Control, it relies on air 
cooling and this has led to a saving in the 
weight as a water cooling system is no longer 
required. The motor-case was linked directly to 
the electronic boards (DC/AC inverter and 
DC/DC chopper). This can be considered an ex-
cellent solution, in terms of layout integration 
and cooling, because the air flow that runs along 
the motor wing tabs goes directly to the external 
surface of the converter case, where it continues 

2  

1863



RAPID200-FC - Flight Test of  First All Electric Propulsion Aeroplane powered by Fuel Cells 

to carry out its cooling action. The fuel cell sys-
tem, which is able to provide 20 kW of net un-
regulated power, consists of: 
• A Fuel Cell Stack & Electrochemical System 
• A Heat Exchanger System 
• An Air Delivery and Water recovery system 
• A Water Management Subsystem 
• An Electrical and Electronic Support System 

and a Control & Internal Battery Subsystem. 
An overview of the complete FC system is 

shown in Fig. 2. 
 

Table 1 
Component Mass [kg] 
Empty Aircraft [EA]* 221 
Electro-Chemical Sun-System 
[ECSS] 

 

Water Management Sub-System 
[WMSS] 

103 

Heat Exchanger [HEXX]  
Control Sub-System [CtrlSS]  
Pressurized Hydrogen Sub System 
[H2SS] 

51 

Electric Motor [EM] 38 
AC/DC+DC/DC Sub-System 
[ADDD] 

14 

Battery Pack 1 [BP1] 26 
Battery Pack 2 [BP2] 26 
Pilot [Pil]** 75 
TOTAL 554 

*Aircraft operative empty weight minus en-
gine weight. The estimated weight includes a 
modified engine mount (3 kg) and the new propel-
ler (4 kg). 

**The ENFICA-FC converted Rapid200 is de-
signed for a single pilot. 

 

Fig 1. Power system schematic. 
 

The Electro-Chemical Sub System (ECSS) 
consists of two separate fuel cell units. In order 
to provide a safe mounting system, the fuel cell 
stack was enclosed in a lightweight structure 

that also provides safe ventilation of any hydro-
gen leak and electrical isolation. The stacks 
were designed for a maximum current of 110A. 
The Air Compressors Sub System (ACSS) was 
designed as two-stage centrifugal compressors 
in series. This system brings fresh air from the 
engine cowling inlet and feeds fuel cell stack 
with compressed air. 

The heat exchanger assembly (HEXSS) was 
placed in the front part of the engine bay under 
the electric motor. The fresh air flows through 
the engine cowling inlet and heat exchanger ma-
trix, cools the waste water-air mixture from the 
fuel cell stacks and leaves the engine bay 
through the outlet opening at the front gear 
housing. 

 

 
Fig. 2. Fuel cell system assembled in the mock-up 

fuselage 
 
The cooled waste water-air mixture arrives at 

the cyclone where water is separated from  air 
and directed back to the water tank to be re-
used. The Water Management Sub System 
(WMSS) consists of a water tank assembly situ-
ated in the right central wing leading edge part 
(originally occupied by fuel tanks) and a water 
pump, filter and  flow meter situated in the en-
gine bay. Finally, the Control Sub System 
(CtrlSS) comprises an FCS central communica-
tion and control module and an Internal Battery 
Sub System (a battery that is used to start-up the 
fuel cell). 

The hydrogen storage and distribution system 
was one of the most important systems, from the 
conversion point of view; its volumes, weights 
and important impact on safety made it the start-
ing point of each configuration designed during 
the project. The system consists of two Dynatek 
L026 tanks with accessories and it is shown in 
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its final configuration in Fig. 3. These tanks 
have a capacity of 26 litres each and they were 
manufactured for a working pressure of  350 bar 
(leading to a total H2 mass capacity of 1.2 kg). 
The whole assembly was installed in the bag-
gage compartment behind the pilot, and it was 
separated from the cockpit by an aluminum 
wall. The tank compartment was sealed off from 
the cockpit to avoid any H2 leakage into the 
cabin. The tanks were secured with brackets 
mounted onto a lightweight construction which 
was directly attached to the load bearing struc-
ture. This solution ensures that all the opera-
tional loads and also the crash loads are prop-
erly absorbed by the aircraft structure. 

Access to the luggage compartment, for the 
refilling and inspection of the tanks, is through 
the side door, which can be opened from out-
side. A refill valve was placed directly behind 
the door. Pressure regulators were installed in 
the former baggage compartment in order to en-
sure that the hydrogen flowing from the tanks to 
the fuel cell crosses the cabin at almost atmos-
pheric pressure. The tank compartment was 
equipped with a passive venting system, which 
is aerodynamically activated during normal op-
erations and with emergency activated relief 
valves (over-pressure and over-temperature). 

 

 
Fig. 3. Hydrogen storage system. 

 
Two Li-Po battery packs supply the addi-

tional energy that is necessary for take-off and 
climbing; packs (manufactured by Air Energy) 
are able to deliver 20 kW for 18 min. They are 
stored in two carbon fibre containers (and 
glass/fibre covers) which are secured with rails 
to the cabin floor on the co-pilot’s side. The 
rails were necessary to remove the batteries eas-
ily for safe recharging operations; moreover, the 
batteries can be placed in different positions in 

the cabin and this allows a center of gravity 
shift, when necessary.  

As stated before the presence of two different 
power sources and the will to fly relying only on 
fuel cells as much as possible, without compro-
mising safety, led to the necessity of properly 
managing interaction between the fuel cell and 
the battery pack. As shown in Fig. 1, the power 
system includes a power electronics manage-
ment unit that consists of  two DC/DC convert-
ers (boosters) and an AC/DC inverter, whose 
function is to control the brushless motor. The 
boosters raise the input voltage so that only the 
selected power source becomes effective; with-
out boosters, the higher voltage source would be 
the only one power is drawn from, and this 
doesn’t allow correct selection. The purpose of 
the inverter is to properly modulate the direct 
current bus coming from the boosters in order to 
provide a sine current to the motor phases. The 
frequency and amplitude are closely connected 
to the rotational speed and torque of the motor, 
and hence to the aircraft performances. The sys-
tem, designed and produced by Maver srl for the 
Enfica-fc project is very compact, very efficient 
(>97%) and very light (14 kg) (Fig. 4). 

 

 
Fig. 4. Integrated vehicle controller. 

4 Testing the System 
Several experimental testing activities were 

performed at different levels of integration. Ini-
tially, the manufacturers or suppliers of each 
sub-system provided test results on their own 
systems; then a intermediate test campaign was 
carried on a semi-integrated fuselage mock-up 
in order to allow easier modifications or re-
placements of the single components to be 
made; finally, the complete system was tested 
on the real aircraft. This section presents a brief 

4  

1865



RAPID200-FC - Flight Test of  First All Electric Propulsion Aeroplane powered by Fuel Cells 

summary of the most significant results ob-
tained during the experimental activities. 

4.1 Individual Sub-System Testing 
Since the fuel cell system operates during the 

entire mission and represents the main power 
source, it was carefully tested for endurance at 
its maximum power output. The system was 
continuously tested by IE for more than 6 hours 
and no degradation of the performances were 
registered during the experiment. Several 6 hour 
long tests were performed to prove the reliabil-
ity of the FC system [4]. The battery system is 
technologically more developed and so more re-
liable than the fuel cell system; the testing hence 
mainly regarded  the safety of the system during 
charging and discharging. Attention was paid in 
particular to the behavior of the cell tempera-
tures and the minimum single cell voltage dur-
ing discharge; this latter aspect is very important 
because, for safety reasons, the battery system is 
not provided with an automatic cut-off  (which 
has the purpose of protecting the battery from 
any damage that could occur because of a too 
low voltage level). Even though the flight mis-
sion was programmed to allow for safe gliding 
emergency landing from any point of the flight 
path, without automatic cut-off, the pilot is able 
to draw on all the energy accumulated in the 
battery (i.e. the most reliable energy source on-
board), possibly damaging the cells,  in order to 
land during a fuel cell failure if the gliding 
range is not sufficient enough to reach the air-
port. Some of the cells could experience a faster 
voltage drop after some charge/discharge cycles 
or after an excessive discharge below  safe lim-
its (Fig. 5) and a substitution of the cells that 
would performing less was needed for this ap-
plication. 
The motor, power electronics  and vehicle con-
troller were tested simultaneously. The main 
concerns about these systems pertain to the tem-
peratures that can be reached during a full duty 
cycle. The most stressing conditions are [2]: 

- At the very beginning of  the take-off 
phase, because of the maximum power in 
conjunction with the low speed and there is 
therefore limited cooling for a short period; 

- When climbing, because of the maximum 
power necessary for a relatively long time, 
although there is substantial cooling. 

 

 
Fig. 5. Battery packs anomalous discharge. 

 
Moreover, starting with the early experi-

ments, the vehicle controller was tested for its 
capability to be able to switch immediately from 
the main to the second power source and back 
without any interruption or unexpected change 
in motor operations. These systems were bench 
tested with a DC power supplier simulating the 
two different onboard power sources and an air-
blower simulating the air flow due to aircraft 
speed. A typical power profile adopted during 
the tests is shown in Fig.6: after a first part, rep-
resenting an extended flight duty cycle, a 
“power blending” test was carried out; the total 
time was approximately twice the real flight 
duty cycle. The behavior of the temperature of 
the critical components during the same test is 
reported in Fig. 7. The maximum temperature 
reached in the inverter was 78° C (the maximum 
allowable temperature is 120°C), while the 
maximum temperature reached in the motor was 
80 °C (the maximum allowable temperature is 
180°C). The hydrogen storage system was 
tested by the tank manufacturer and by the sup-
plier of the entire system for the maximum 
working pressure and burst pressure. The tests 
were conducted  according to the test specifica-
tion identified in ECE draft Regulation Annex 7 
B9. The final maximum allowable pressure is 
438 bar (350 bar is the normal working pressure 
of this application), while the burst pressure 
(representing the ultimate load of the tank) is 
984 bar. 
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Fig. 6. Power profiles during an extended duty cy-

cle power electronics test 
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Fig. 7. Temperature profiles during an extended 

duty cycle power electronics test 

4.2 Testing of the Semi-integrated System 
Extensive testing of the semi-integrated sys-

tem was carried out by POLITO, IE, APL and 
UNIPI at the University of Pisa laboratories. 
The whole fuel cell system in its final configu-
ration, was completely installed on a fuselage 
mock-up (Fig. 2) together with the telemetry 
system; the motor/power electronic block was 
linked to a bench brake; hydrogen was first sup-
plied from hydrogen bottles located in a bunker, 
for safety reasons, until the system proved to be 
reliable; other tests were then carried out with 
the actual hydrogen system with de-rated pres-
sure (200 bar). Each system was provided with 
an air blower that simulated the theoretical air-
flow expected for that particular system. The 
batteries were replaced by an external generator 
for most of the tests to prevent deterioration of 
the cells due to excessive charge/discharge cy-
cles. The main goal of this testing stage was to 
investigate and tune the communication be-
tween the systems, above all the vehicle control-
ler and fuel cell. Moreover, as the fuel cell sys-
tem is extremely complex and opportune strate-
gies needed to be defined to pilot it during the 

normal and abnormal operations that may occur 
during flight operations, extensive testing was 
devoted to software related issues and tuning. 
From the hardware point of view, attention was 
paid to the same aspects reported in previous 
section, the temperatures being the most critical 
issue. Some typical duty cycle test results are 
shown in Fig. 8 and Fig. 9 for one of the final 
tests, where the system was basically ready for 
final installation. 
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Fig. 8. Power, Torque and RPM profiles during a 

Typical Duty Cycle. 
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Fig. 9. Temperature profiles during a typical duty 

cycle. 

4.3 Testing of the Semi-integrated System 
The final and most extensive test campaign 

was devoted to the complete aircraft; the ground 
tests and flight tests were performed at the Reg-
gio Emilia airport with the goal of validating the 
design and installation of the complete con-
verted aircraft. This stage mainly involved the 
investigation of the behavior of the output 
power when connected to the real load (i.e. the 
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propeller), the behavior of the propeller, the 
handling of partial failures of the system, the 
temperatures with the real cooling system (i.e. 
the cooling system exposed to aircraft speed) 
and finally of the aircraft performances during 
take-off and cruising. Again great attention was 
paid to correct the handling of the two onboard 
power sources; a simulation of fuel cell failure 
is reported as an example in Fig. 10. 

The real speed (purple line) has to be consid-
ered as a reference performance of the motor 
and hence of the propeller, while the power in-
put (green line) is the power requested by the 
throttle. It can be seen that the system selects 
the fuel cell (red line) as the main source until 
20 kW are required and when this threshold is 
exceeded, the controller starts drawing power 
from the battery (blue line). If, for any reason, 
the fuel cell cannot provide the requested 
power, the system immediately demands power 
from the battery, but the performance of the mo-
tor does not change. Moreover, the system tries 
to recover the fuel cell from its inoperative state 
and, if successful, to re-establish the fuel cell 
priority. 

Several tests of this kind were performed, 
simulating different failures, and completely 
satisfactory behaviour was observed. The effect 
of the real load was investigated in terms of de-
veloped thrust, rpm coupling and absorbed 
power. As mentioned above, having the com-
plete system installed allowed to be checked for 
the first time  the real efficiency of the cooling 
systems (fuel cell, motor and power electron-
ics). In order to investigate this aspect, the tem-
peratures were observed during high speed roll-
outs, which were performed to test the theoreti-
cal data pertaining to the take-off distances and 
speeds (Fig. 11) 

As shown in Fig. 12, the cooling systems 
showed very satisfactory behavior, and the tem-
peratures were kept below the admissible limits 
(the external temperature was 19°C).  

In order to investigate the potential perform-
ances of the system for future developments, it 
was decided to check take-off without battery 
support. The aircraft was accelerated up to rota-
tion speed (80 km/h) and, for safety reasons, the 
take-off was aborted before the climbing phase 
started (Fig. 13). It was possible to reach the ro-

tation speed in 350 m (180 m is the usual dis-
tance when 35kW of power is supplied by both 
fuel cells and battery), but further testing should 
be carried out for the climbing phase in order to 
be sure that the aircraft can effectively run en-
tirely on fuel cell power, and careful considera-
tions have to be made on reliability before com-
pletely removing the batteries from the system. 

4.4 Flight Tests 
After the extensive test campaign, the aircraft 

was finally flown at Reggio Emilia airport. Six 
flights were performed, first with a 2 minute 
maiden flight and ending up with the world 
speed record for electric aircraft powered by 
fuel cells, according to a draft FAI sporting 
code, being broken (Fig. 14). The 350 bar APL 
S100 hydrogen refuelling system was installed 
at the Reggio Emilia airfield for these tests.  

Six flights were performed and the telemetry-
recorded flight data for mission 3 are reported in 
Fig. 15 as an example of a significant flight in 
terms of endurance. The flight area was chosen 
so that the aircraft was always able to land at the 
airport or at another airfield close by, while 
gliding with no available power. The final en-
durance obtained during this particular flight 
was 40 minutes (Fig.15), the limiting factor not 
being the hydrogen, as expected, but the water 
consumption; the capacity of the water tank (8 l) 
is under sized and this will be optimized  in a 
future development. As shown, the temperatures 
were kept under their respective limits and the 
cooling system showed better performances 
than the ones recorded during the ground tests. 
An FAI certified GPS data logger (LX Naviga-
tion Colibrì) was also installed on board to re-
cord the ground speed, flight altitude and flight 
path during the tests. According to the FAI draft 
rule for electrically powered flights, the speed 
was measured during two continuous 3km long 
runs and with an altitude variation of less than 
100m between the start and the finish points. 
The main results obtained during flights were: 
• A maximum endurance of 39 minutes was 

recorded. 
• A maximum speed of 135 km/h was recorded 

during runs 6-7. 
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• A greater maximum speed than 158 km/h 
was reached during a free flight. 

• A minimum pressure of 70 bar was measured 
in the hydrogen tank at the end of the flights. 
5.9 bar/min were approximately consumed 
during the flight; thus about 10 minutes more 
could be possible and this would increase the 
flight endurance to 49 minutes.      

• A minimum value of the water level of about 
15% was reached.   

• The total GPS Horizontal Path Length (Taxi 
+ roll out + climb + horizontal flight + land-
ing) was 76,5 km 

5 Conclusions 
The extensive experimental campaign carried 

out during the ENFICA-FC project, as well as 
the theoretical estimations, have proved that fuel 
cell technologies represent a promising future 
innovation in aeronautics as a key-enabling 
technology for all-electric, zero emission, low 
noise aircraft. A new world speed record of 135 
km/h and endurance of 39 min. was established 
during several flights for Category C (airplane) 
of the FAI Sporting Code. The previous record 
was established by the Boeing Research & 
Technology Centre (Madrid) in their first hy-
drogen flight (120 km/h for 20 minutes, but for 
a motor-glider, Class D, FAI Sporting Code); 
DLR also flew in 2009 but with a motor-glider 
(Class D, FAI Sporting Code) powered by fuel 
cells. 

Higher flight speed values were measured 
during the free flight with altitude variations of 
200m. Higher speeds than 155 km/h were 
measured several times, with a top speed of 180 
km/h, which was measured during several div-
ing and pull-up manoeuvre tests.  

The positive handling qualities and satisfac-
tory engine performances of these six flight tests 
led the team to consider  these successful flights 
as a good starting point for further long endur-
ance high speed flights. 2.8 hours of block time 
and 2 hours of effective flight were obtained 
during these 6 tests for a total path of 237 km. 

The results obtained during the flights can be 
considered as a further step in the European and 
World Aeronautics Science field towards intro-

ducing completely clean energy (ZERO 
EMISSION). 

At the moment, for general aviation aircraft, 
fuel cells and the related technologies seem to 
need improvement from the gravimetric effi-
ciency point of view; for example the hydrogen 
storage system,  weights  52 kg and contains 1.2 
kg of hydrogen. The actual gravimetric effi-
ciency does not allow the same performances to 
be achieved as the original aircraft, both as far 
as flights (speed, endurance) and for the payload 
capability are concerned (it was impossible to 
carry a second pilot/passenger in the converted 
aircraft); a mid-range development would be 
sufficient to obtain performances that could be 
compared to those of to a modern general avia-
tion aircraft. 

The real strength of the “all-electric aircraft” 
concept does not lie in an improvement in the 
performances, but in the environmentally 
friendly use of the aircraft itself; such an aircraft 
could be used in airports surrounded by urban 
centres, during the night and in an environments 
that are restricted because of excessive pollution 
risk. 
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RAPID200-FC - Flight Test of  First All Electric Propulsion Aeroplane powered by Fuel Cells 
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Fig. 10. “Power blending” ground test 
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Fig. 11. Summary of the high speed roll-out powers and gps ground speed. 
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Fig. 12. Summary of the high speed roll-out temperatures 

  

9  

1870



RAPID200-FC - Flight Test of  First All Electric Propulsion Aeroplane powered by Fuel Cells 
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Fig. 13. Fuel cell take-off power and ground speed. 

 

   

Fig. 14. RAPID-200 Fuel Cell in flight & the APL-S100 Fuelling Station 
http://www.enfica-fc.polito.it/ 

 

 
Fig. 15. Third Mission flight data. 
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Abstract  

The paper describes a simulation model of the 
electro-mechanical extension and retraction 
system of the landing gear of regional aircrafts. 
The main scope of the work is the evaluation of 
the electrical power absorption of the landing 
gear system, taking into account the effects of 
both aerodynamic and inertial loads. The 
simulation results reported in the paper 
highlight the relative importance, in terms of 
power absorption, of the different phenomena 
considered in the model (weight, inertia and 
aerodynamics). The mechanical, electrical and 
control sections of the landing gear system have 
been modelled in different simulation 
environments (Modelica-Dymola for the multi-
body mechanics, Matlab-Simulink and AMESim 
for the electric/electronic parts) and then 
integrated into a Simulink platform for the 
simulation studies. 

1 Introduction 

The design of modern airborne systems and 
equipments constantly tends towards both 
technology innovation and integration of 
functions. This trend has been recently 
emphasized by research programs oriented to 

the conversion of aircraft systems to the “all-
electric” solution [1][2][3][4], which point out 
important issues on power management for 
systems [5][6][7]. Actually, in the current 
aircraft technological frame, different types of 
power are derived from the engine for supplying 
the on-board systems: pneumatic, hydraulic, 
mechanical and electrical. The All-Electric 
Aircraft (AEA) concept is based on the total 
replacement of hydraulic and pneumatic power 
with the electrical one, and the rather suggestive 
acronym PbW (Power by Wire) has been coined 
for referring to a solution that satisfies each 
system power request by cables. This 
challenging objective can be only achieved by 
appropriately monitoring and managing the 
power requests (e.g. by temporarily reducing the 
power supplied to some systems during those 
flight phases in which the total request of 
electrical power could overcome the maximum 
available). As for any technological innovation, 
in particular when applied to safety-critical 
systems as the landing gear, new issues related 
to performances and reliability are expected, as 
well as specific concerns about systems 
interactions in terms of electrical power 
management. Actually, the design of the Energy 
Management System (EMS) logics requires the 
characterisation of the power absorption of each 
on-board system as a function of mission phase 
and aircraft operating point. In this context, a 
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strong effort is required for system engineers to 
develop models that are capable of predicting 
the aircraft systems performance, with particular 
attention to power absorption. The object-
oriented modelling provides a convenient 
approach to this activity, since the model 
prototyping and the performance analysis of 
complex multi-physical systems can be carried 
out very efficiently. 

The paper is focused on the development of 
an object-oriented simulation platform for the 
study of the Landing Gear System (LGS), with 
reference to a tricycle architecture for a typical 
regional aircraft. The extension and the 
retraction of each LG is obtained by an Electro-
Mechanical Actuator (EMA). The simulation 
platform is composed of kinematic models of 
each landing gear, developed in the Modelica-
Dymola simulation environment, while, for the 
EMAs simulation, two models have been used: 
a detailed (behavioural) EMA model, developed 
in the AMESim environment and oriented to the 
studies of the electrical power quality and the 
electrical network stability; a simplified 
(functional) EMA model, developed in Matlab-
Simulink environment and oriented to low-
frequency studies. The Matlab-Simulink 
environment has also been used as integration 
platform to interface the Modelica-Dymola and 
the AMESim models. 

2 Simulation Platform 

Figure 1 shows the Matlab-Simulink scheme 
for the nose LG. Similar architectures have been 
used for the left and right main LGs.  

2

1

La_N_0

Rod initial 
position

Pcom xref
EMA MODEL 

 Functional:Simulink 
 Behavioural:AMESIm

LG dynamics and kinematics 
 (Modelica-Dymola)

3
Voltage supply

2
Pilot Command

1
A/C flight data

AMESIm 
outputs

Rod displacement

Rod velocity
Rod acceleration

P_mechanical

Quadrature current

Quadrature voltage

P_electrical

P_heat

F_N (EMA force)

Modelica-Dymola 
outputs

Reference displacement

Motor torque

External torque

Motor angular velocity

F_N (Drag contribution)

F_N (Inertial contribution)

F_N (Weight contribution)

 
Fig. 1 Simulation platform for nose LG (Simulink) 

The AMESim and the Modelica-Dymola 
blocks are included in the Simulink model in the 

form of S-Functions. The whole model is solved 
by the Simulink solver.  

3 Landing Gear System Data 

The model has been developed with 
reference to a LGS of a typical turboprop 
regional aircraft with one nose LG and two 
main LGs.  

The LGS parameters have been defined 
starting from the basic design parameters 
reported in Table 1. 
Tab. 1 Basic requirements for the landing gear system 

Nose LG mass 40 kg 
Main LG mass (right+left) 400 kg 
Extension (Retraction) time 8 sec 
EMA nose LG working stroke 148 mm 
EMA main LG working stroke 310 mm 
Position error steady-state < 1% 

4 General Features of the Model 

The LGS model simulates the power 
absorption of LG extension and retraction 
actuators, as a function of LG legs position, 
between the up-lock and the down-lock 
boundary condition, environmental conditions, 
flight conditions and the electrical power made 
available by the EMS. 

The model takes into account the kinematic 
link between the EMA rod and the LG leg 
during extension/retraction. The load transferred 
to each EMA, depending on the LG 
extension/retraction and on A/C manoeuvres is 
obtained by considering the LG weight 
(including the effects of A/C Euler’s angles), 
the aerodynamic forces on the LG (including the 
effects of A/C angles of attack and sideslip) and 
the acceleration effects due to A/C manoeuvres 
and LG extension / retraction. The LG mass is 
assumed to be concentrated in a single point, as 
well as the aerodynamic drag force. 

The flexibilities of A/C structure and LG 
components, as well as the gyroscopic loads, 
resulting from the wheels rotation, have not 
been taken into account. 

The EMA dynamics has been developed by 
means specific models, with particular attention 
to its power absorption. The consumption of the 
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control units have not been taken into account, 
as well as the consumptions of up-lock and 
down-unlock actuators. 

5 Model of the Landing Gear Structure 

The same simplified architecture and the 
same extension/retraction kinematics are 
considered for both the nose LG and the main 
LGs (fig. 2 and 3). Each LG is represented by a 
generic rigid structure, which includes the fully 
extended shock absorber, bound to the A/C in 
the point C. The extension / retraction is 
obtained thanks to a rotation about an axis 
whose direction is assigned within the input 
parameters of the landing gear. The LG rotation 
is actuated by an EMA acting on the LG 
structure, and bound to the LG and to the A/C 
structure by spherical hinges (points 2 and 3 in 
Fig. 3). 

YB

XB

ZB

NLG

MLG right

MLG left

 
Fig. 2 Landing gear system layout and 

body-fixed A/C reference frame 

The LG mass and the aerodynamic force are 
assumed to be concentrated in the point H. The 
latter is modelled as a drag force, with a 
constant drag coefficient (not dependent on the 
LG stroke). For each LG (nose, left, right), the 
points H and 3 are assigned through their 
coordinates on a LG-fixed reference frame (C; 
XLG, YLG, ZLG – Fig. 4), while the origin C of 
such a frame and the point 2 are assigned 
through their coordinates on the A/C body-fixed 
reference frame (O; XB, YB, ZB). The XLG axis 
of the LG reference frame coincides with the 
axis of rotation of the landing gear during 
extension and retraction. The axis ZLG has been 
chosen so that the XLG -ZLG plane contains the 
point H. 

2
3

H

Rotation axis
(for extension and retraction)

EMA

LG structure
Wheel hub

C

 
Fig. 3 Extension / retraction kinematics  

(scheme relevant to the nose LG) 

The orientation of the LG reference frame is 
defined by the Euler’s angles with respect to the 
A/C reference frame (Fig. 4). 

X LG ≡ rotation axis 
(for extension and 

retraction)

XLG
YLG

ZLG

C

2

H

YB

LGψ

LGθ

XB

ZB

3

LGϕ

 
Fig. 4 Euler’s angles of landing gear reference frame 

w.r.t. body reference frame 

5.1 Modelica-Dymola Implementation 

Figure 5 illustrates how the kinematic model 
of the nose landing gear has been implemented 
in the Modelica-Dymola simulation 
environment (similar schemes have been used 
for left and right main LG). 

The interface frame_a is the A/C body-fixed 
reference frame (O; XB,YB,ZB) and the positions 
of the points 2 and C are defined with respect to 
such a frame through two elements, b2_LG_B 
and bc_LG_B, representing two massless rigid 
connections. The actuator is represented by the 
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element named actuatedPrismatic. This element 
receives the position signal xa_LG from the 
EMA model and two cylindrical hinges 
(hinge_2a and hinge_2b) allow the actuator to 
rotate about point 2. Two elements, named 
actuatedRevolved, define two successive 
rotations for the orientation of the XLG axis with 
respect to the reference frame frame_a. The 
cylindrical hinge hinge_C allows the rotation of 
the nose LG leg around the XLG axis. To this 
element is linked the massless rigid connection 
L3_LG_LG which defines the position of the 
point 3 with respect to the point C. The 
spherical hinge hinge_3 closes the kinematics 
loop by connecting the L3_LG_LG and the 
actuatedPrismatic elements. The LG mass, 
attached to the point H, is positioned with 
respect to the point C through the massless rigid 
connection Lh_LG_LG. This last element also 
identifies the frame frame_b which is used to 
apply the aerodynamic load at point H. 

actuatedRevolute1 actuatedRevolute2
n={0,0,1} n={0,1,0} n={1,0,0}

n={1,0,0}n={0,1,0}

r={0,0,0}
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n={0,0,1}

po
sit

io
n1

po
sit

io
n2

ps
i_

LG

te
ta

_L
G

actuatedPrism
atic

from EMA model

 
Fig. 5 Nose landing gear structure model  

(Modelica-Dymola simulation environment) 

6 EMA Models 

The LGS model is designed to be integrated 
within a Shared Simulation Environment (SSE) 
able to test and validate advanced technologies 
relevant to the implementation of the AEA 
concept. In particular, the SSE has to be able to 
validate the energy management logics used for 
the optimal sharing of the total on-board 
electrical power. Since the aircraft electrical 
network is a very complex system, the models 

to be integrated within the SSE have to be 
developed with particular attention to CPU time 
consumption, in order to permit the simulation 
of long-time mission phases. 

In this research two EMA models have been 
developed: functional and behavioural. The first 
one is representative of the basic system 
dynamics and it is much less onerous in terms of 
computational time. The second one permits 
studies on electrical power quality and electrical 
network stability.  

The detailed description of the two EMA 
models is reported in [8]. The inputs are: the 
pilot command, the actual voltage supplied by 
the EMS, and the reaction force applied by the 
LG to the EMA rod. The behavioural model, 
developed using the AMESim simulation 
environment, is organised into four main parts: 
• electric motor (3-phase synchronous 

brushless type) 
• mechanical transmission (gearbox, low-

pitch screw jack and surface kinematics) 
• power electronics (270 Vdc PWM drive of 

the motor coils via MOSFET switches) 
• control electronics (closed-loops on 

actuator position, motor shaft speed and 
motor currents, including command 
limiting and current saturation). 

The functional model, developed in the 
Matlab-Simulink environment, is simplified by 
replacing the AC network with an equivalent 
DC network. In addition, the absorption of the 
power electronics is neglected. 

The results presented in this paper are 
obtained using the functional EMA model. This 
may lead to an underestimate of the power 
absorption, mostly when the EMA works in 
continuous duty cycle condition [8], that is not 
the case of a LGS. 

6.1 Power Absorption 

The EMA can work in motor or brake mode. 
In the first case, the mechanical power (Pmech) is 
an output and it is assumed to be positive as so 
the electrical power (Pelect) absorbed by the 
system. In the second case, the mechanical 
power is an input, representing the braking 
power, and it is negative as so the electrical 
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power. The overall power balance can be 
written as follows: 

Pmech= Pelect - Ptrans - Pdiss (1) 

where Pdiss represents the power dissipated as 
heat and Ptrans represents the power accumulated 
by the system during the dynamic transients 
(terms due to the circuit inductances and the 
EMA system inertia). The negative electrical 
power could be regenerated thanks to electrical 
equipments. This is not allowed by the current 
aerospace regulations, even if this restriction 
may be relaxed in the future. As a consequence, 
the braking power must be dissipated through 
proper circuits. The negative electrical power in 
the results presented in the next section 
indicates the braking energy to be dissipated and 
provide indications for the design of such 
circuits. 

7 Simulation Test 

The results presented in this work are 
referred to the command time histories 
illustrated in Fig. 6, characterized by an 
extension phase and a retraction phase. They 
have been obtained in levelled flight conditions, 
for an A/C speed of 70 m/sec. During the 
extension phase the nose LG EMA retracts, 
unlike the EMAs of the right and left main LGs 
which extend during such a phase. The data 
related to the aerodynamic drag forces have 
been derived from [9] [10]. 

7.1 Results 

Figures 7-8 report the time histories of Pelect, 
Pmech and Pdiss for nose LG and left main LG 
during the extension and retraction phases. The 
time history of the actual EMAs stroke is shown 
in Fig. 6, together with the commanded ones. 
For the considered LGS configuration, the nose 
LG EMA works in brake mode during all the 
extension phase and in motor mode during all 
the retraction phase. The behaviour of the main 
LG is slightly different because the EMA works 
in motor mode during the last part of the 
extension phase and in brake mode during the 
first part of the retraction phase. 
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Fig. 6 EMA command positions for nose LG and main 
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Fig. 7 Power flows of the nose LG  
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Fig. 8 Power flows of the left main LG (same results 

for right main LG) 

To better understand the power flows, is 
useful to examine Fig. 9-10 where the time 
histories of the forces applied by each EMA are 
split in the three different contributions: drag 
(FD), weight (FW) and inertial (FI). Concerning 
the nose LG, the contribution to the force 
applied by the EMA and due to the LG weight 
(FWnose) is maximum at the extraction start and 
it decreases during the rotation of the nose leg 
because of the reduction of torque due to the LG 
weight. In the meantime, the torque due to the 
drag force increases because the nose LG opens 
downwind. The consequence is that the total 
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force is nearly constant. Similar situations 
(about constant Fnose) occur during the retraction 
phase with an exchanged roles between the 
weight and drag contributions.  
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Fig. 9 Force applied by the nose LG EMA 
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Fig. 10 Force applied by the left main LG EMA 

Concerning the main LG, the weight 
contribution is predominant in both the phases, 
while the drag contribution is very little. 

Finally, it is worth noting that the inertial 
contributions are relevant for both the nose LG 
and the main LGs. 

8 Conclusion 

The electrical power absorption assessment 
for a tricycle landing gear system of a typical 
regional aircraft has been assessed via an object-
oriented modelling. 

The model developed also evaluates the 
amount of braking power to be dissipated when 
the electro-mechanical actuators work in the 
brake mode. 

Simulation results point out that the power 
flows for the nose LG depend on weight and 
drag forces in equal measure, while for the left 
and the right main LG the contribution due to 

the weight force is predominant. Obviously, the 
contribution of the LG mass increases with the 
A/C load factor. Concerning the inertial effects 
due to the relative motion between the LG and 
the A/C, the results show that they cannot be 
neglected in evaluating the total force acting on 
the electro-mechanical actuator. Nevertheless, 
such effects could be controlled by limiting the 
acceleration of the actuator rod at the beginning 
and at the end of the extension/retraction 
phases, through a proper modulation of the 
command time history. 

It is interesting to note that the modulation of 
the command time history can be also 
performed in order to eliminate the peaks of 
electrical power, obtaining a lower, quite 
constant, level of power absorption during LG 
operation. 
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Abstract  

In this work, a study of the different subsystems 

included in the electrical generation and distribution 

system of a commercial aircraft is explained. The 

most commonly used AC power generators in 

aircraft is described specially focused in the 

Variable Speed Constant Frequency (VSCF) 

technologies, because they are more efficiency, 

compact and reliable than Constant Speed Drive 

(CSD). That is the commonly solution in most of the 

currently commercial aircraft. 

A complete review of the current and future 

electrical architectures trends are discussed in this 

work, where an important point developed is the 

Power Electronics section. 

1 Introduction  

 The aircraft industry is developing the More 

Electric Aircraft (MEA) concept with the main goal 

of distributing only electrical power across the 

airframe. The replacement of existing systems with 

electric equivalents has, and will continue to, 

significantly increase the electrical power 

requirement. As consequence of that, it has created a 

need for the enhancement of generation capacity and 

changes to distribution systems. The higher powers 

will push distribution voltages higher in order to 

limit conduction losses and reduce cable size, and 

hence weight. A power electronic interface may be 

required to regulate generator output into the 

distributed power form, and elaborate more complex 

control strategies to manage the electrical power 

across the aircraft. 

It is expected that significant cost and performance 

improvements can be achieved by consolidating 

power distribution into a single all electric system. A 

reduction in complexity and an improvement in 

maintainability are the anticipated benefits. The 

electrical system is the only system that has the 

potential to perform the tasks of all the other power 

systems [1][2][3]. 

 

 Most current civil aircraft electric power systems 

use a combination of 115V 400Hz AC for large 

loads and 28V DC for avionics and battery-driven 

vital services.  

Variable frequency AC systems are now being 

considered by the industry, in order to replace the 

Integrated Drive Generators (IDGs) on current 

engines (which need complex hydraulic systems to 

generate constant frequency AC voltages from a 

variable speed engine shaft power inputs) by simpler 

and lighter generators. Given that the More Electric 

Engine would generate electricity at a range of 

frequencies (because the various engine shafts to 

which the motor would/generators are connected 

will all rotate at different speed), it would make 

sense to use power electronics to convert all the 

motor/generator outputs to a single high voltage DC 

output (the voltage level of which would be possibly 

determined by the capabilities of DC switchgear) for 

transmission around the airframe. 

 The use of programmable solid-state devices and 

switching power devices in place of traditional 

electromechanical circuit breaker technology 

provides benefits to the aircraft in terms of load 
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management, fault isolation, diagnostic health 

monitoring, and improved flexibility to 

accommodate modifications and system upgrades.  

2. Description of the electrical generation and 

distribution system 

In conventional aircraft, a wound-field 

synchronous machine has been used to generate AC 

electrical power with a constant frequency of 400Hz. 

This machine/drive system is known as Constant 

Speed Drive (CSD) system. 

Prime 

mover
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Control 
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Rectifiers
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VAC

Control 
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Figure 1. Typical Constant Speed Drive System 

 

Figure 1 shows a typical constant speed drive 

system, where the synchronous generator supplies 

AC constant frequency voltage to the AC loads in 

the aircraft. Then, AC/DC rectifiers are used to 

convert the AC voltage with fixed frequency at the 

main AC bus to the multi-level DC voltages at the 

secondary buses which supply electrical power to 

the DC loads. Excitation voltage of the synchronous 

generator and firing angles of the bridge rectifiers 

are controlled via the control system of the CSD. 

Recent advancements in power electronics, control 

electronics, electric motor drives, and electric 

machines have introduced a new technology: 

Variable Speed Constant Frequency (VSCF) system. 

The main advantage of this system is to provide 

better starter/generator systems. Other advantages 

are: higher reliability, lower recurring costs, and 

shorter mission cycle times. 

Figure 2 shows the block diagram of a typical 

variable speed constant frequency starter/generator 

system. In the generating mode, the aircraft engine, 

which has variable speed, provides mechanical input 

power to the electric generator. 

 

Figure 2. Typical Variable Speed Constant-Frequency 

Starter/Generator System 

 

Therefore, the electric generator supplies variable 

frequency AC power to the bi-directional power 

converter which provides AC constant frequency 

voltage to the main bus. In the motoring mode, the 

constant frequency AC system, via the bi-directional 

power converter, provides input electric power to the 

electric machine which is a starter to the aircraft 

engine. 

Synchronous (permanent magnet), induction, and 

switched reluctance machines are three candidates 

for VSCF starter/generator systems. 

2.1.  Induction Machine Generator 

This section has focused on two VSCF 

technologies that have the potential in aerospace 

applications. The first technology is based on either 

the singly-fed induction machine or the doubly-fed 

machines (typified by the brushless reluctance 

machine). The second technology uses the switched-

reluctance machine (SRM). The practical advantages 

of the simple construction and lower cost of 

induction machines compared to synchronous 

machines, have resulted in a widespread use of the 

squirrel-cage induction machine as a generator in the 

utility power system which uses wind or hydro 

power [3]. 

 

2.2. Squirrel Induction Machine  

The operation of a squirrel cage induction machine 

as an isolated starter/generator unit, for aerospace 

applications, has been studied in [4]. The use of 

power electronics permits, in a more advanced 

system, to eliminate many of those problems 

associated with induction generators used in 

connection with utility power systems. For example, 

one advantage of the system was that no capacitors 

were required for excitation, and the system 
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operated at unity power factor. The system was 

based on field-oriented-controlled squirrel-cage 

induction machines, interconnected via a 20 kHz 

high frequency (HF) resonant ac link. The research 

demonstrated the theoretical and experimental 

results of a 10 hp system.  

The initial power conversion system used a single 

phase high frequency (HF) resonant link proposed in 

A low frequency, variable amplitude and frequency 

three-phase system is synthesized from a zero-

voltage switching Pulse Density Modulated (PDM) 

Converter which offers low distortion. The study 

focused on the operation and characteristics of the 

interface converters, outlined the principle of PDM, 

and demonstrated the attractiveness of HF link for 

isolation and power density-sensitive aerospace 

applications. Power system requirements for aircraft 

secondary power system is among some of the 

examples. A block diagram of the HF link is shown 

in  The study, also, investigated interfacing the HF 

link to an induction motor using a volt-sec or flux 

(V/f) controller.  

The use of a HF link reduces the converter losses 

and improves efficiency, but imposes a limit on the 

control system and introduces EMI problems. 

2.3. Doubly-fed brushless Machine 

Brushless doubly-fed machines have been 

investigated as variable as variable speed constant 

frequency generators for wind power generation in 

which the speed of the prime mover (horizontal- or 

vertical-axis wind turbine) is allowed to vary, but the 

output electrical power is maintained at a constant 

frequency (such as 60 Hz for the utility grid and 400 

Hz for the aircraft system). These generators include 

systems based on induction and reluctance machine 

technologies. Although the investigation of these 

machines has shown promising results for wind 

power generation, the application can be extended to 

aerospace power generation. However, one 

distinction that should be made is that the wind 

power generation is obtained at low speeds (up to 

1,000 rpm), whereas the aerospace starter/generators 

are operated at high speed, typically above 20,000 

rpm types have been used as doubly-fed machines 

for wind power generation. 

Related to the configuration of a variable speed 

constant frequency VSCF doubly-fed wound-rotor 

induction machine system, the machine is excited at 

both the stator and the rotor terminals. The stator 

terminals are connected to the ac power supply 

directly, while the rotor windings are connected 

through a bidirectional variable frequency converter 

to handle the slip power in both directions. Among 

the three power flow ports, namely, the stator 

terminals, the rotor terminals and the rotor shaft, the 

rotor terminals act as the energy regulating port, 

balancing the power flow of the entire system. An 

important feature of slip recovery power is that the 

frequency of the induced electric power can be kept 

constant, even if the rotating speed of the induction 

machine changes widely. However, since the rotor is 

controlled by a power electronic converter, harmonic 

currents are fed to the rotor windings and 

transmitted to the power supply, thereby changing 

the frequency of the stator windings. One advantage 

of the system is its controllability by a small 

capacity converter. This promotes cost reduction for 

the doubly-fed machine in VSCF operation. 

A brushless doubly-fed squirrel cage induction 

machine has typical structure. The fundamental 

feature of the system is that two sets of windings, 

electrically isolated and displaced by a phase angle, 

with different pole numbers, are equipped in the 

stator of the machine. One set of the three-phase 

stator windings, labeled as “power windings,” is 

excited directly from the utility supply. The other set 

of three-phase windings, “control winding,” acts as 

an equivalent set of rotor windings, and is used to 

regulate the energy flow through a bidirectional 

frequency converter. The rotor is of the cage-or-

reluctance-type. 

In conclusion, the potential of doubly-fed 

generators for VSCF wind power applications, 

analyzed and experimentally evaluated in a large 

amount of researches. However, the potential use of 

the doubly-fed machines as starter/generators in 

aircraft systems has not been studied in detail. 

There is a significant difference between the speed 

range in wind power applications and that of a 

starter/generator in an aircraft system. 

2.4. Permanent Magnet Generator 

A PM generator satisfies a large number of the 

criteria for a MEA generator. Achievable power 

densities are high, and maximum torque is available 

from zero to a wide rage of speed. In comparison 

with a wound field machine the rotor is 

mechanically simple, however difficulties are 

associated with magnet retention during high speed 

operation. High generator operating speed is 
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anticipated in More Electric Engines (MEEs) so a 

high strength magnet retention method will have to 

be utilized. The machine is fully excited at all speeds 

so in the wind milling condition sufficient power can 

be generated to power the emergency bus in the 

critical fault condition, this is one of the alternatives 

to replace the currently air driven generator (ADG) 

emergency power system. This is in contrast to the 

wound field machine where the speed of the rotor 

determines the power provided to the main exciter 

stage and thus the main rotor field strength. 

 

Figure 1. Typical three stage wound field permanent 

magnet  aircraft generator. 

In Figure 1, a three-stage wound field PM aircraft 

generator is shown. A PM exciter stage generates 

sufficient energy to induce a magnetic field on the 

main portion of the rotor. Field control of the main 

exciter stage is used to regulate main rotor field 

strength so that a constant voltage output is 

produced. 

Operating temperature significantly affects the 

field strength of PMs; Samarium Cobalt (SmCo) 

based compounds exhibit the highest tolerances to 

heat with grades available with a temperature 

coefficient of -0.03%/ºC that can be used in 

environments up to 350ºC. This is the current 

operating environment ceiling to which PM 

machines can be employed. 

Voltage regulation of PM generators has to be 

achieved with power electronics, which have 

considerable mass and volume. Advantageously the 

use of a power electronic converter stage allows ac 

or dc distribution bus requirements to be achieved. 

Being permanently excited, the field in a PM 

machine cannot be disabled as with a wound field 

machine. This can result in undesirable torque ripple 

and elevated temperatures due to excessive current 

flow during fault operation. Fault tolerant PM 

machines have been developed with an increased 

number of phases and separated phase windings to 

mitigate these issues. 

2.5. Switched Reluctance Generator 

The switched reluctance machine (SRM) presents 

considerable interest for use as an integral 

starter/generator on future aircraft engines [10]. In 

this application, the starter/generator will be the 

primary aircraft electric power, and will also provide 

engine starting. It is meant that the rotor of the 

generator will be mounted on the shaft of the aircraft 

itself. By this reason, the electrical loads future 

aircraft will be much greater than on present aircraft 

as electrical actuator and electric motor drive pump 

become more usual. There are a few reasons for 

choosing the SRM for this application, all of them 

due to the categories of reliability and fault 

tolerance. With the rotor of the generator mounted 

on the shaft of the aircraft engine, the fact that the 

switched reluctance generator does not employ 

permanent magnets (in fact, there is only iron on the 

rotor) which will generate into a fault becomes a 

major advantage. This fault could be internal or 

external to the machine. The switched reluctance 

generator does not have a field winding which could 

fail. This maximizes the reliability of the machines 

rotor which will be internal to the aircraft engine and 

thus difficult to maintain. Other advantages of the 

switched reluctance generator are the independence 

of its phase windings, both electrically and 

magnetically, and the fact that machines windings 

do not physically overlap like they do in other 

electric machine types. 

The mechanical integrity of the rotor permits high 

speed, high power density operation. The ability to 

operate in high temperature environments, in the 

region of 400ºC, and high speed operation, allow the 

possibility of direct-drive and, hence, the elimination 

of gear box and hydraulic system accessories on the 

aircraft. 

However, the salient shape of the rotor causes 

wind age losses which become significant at high 

speed. The gaps maybe filled with a non 

magnetically permeable material to prevent this loss, 

but a mass penalty is incurred. Achievable power 

densities in a SR machine are lower than those 

possible with PM designs. 

Related to the typical switched reluctance 

starter/generator system used in aircraft, in the 

motoring mode, the dc bus (270 V in aircraft) 

delivers power to the reluctance machine through the 

converter, and starts the aircraft engine. In the 

generating mode, the dc bus delivers the excitation 

to the machine and the gas turbine acts as a prime 
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mover. The power delivered by the machine exceeds 

the excitation power delivered by the source, and 

can be delivered to the dc source or pumps and other 

loads in the aircraft. Based on the machine phase 

currents and rotor position, the controller sends the 

appropriate signals to turn on and off the converter 

phases. 

2.6. Comparison of different generators for 

aircraft applications 

The comparison of the practical properties for 

above machines is given in Table 1 by qualitative 

analysis. PM machine has higher efficiency than 

induction machine and the SRM. The price paid for 

the simple structure and control of the SRM is its 

high torque ripple and acoustic noise. The efficiency 

and capability of the PM machine are compromised 

during constant voltage operation, especially in the 

light load and high speed range, while the SRM can 

run very fast and even be used as aerospace ISA at 

speed up to 60,000 rpm or higher. There are many 

on-shelf drives and technologies for induction 

machine control and the resolution requirement to its 

speed sensor is relatively low. Except for induction 

machine, all other machines require high resolution 

position sensor although the sensorless technology is 

under development. 

 

Electric 

Machine 

type 

Induction 

Machine 

Permanent 

Magnet 

Machine 

Switched 

Reluctance 

Machine 

Efficiency 

and 

Compactness 

 √  

Low torque 

ripple and 

noise 

√ √  

Easy loop 

control 

  √ 

Wide Speed 

Range 

 √ √ 

High power 

application 

√ √ √ 

Table 1. Comparison between different generator for 

aerospace applications 

3. Electrical Distribution Architectures 

 MEA would replace three individually optimize 

but collectively sub-optimized secondary power 

systems (electric, hydraulic and pneumatic) with one 

globally-optimized electrical system. However, in 

order to fully optimize the whole aircraft, the electric 

system architecture would need to be chosen 

carefully [6][11][12]. 

 Recently studies demonstrated that the use of such 

technologies could, for a typical 200-seater aircraft, 

result in a 10% reduction in aircraft empty weight, a 

13% in required engine thrust and a 9% reduction in 

aircraft fuel burn. These are significant 

improvements, both economically and 

environmentally.  

 Most current civil aircraft electric power systems 

use a combination of 115V 400Hz AC for large 

loads and 28V DC for avionics and battery-driven 

vital services.  

Variable frequency AC systems are now being 

considered by the industry, in order to replace the 

Integrated Drive Generators (IDGs) on current 

engines (which need complex hydraulic systems to 

generate constant frequency AC voltages from a 

variable speed engine shaft power inputs) with 

simpler, lighter generators. Given that the More 

Electric Engine would generate electricity at a range 

of frequencies (because the various engine shafts to 

which the motor would/generators are connected 

will all rotate at different speed), it would make 

sense to use power electronics to convert all the 

motor/generator outputs to a single high-voltage DC 

output (the voltage level of which would be possibly 

determined by the capabilities of DC switchgear) for 

export to and transmission around the airframe. 

[9][10][11] 

 

 The rationale for such a choice can be summarized 

as follows: 

� In order to reduce weight, power should be 

transmitted at high voltage (resulting in low 

current). 

� Higher voltages also reduce the power losses 

in the transmission of the electric power 

because, for a given cable, the losses are 

proportional to the square of the current. 

� Using the same voltages for generation and 

for transmission would avoid the need of 

voltage converters. 
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� AC systems require lager cables than DC 

systems, because the reactive power flows 

and, at high frequencies, the skin effect. 

� Historically, AC systems were preferred 

because changes in voltage level could be 

achieved easily through transformers. Today, 

power electronics can now be used to make 

these changes in voltage level and also in 

frequency an in efficiency and safety way. 

4. Power Electronics in MEA 

Nowadays, novel ways of generating, distributing, 

and using power onboard are examined at the 

aircraft level.  

Hybrid or bleed-less air conditioning systems, 

"More Electric Engines" (MEEs), fuel cells, variable 

frequency generators, complex embedded digital 

systems and distributed system architectures are just 

a few of the technologies vying for space on 

forthcoming aircraft; the concept is known as "More 

Electric Aircraft" (MEA) as presented in Figure 24. 

Recently, worldwide research into the future 

development of commercial aircraft has given rise to 

more advanced approaches to on-board energy 

power management and drive systems (Figure 55). 

These are now being carefully considered, and it is 

believed that electrical and power electronics 

systems have far more potential for future 

improvement than conventional ones regarding 

energy efficiency. 
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Figure 2. Current trends toward the MEA 

 

 

Figure 5. Schematic of a MEA power distribution 

 

The first factor to take into account is the large 

amount of power electronics for power conversions 

and power users that MEA will involve: at least 1.6 

MW for a next-generation 300 pax aircraft. The 

development of efficient and secure power 

electronics technologies is a great challenge. 

However, not only are power electronics necessary, 

but also efficient control of the electronics must be 

developed. 

One major evolutionary technological advance that 

has contributed greatly to the feasibility of an 

electric aircraft non-propulsive power system has 

been the development of reliable, solid-state, high 

power-density, power-related electronics. Generator 

power control units, inverters, converters, and motor 

controllers consist of state-of-the-art silicon-based 

power semiconductor switching devices that include 

integrated gate bipolar transistors (IGBTs). It is 

expected that advanced composition, high-

performance multi-layer ceramic capacitors will 

dramatically improve the power density of future 

inverters, converters, and motor controllers. 

Improved, high-efficiency electric circuit topologies 

are also the subject of on-going research. 

Some of the higher power level equipment is 

actively cooled through the use of oil circulation or 

forced air convection. The extent of the use of 

active, fluid-based cooling systems is extremely 

application-specific and is yet to be determined. 

Lightweight, simplified, passive (non-pumped fluid-

based) thermal management techniques are also a 

focus of research and will be used, wherever 

feasible, to maintain high reliability.  

Power Distribution and Management Systems 

(PDMS) provide fully automatic monitoring, 
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control, protection, and switching of aircraft 

electrical loads under normal and emergency 

conditions with load management, including 

automatic load shedding and restoration, to make 

best use of available power. These systems comprise 

the Primary Power Buses, located close to the 

generators, with high power contactors and circuit 

breakers, and the Secondary Power Distribution 

Buses, located in the avionics bay, which provide 

the monitoring and control of the system, and 

contain some same circuit breakers and remote 

power switches. 

The use of programmable solid-state devices and 

switching power devices in place of traditional 

electromechanical circuit breaker technology 

provides benefits to the aircraft in terms of load 

management, fault isolation, diagnostic health 

monitoring, and improved flexibility to 

accommodate modifications and system upgrades. 

These power electronics systems have to be the 

interface between the generator and the distribution 

bus. The interface is required to facilitate a multitude 

of tasks: 

• Regulation of the distribution bus from a variable 

voltage and frequency source. 

• Efficient operation over a wide speed and power 

range i.e. from full-throttle to emergency power 

provision. 

• Operation at very high fundamental electrical 

frequencies e.g. over 1 kHz when the engine is at 

full-throttle. 

• Bi-directional power flow to allow engine start. 

• Combine power from multiple generators 

operating at different frequency and voltage levels. 

• Be physically distant from the generator i.e. a 

long cable length is present between the generator 

and the power electronic interface with possible 

EMC implications. 

• Stable and rapid response to load changes 

 

5. Conclusion 

In this work, a description of the different parts 

included in the electrical generation and distribution 

system of a commercial aircraft is explained.  

The most commonly used AC power generators in 

aircraft is described specially focused in the Variable 

Speed Constant Frequency (VSCF) technologies, 

because are more efficiency, compact and reliable 

than Constant Speed Drive (CSD), that is the 

commonly solution in most of the currently 

commercial aircraft. 

In addition, a complete review of the current and 

future electrical architectures trends is discussed and 

Power Electronics systems are explained, where 

AC/DC inverters, DC/DC converters, battery 

chargers, Low Regulated Units are few examples of 

the possibilities of the energy conversion. 

With these technologies, it will be feasible to use 

high power-density electrical power components to 

drive the majority of aircraft subsystems. These will 

become easier to maintain, more durable, lower in 

cost, and higher in performance. 
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Abstract  

The trend towards “more or all electric 

aircraft” in combination with ever increasing 

requirements towards aircraft systems leads to 

a steadily growing complexity of electric wiring 

in commercial aircraft. Consequently, suitable 

methods for rapid and regular design of cable 

runs are required. This study aims at finding 

solutions for (semi-) automatic support of cable 

routing processes according to the principles of 

knowledge-based engineering. The developed 

approaches are implemented and tested in 

digital mock-ups. Additionally, industrial 

implementation feasibility is assessed. 

The approach encompasses digitalization of the 

design and installation directives, the 

development of metrics for quality assessment of 

cable runs and the implementation of a 

parametric standard parts catalogue. Different 

solutions of communication between the use 

case CAD system and the knowledge database 

are presented. As a first step the feasibility of 

concurrent support in the design process and of 

the industrial implementation is demonstrated. 

In a second approach the complete automation 

of the definition of a cable run is demonstrated 

in order to find optimal routings. A pathfinding 

algorithm enables to communicate with the 

CAD system. The capability to find an optimal 

route is demonstrated with a simplified mock-

up. Industrial implementation, however, is 

challenging in the short-term due to complex 

extensions of the mock-up and time-consuming 

computation. 

1 Introduction 

Knowledge-Based Engineering (KBE) has 

significantly gained relevance as a tool to speed 

up product development processes, especially in 

large scale projects such as the development of 

new aircraft and respective systems. The 

translation of engineering knowledge from 

domain experts into computer code that solves 

complex problems has demonstrated significant 

savings in manpower and time for routine 

design problems [1]. 

The base for KBE is the storage of design 

guidelines and rules in a database that can later 

be interpreted by computer software. All 

implemented design guidelines and rules 

represent cumulated expert knowledge leading 

to accelerated decision making. The ultimate 

goal of KBE is to rapidly solve dedicated 

problems and to build a knowledge-base for 

solving similar development problems in the 

long-term [2].  

This paper presents different methods 

developed and assessed for the process of 
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routing electrical cables through an airframe 

segment by the means of KBE. The goal was 

the demonstration of a (semi-) automatic 

process to support virtual cable routing and the 

associated post-processing such as the 

qualitative assessment of cable routings.  

2 Motivation 

The trend towards “more or all electric 

aircraft” in combination with ever increasing 

requirements towards aircraft systems leads to a 

steadily growing complexity of electric wiring 

in commercial aircraft. Today the cabin and the 

respective cabin systems are the main 

differentiation criteria for airlines. As a result, a 

broad variety of aircraft interior systems exists 

and product complexity is hardly controllable 

with conventional methods. Furthermore, needs 

and attitude towards cabin interior evolve 

throughout the aircraft service life and cabin 

systems need to be designed for maximum 

flexibility with regard to possible upgrades. 

Each cable in each cabin version must be routed 

efficiently and according to the rules and design 

directives. The routes varying due to airline-

specific requirements are called “customised 

routes”. The increasing degree of electrification 

and customisation requires suitable methods for 

rapid design and inspection of cable runs. In this 

study different approaches to support and 

automate the cable run design process have been 

developed.  

The current design process of customised 

routes is very iterative and time consuming. The 

routes are defined by subsequently setting 

attachment points into a reduced digital mock-

up of a certain section of the aircraft’s fuselage. 

At this stage the engineer can perform a visual 

check of the route and has functionalities 

available to measure the distance to surrounding 

parts or systems. By the time the route is 

virtually defined it can be transferred into 

another more complex digital mock-up (DMU) 

containing all systems of the fuselage. At this 

point the route can be inspected regarding 

clashes or conflicts. If, however, conflicts are 

detected the route has again to be changed in a 

different environment without supporting 

functionalities. Thus, nonconformities are 

identified very late and an immediate check of 

performance criteria during the routing process 

could accelerate the process. A support for 

finding the “optimum” route would also be 

desirable.  

This study aimed at finding solutions for 

(semi-) automatic support of cable routing with 

support for optimal routing quality and 

demonstrates results with DMUs implemented 

in the CAD/ CAM software CATIA V5 by 

Dassault Systemes. It is additionally of major 

interest if the developed methods could be 

industrially implemented. 

3 Proceeding 

A necessary prerequisite for the study was 

the development of a DMU implemented in 

CATIA V5. For this purpose structural elements 

as well as system parts like air-conditioning 

ducts or pipe runs were modeled in CATIA. 

This DMU was the test bed for the methods in 

the study. 

To thoroughly understand the complex 

system of aircraft cable routes it was necessary 

to analyze and structure all relevant system 

elements and their interfaces to the system 

environment. Official regulations and system 

specifications had to be implemented into the 

knowledge-base. It consists of three elements 

being a digital version of rules and directives 

that can be interpreted by CATIA, metrics to 

assess the quality of entire cable runs and a 

standard parts catalogue including, for instance, 

brackets and plugs. 

Different approaches are then assessed 

regarding their possibilities to support the 

routing process. Algorithms for compliance 

checks with the rules database are implemented 

either in Visual Basic (VB) communicating with 

the CAD system via its VB-interface or directly 

implemented by means of macros or scripts. As 

CATIA V5 has a modular build-up of different 

design environments with coinciding 

functionalities it had to be assessed which 

module is best suited for automated cable 

routing applications. 

Additionally, the specifications and 

constraints for an automatic cable routing 

procedure in CATIA V5 have been set up. 
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Different methods have been developed, each 

contributing to the goal of demonstrating the 

possibility of automation the generation of 

custom cable routings in commercial aircraft. 
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Fig. 1: Strategic approach of the study 

The strategic approach chosen for the project 

is shown in Fig. 1 above. 

3.1 Establishment of knowledge-base 

For the definition of the knowledge-base the 

authors were able to analyse an original set of 

electrical design requirements and installation 

specifications of an aircraft OEM. For 

preliminary simplification of the problem only a 

subset of key rules and directives was chosen to 

be implemented in the knowledge-base. 

 

Digitalisation of rules and directives 

Three main types of key design rules were 

identified. They encompass distance 

requirements, minimum bending radii and 

compatibilities of routes. The different types of 

rules are shown in Table 1 below. The subset of 

chosen rules was structured and deposited in 

spreadsheet format to be accessible for CATIA 

or any other software. Other possibilities for 

storage of data in larger scale applications could 

be relational databases or object-oriented 

databases.  
 

 

 

 

Table 1: Rules implemented in Knowledge-base 

Distances 

 Minimum distances between routes 

 Minimum distances between routes 

and structure 

 Minimum distances between routes 

and pipes  

 Minimum distances between routes 

and moving systems 

 Maximum distances between 

fasteners 

 

Bending radii 

 Single wires 
 Bundles/harnesses 

 

Compatibilities 

 Compatibility of routes in 

bundles/harnesses 
 Compatibility of routes in connectors 

 

Route Segregation 

 Spatial segregation of routes for 

redundancy reasons 

 

It should be noted that this subset does not 

claim to include all important rules. Other 

directives, for instance, concern excess lengths 

for repairing purposes, the correct design of drip 

loops and grounding requirements. 

A major issue that arose by implementing the 

knowledge-base was that rules exist that allow 

the designer to choose between solutions of 

different quality. For example, there are 

minimum distances between routes and pipes 

containing oxygen or liquids, which are defined 

as optimal solutions. However, the distances can 

be further reduced if precautionary measures are 

applied. Then the solution is no longer optimal 

but still acceptable. Since the electrical harness 

routing in commercial aircraft is a very complex 

problem within a very limited space envelope, it 

is very unlikely to find many optimal routing 

solutions. For this reason metrics are needed to 

assess and evaluate a run regarding its quality. 
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Metrics for cable run quality 

Automation of aircraft cable routings 

requires quality indices in order to measure and 

compare different routings and routing 

alternatives. One possibility of implementation 

is to virtually discretize the cable routing and to 

analyze it at each discrete observation point. We 

have chosen a constant interval length between 

the single discrete points; a variable interval 

length can be chosen for instance in critical 

areas where a high resolution is desired. To 

obtain best possible results the interval length 

should be minimized, however it must be 

mentioned that computing time may limit this 

issue.  

The cable routing is analyzed at every 

observation point with regards to all design 

rules implemented in the knowledge-base e.g.: 

minimum distances. As a result, the system 

engineer can determine the quality of complete 

cable runs as well as of single observation 

points regarding different quality criteria. 

For the establishment of quality indices the 

rule base has to be investigated in detail. Two 

different kinds of rule categories have been 

identified:  

 

• Category 1: Rules can be described binary 

(e.g. required minimum distance is 

maintained or not maintained) 

 

• Category 2: Rules that cannot be described 

binary (e.g. there is an optimal minimum 

distance and if that distance needs to be 

further reduced there are precautionary 

measures that need to be applied) 

 

A performance index ε is established which 

represents the degree of performance for a 

certain criterion from the installation guidelines. 

Category 1 decisions are binary, i.e. behind a 

certain limit no alternative exists. Category 2 

decisions might have several solutions which 

offer different performance levels. Fig. 2 shows 

how performance functions can be implemented 

in the knowledge-base. 
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Fig. 2: Different functions for performance indices 

 

To express the importance of a performance 

criterion a weighting factor δi is introduced (in 

our case the different criteria are: determination 

of importance of route segregation, bending 

radii, compatibility and minimum distances). A 

certain percentage value is assigned to each 

performance criterion; the sum of all values has 

to add up to 100% [3]. The overall quality of an 

observation point is expressed by a quality 

index C which is considering the performance 

indices εi,k multiplied by the respective 

weighting factor δi for k surrounding systems: 
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          (1) 

 

In order to keep complexity low and 

computing resources manageable an observation 

volume is introduced. For every observation 

point a spherical volume is defined in which the 

point’s performance is evaluated. Thus, spatial 

separation of systems is considered and no 

unnecessary data is being produced. It is in the 

responsibility of the systems engineer to 

determine the observation volume’s dimensions 

to ensure correctness of results. 
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3.2 Parametric standard parts catalogue 

A parametric standard parts catalogue 

constitutes the third element of the knowledge-

base. For the purpose of this study a selection of 

standard brackets, fasteners and plugs was 

categorised and parameterised. The motivation 

to parameterise the parts results from the 

requirement to precisely describe each part 

according to its application and geometry. The 

use of a search screen then allows displaying the 

parts that are applicable. The standard parts 

catalogue is directly implemented in CATIA 

V5. 

4 Semi-automatic support of cable routing 

processes 

Through the automation of repetitive 

engineering tasks the development cycle of a 

product can be accelerated [4]. The objective of 

the study is to assess possibilities to speed up 

the design process of customised cable runs in 

aircraft fuselages. A first semi-automatic 

approach intends to support the design process, 

but leave the definition of the route to the 

systems engineer. The objectives are to support 

the cable run generation process, to automate 

parameterisation of the generated run, to 

automate compliance checks with the rules 

database and to assess the quality of the 

generated route. 

For this purpose two approaches have been 

followed that are different in the way CATIA is 

controlled and how it communicates with the 

knowledge-base. In a first approach it is 

attempted to implement algorithms and the 

knowledge-base as far as possible directly into 

CATIA, while in a second approach CATIA’s 

Visual Basic interface is used to communicate 

with Visual Basic algorithms and the 

knowledge-base. 

4.1 Route generation 

CATIA V5 incorporates several modules 

capable of routing cable runs and harnesses in a 

three-dimensional space. The functionalities of 

these modules have been assessed regarding 

their potential to support the route design 

process as typically required for aircraft wiring 

applications. The typical requirements 

identified, mainly result from the special task of 

attaching customised routes to already defined 

main- or standard-routes. It is required that for 

segments where several routes are attached the 

geometry is automatically adapted and the 

parameters of the segment are changed such that 

compliance checks are possible for the whole 

bundle. On the other hand it is required that a 

“physical” connection pertains between each 

start and end point in the model. This is 

necessary to being able to assess cable lengths 

and weights. Ideally, the virtual cable should 

have the same physical characteristics as the 

real cable, in terms of bending behaviour and 

slack. Other desirable issues would be to 

minimise the construction effort, to minimise 

the number of parts in the model and hence to 

minimise memory allocation and computing 

time.  

Different functionalities are available within 

the CATIA construction modules which are 

based on different construction philosophies. 

The main functionalities provided are called: 

 

• “Flexible Routing” 

• “Route a Run” 

• “Branchable” 

 

All functionalities have been thoroughly 

tested to demonstrate their strengths and 

weaknesses and the “Branchable” method has 

been considered for further investigation being 

the most promising functionality regarding the 

requirements described before. Several methods 

of application of the “Branchable”-method were 

tested and assessed.  A first possibility of 

application is to model harnesses containing 

single wires or cables. The advantage is that the 

parameters of every single cable are accessible 

and that weight and cable length can easily be 

computed. The disadvantage is that the design 

effort rises significantly and the high number of 

parts allocates large memory resources. Another 

method of application is based on so-called 

“multi-branchable” elements. If a single cable is 
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coupled with an existing harness, the harness 

will inherit all relevant parameters of the single 

wire for the common segment length. This 

decreases parts count and memory allocation 

significantly. However, the single wire is split 

up in several parts during the operation and a 

determination of cable length and weight 

becomes difficult.  

Due to the deficits mentioned, a new 

functionality for the creation of cable bundles in 

CATIA V5 has been created on the basis of the 

main functions of the “Branchable” method for 

the approach of implementing algorithms 

directly in CATIA. The generation of route 

geometry was then partly automated by the use 

of templates and scripts. 

For the approach of controlling CATIA 

externally a Visual Basic GUI was developed 

aiding the engineer through the geometry 

generation process. Instead of using the 

predefined “branchable” functionalities, 

standard geometry elements had to be used, 

since “branchable” functions are not reachable 

via the VB interface. 

4.2 Parameterisation 

The parameterisation of the cable runs was 

implemented as queries at the time of definition 

of the route. The assigned parameters are then 

automatically combined for harness segments 

were different routes are attached. Despite the 

user interface the method is identical for the 

CATIA external and internal approach. 

4.3 Compliance checks 

For the purpose of automation of compliance 

checks according to the rules database, all parts 

in the DMU must be identified and categorised. 

This is done by assigning each part to so-called 

lists, e.g. parts may be assigned to structural 

elements or air-conditioning elements, etc. Then 

the generated route can be inspected regarding 

conflicts with the differently classified elements 

in the DMU. 

The compliance checks are implemented in 

the form of macros for the internal approach and 

for the external approach VB algorithms 

perform the checks or call the respective 

CATIA functions. 

Finally, reports are created and conflicts are 

visualised in CATIA. 

4.4 Automation of route quality assessment 

Finally, a method for the quality assessment 

of a generated route was developed. To allow 

the use of the quality metrics described before 

the generated route is discretized by the use of 

CATIA point elements. These points are set in a 

distance determined by the systems engineer 

along the run’s centre line. At each point the 

distances regarding all other categorised 

elements in the DMU are measured and 

assessed with the quality metrics. After the 

assessment of all points a report about the 

quality of the cable run is generated and 

provided to the engineer. 

4.5 Conclusion 

All solutions interactively guide the system 

engineer through the routing process. Relevant 

data (like route category) are requested as input 

from the user. These data are further processed 

and other parameters like minimum bending 

radii are calculated by using the rule dataset. 

Finally, route quality is inspected and assessed. 

The engineer is informed about inspection 

results through reports and visual feedback in 

CATIA V5.  

It can be said that the proposed procedure for 

the interactive (semi-automatic) cable run 

creation in combination with an immediate 

conformity check helps to unburden the systems 

engineer and to decrease error ratios in DMUs. 

However, a fully automatic cable run creation is 

not possible with the current tools and requires a 

completely different approach. One possibility 

for fully automated cable routing is presented in 

the following paragraph.  

5 Automation of cable run generation 

The second approach to support the harness 

routing process intends to completely automate 

the search for regular route geometry between 
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two predetermined points. The requirements 

towards automation can be expressed as: 

 

(1)  Find the shortest possible route between 

two points 

(2)  Do not violate any rules in the Knowledge-

base like minimum required distances 

(3)  Allow reduction of minimum distances by 

use of additional precautionary measures 

only if path length can be significantly 

reduced (a trade-off must be defined 

between length and route quality) 

 

A possible solution to such a complex task is 

provided by so-called pathfinding algorithms. 

Pathfinding is a branch of artificial intelligence 

and widely implemented in computer games and 

car navigation systems. A pathfinding algorithm 

is a sequence of commands to find a connection 

between two preselected points in a discretized 

search space, called the graph. The typical 

problem in pathfinding is obstacle avoidance 

[5]. There are well-established pathfinding 

algorithms that do not only allow to find a 

connection between two points, but also to find 

an optimal path. The optimisation objective 

could basically be minimisation of the path’s 

length or of another cost factor. The cost of a 

path is determined depending on the weighting 

of the different nodes of the discrete search 

space. The exact functionality of pathfinding 

algorithms is not subject to this paper, but is for 

instance described in [6] and [7].  

5.1 Approach 

Different pathfinding algorithms have been 

assessed in this study. The most promising 

algorithm for harness routing purposes is the so-

called A*-algorithm (pronounced “A-star”). The 

A*-algorithm allows to find the optimal path 

between two points [8]. The use of pathfinding 

algorithms for the purpose of finding optimal 

route geometry requires a discrete search space. 

This means that the DMU of structure and other 

systems must be extended by a grid of nodes 

available for routing purposes. Contrarily to the 

semi-automatic approach described before, the 

compliance check with the knowledge-base is 

performed prior to the route definition process. 

For this purpose each node of the search space 

is evaluated regarding its goodness to be crossed 

by a specific cable run and then weighted 

according to its goodness. The fitness of a route 

can then be determined as a trade-off between 

the length of the cable run and its quality.  

The procedural method of the approach is 

shown in Fig. 3. Necessary prerequisite for the 

method is that a discrete search space must be 

provided to the pathfinding algorithm and that 

all systems and structural elements in the DMU 

are classified and can be identified by the 

algorithm. The algorithm must know if an 

element in the DMU is, for instance, part of the 

structure or a pipe containing oxygen. The 

designer’s task is to define the parameters of the 

harness or cable to be routed and to determine 

the search space available for this cable run. 

According to the classification of the different 

elements in the DMU and the parameters of the 

route, each discrete node of the search space is 

then weighted by the algorithm, according to the 

quality metrics described before. After all 

available nodes are weighted the actual 

pathfinding algorithm starts to search for the 

optimal route between the two predetermined 

points. 

 

Discrete search 
space

Classified 
structure and 

systems in DMU

Prerequisites

Algorithm

Weighting of 
available nodes

Search for 
optimal path 
within search 

space

Generation of 
route geometry

Definition of 
available search 

space

Preparative actions

Definition of  
harness

 

Fig. 3: Procedural method of automation of the route 

geometry generation 

1893



B. Figlar, B. Mohr 

5.2 Implementation of the proposed 

methodology 

A strongly simplified schematic model of an 

aircraft fuselage section was created in CATIA 

V5 to assess the practical applicability of the 

proposed method. This DMU only consists of 

structural elements, being frames and floor 

beams as shown in the Fig. 4. 

 

 

Fig. 4: Schematic structural mock up of the use-case 

aircraft fuselage 

 

The model was discretized by applying a 

three dimensional grid composed of CATIA 

point elements. The search space was reduced to 

areas that would be preferably used for routing 

purposes, meaning that the cargo and passenger 

spaces were excluded from the search space. A 

graphical user interface (GUI) was developed 

communicating with CATIA via its Visual 

Basic interface. The GUI can be used to reduce 

the overall discrete search space to certain areas 

and to define the start and ending point of the 

route. Then a query requests all necessary 

parameters describing the harness or cable, like 

type of route, diameter, etc. The algorithms for 

weighting of nodes and pathfinding were 

implemented in Visual Basic and can 

subsequently be started via the GUI. When the 

optimal path is found the route geometry is 

automatically generated and saved in the 

CATIA mock up. In this preliminary simplified 

model the optimisation only accounts for the 

length of the route and distances to the structure. 

A simplified weighting method was developed 

for this purpose to describe the quality of the 

route depending on the distance to the structure. 

5.3 Result and conclusions 

The use of pathfinding algorithms is an 

innovative approach to support the process of 

route geometry definition. In the simplified 

model an optimal path could be automatically 

found. However, there are some issues that 

require further improvement and investigation. 

The weighting of all nodes in the available 

search space turned out to be the most time-

consuming process of pathfinding. One means 

of avoiding unnecessarily long computation 

times could be to reduce the available search 

space as much as possible. Another issue is the 

definition and check of bending radii, which 

would require a more sophisticated adaption of 

the pathfinding algorithm, since the 

methodology of finding the path would need to 

be fundamentally changed. A third issue that 

has not been solved yet is that only one optimal 

route can be found by the path finding 

algorithm, meaning the designer cannot be 

provided with alternative optimal or “near-

optimal” route geometries. This however could 

be helpful if knowledge of the designer about 

the system is at a higher level than stored in the 

DMU. Alternative routes are also necessary for 

the purpose of route segregation. This issue, 

however, can be solved by providing the 

algorithm with different available search spaces 

to receive alternative routes.  

6 Conclusions and outlook 

Based on the design and installation 

directives, a systematic knowledge-base was 

developed that can be interpreted by CATIA 

V5. Different methods have been developed to 

support the routing process, based on the idea of 

knowledge-based engineering to use a 

centralised database of rules, standard parts and 

quality assessment routines.  

The first approach intends to support the 

engineer while defining the cable run geometry 

in the DMU. Rules like minimum distances or 

minimum bending radii are automatically 

checked during the routing process. 
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Additionally, a quality protocol can be 

generated for the entire cable run to make it 

comparable to alternative runs. The methods 

were implemented via the CATIA internal 

programming possibilities such as macros or 

Visual Basic communicating with CATIA via 

the respective interface.  

In a second approach the possibility of 

completely automated routing was 

demonstrated. Here the engineer only needs to 

define start and end point of the desired run and 

the type of cable or harness connecting the two 

points. The algorithm based on the A*- 

pathfinding method then automatically finds the 

best possible run between the two points, 

respecting different quality criteria and without 

violating rules. 

The first approach seems to be easily 

adaptable to industrial needs and its 

implementation seems to be realistic. The 

second approach is very innovative and it was 

demonstrated within a simplified mock-up that 

it is possible to automatically generate an 

optimal cable run. Industrial application 

however requires further investigations on how 

to manage the complexity of real-life cable 

routing in a pathfinding problem. 

7 Acknowledgements 

The authors would like to thank T. Richter 

and H. Mechler for making this project possible 

as well as L. Drees, F. Fisch, C. Fuchs, R. 

Gusmini and C. Kurz for their significant 

contribution to the achievement of the project 

goals.  

8 References 

[1] Bermell- García, P. et al.: “Effective abstraction 

of engineering knowledge for KBE 

implementation”, International Conference on 

Engineering Design, ICED. Glasgow, UK, 2001 

[2] González, A.; Dankel, D.: The engineering of 

knowledge-based systems. Theory and practice. 

Englewood Cliffs, NJ: Prentice Hall, USA 1993 

[3] Breiing, Alois; Knosala, Ryszard: Bewerten 

technischer Systeme. Theoretische und 

methodische Grundlagen bewertungstechnischer 

Entscheidungshilfen, Springer, Berlin, 1997 

 

[4] Shea, K.: “Computer Aided Product 

Development”, Lecture Script, Technische 

Universität München, Garching, Germany, 2011 

[5] Stout, B.: Smart Moves: Intelligent Pathfinding. 

Game Developer Magazine, Jg. 1996, H. 10/11. 

[6] Patel, A.: The A* Algorithm. Online available at: 

http://theory.stanford.edu/~amitp/GameProgram

ming/AStarComparison.html. 

[7] Lester, P.: A* Pathfinding for Beginners. Online 

available at: 

http://www.policyalmanac.org/games/aStarTutor

ial.htm, last update 2005.  

[8] Richter, T.: „Simulationsmethodik zur Effizienz- 

und Komfortbewertung von Menschenfluss- 

prozessen in Verkehrsflugzeugen“. Dissertation 

Dr. Hut Verlag, München, Germany, 2008 

 

 

1895



Space Guidance, Navigation and 

Control

Space Guidance, Navigation and 

Control

1896



 

 
 

Abstract  

This paper presents a study of performance of a 
laser altimeter for topographic analysis of 
Ganymede surface. The scenario is the Europa 
Jupiter System Mission (EJSM), a National 
Aeronautics and Space Administration (NASA)-
European Space Agency (ESA) unmanned joint 
space mission slated to launch around 2020. EJSM 
will offer the chance to study Jupiter System and its 
origin, focusing on moons Europa and Ganymede. 
The use of laser altimeters is particularly 
appropriate whenever the topography of planetary 
surface is the objective of a space mission. 

In this paper, after orbital propagation realised with 
a specific tool, Laser Altimeter performance analysis 
is carried out simulating Ganymede topographic 
characteristics and the potential targets on the 
planet with analytical models and computer codes.  

1 Introduction  

A laser altimeter has been considered for the 
joint NASA-ESA EJSM mission to study 
Jupiter System. 
The main targets of this mission are the Jovian 
moons Europa and Ganymede. To this end, two 
spacecrafts should be sent: NASA Jupiter 
Europa Orbiter (JEO) that will investigate 

Europa in detail and ESA Jupiter Ganymede 
Orbiter (JGO) focused on Ganymede. 
For Europa and Ganymede, the main scientific 
objectives are [1]: 

• characterize and determine the extent of 
sub-surface oceans and their relations to 
the deeper interior; 

• characterize the ice shells and any 
subsurface water, including the 
heterogeneity of the ice, and the nature 
of surface-ice-ocean exchange; 

• characterize the deep internal structure, 
differentiation history, and (for 
Ganymede) the intrinsic magnetic field; 

• compare the exospheres, plasma 
environments, and magnetospheric 
interactions; 

• determine global surface compositions 
and chemistry, especially as related to 
habitability; 

• understand the formation of surface 
features, including sites of recent or 
current activity, and identify and 
characterize candidate sites for future in 
situ exploration; 
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• understand the Jovian satellite system, 
especially as a context for Europa and 
Ganymede; 

• evaluate the structure and dynamics of 
the Jovian atmosphere; 

• determine the interactions occurring in 
the Jovian system. 

In the last period, there has been the 
withdrawal of the NASA JEO contribution. This 
could bring to a re-formulation of the mission 
but in this paper will be presented the situation 
before the NASA withdrawal (at the moment 
the new scenario is still under investigation). 

The EJSM mission will be launched in 2020 
and it will reach Jupiter System after 6 years of 
flight. The circular orbit around Ganymede will 
start in 2028. 

The basis of the laser altimeter measurements are 
Time-of-Flight (TOF) and backscattering laser pulse 
shape. TOF, that is the evaluation of elapsed time of 
short pulses for round-trip propagation at the speed-
of-light between the space probe and the surface to 
be measured, permits to evaluate the distance 
between the spacecraft and the surface of 
Ganymede, allowing to obtain an altimetric map of 
the Galilean satellite. The analysis of backscattering 
laser pulse shape permits to determine Ganymede’s 
superficial characteristics in terms of slope, 
roughness, and albedo. This technique provides 
accurate information on the surface profile allowing, 
within the characteristics of spacecraft orbit, global 
coverage of the planet surface. 

Within the ambit of EJSM, laser altimeter 
on board of JGO spacecraft will contribute to 
the geodetic and geophysical characterization of 
Ganymede and particularly of its surface, but 
the accurate range data, combined with 
additional information, will be essential also for 
studies of the spacecraft orbit in the gravity field 
of the moon. It will be possible to reconstruct 
topographic profiles along the ground track of 
the spacecraft and also to characterize tidal 
forces effect by measuring the temporal changes 
in the global shape of Ganymede due to them. 

In particular, scientific objectives that 
make so important the use of this instrument 
are:  

• derive geo-referenced topographic 
profiles and 3D models of geological 
features and different terrain types 
(regionally and locally); 

• derive an accurate Ganymede’s global 
shape model and reference figure; 

• derive a geodetic network based on 
accurately measured positions of 
prominent topographic features; 

• determine tidal deformation (tidal 
amplitudes as a function of Ganymede’s 
orbital longitude); 

• measure topography to interpret the 
gravity signal (possible mass 
anomalies); 

• assist in studies of geodetic parameters 
(coordinate system, rotation, librations); 

• assist in orbit determination and gravity 
data modeling; 

• measure surface roughness, local slopes 
and albedo variations. 

The laser design is on the heritage of 
BepiColombo Laser Altimeter (BELA) in the 
environment of Jovian system. Laser emitter of 
Laser Altimeter for JGO would have, 
preferably, an adjustable pulse output energy for 
allowing operations at Callisto, which has an 
albedo (0,19) much less than Ganymede’s 
(0,43), and for giving much options for power 
efficient laser operations at Ganymede. The 
pointing shall be accurate to within the size of 
the laser footprint and both night-time and 
daytime observations are equally possible (in 
the second case it is fundamental to overcome 
the solar background noise). In scenario in 
which JGO will operate, laser altimeter will not 
find limitations due to the presence of an 
atmosphere (like in terrestrial applications), 
which attenuates backscattered power for 
absorption. Moreover, because of the highly 
radiative environment which JGO will 
encounter, a critical issue for the instrument is 
surely its limit to radiation tolerance and in 
particular the knowledge of least tolerant 
components. Elements like receiver diode, laser 
pump diodes, laser rod, Q-switch, optical 
coatings for example are rad-hard only up to 60 
− 100 krad (according to the value of radiation 
dose foreseen for the mission). 

In this work, after a review of the main 
topographic features of Ganymede and the 
potential targets of laser altimeter on the planet, 
the orbital propagator and the performance 
model are presented. Then the results of the 
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model will be presented taking into account the 
reference scenario of the mission. 

2 Ganymede 

Ganymede is a moon of Jupiter, the largest 
among the whole Solar System’s satellites. It is 
planet-sized world and belongs with Io, Europa 
and Callisto to the group of the Galilean moons 
of Jupiter. 

Ganymede’s geology, geophysics, surface 
composition and evolution are rather complex to 
analyze. The satellite’s density implies a bulk 
composition that is about 60% rock and 40% 
water, which is mainly in the form of ice. 
Because of the distance of Jupiter System from 
the Sun, ice is stable under direct solar 
illumination thus water can stand only in a solid 
state. Some additional volatile ices such as 
ammonia may also be present. The abundance 
of ice, strongly reflecting incident radiation 
from the Sun, is the main reason of the 
relatively high value of Ganymede’s geometric 
albedo equal to 0,43.  

Ganymede is the only moon in the Solar 
System known to generate an internal magnetic 
field. Moreover, there are indications of an 
induced field component suggesting a deep 
internal ocean of briny water. 

According to its dimension, Ganymede 
stands in a band of transition between 
geological active planets like Earth, Venus and 
Mars and the smaller bodies, getting cold too 
rapidly to permit a geological activity such as 
volcanism and tectonism with a “rejuvenation” 
of surface, deformation and fracture of external 
crust. 

Images of Ganymede’s surface show 
craters, furrows, dark and bright areas greatly 
differentiated and structures characteristic only 
of it. In particular, its surface consists of about 
35% ancient dark terrain, remaining of an 
ancient crust which is relatively heavily 
cratered, and about 65% bright grooved terrain, 
which is more recent and heavily tectonized, 
both signs of a tumultuous past and of a 
geological activity. 

Spectral study has shown that the bright 
terrain is ice-rich, while dark terrain contains a 
greater fraction of rocky material. Though its 

lithosphere is primarily water ice, the geology 
of bright terrain finds analogy with terrestrial 
rift zones. Impact features of different forms 
and ages are present mainly on dark terrain but 
also on the bright ones and sometimes can 
overlay or be crosscut by the groove systems. 
No significant relieves have been found on the 
surface with a maximum altitude estimated to be 
less than 1000 m. 

Areas of heavily cratered dark terrain can 
have an apparent analogy with lunar mari, that 
are also them darker than terrae regarding the 
Moon, but in this case the darker character is 
index of more ancient terrains, also for the great 
number of impact craters that they present [2]. 

Differently from dark terrain, the main part 
of bright terrain does not extend on vast regions 
but forms across 2/3 of Ganymede’s surface a 
global intricate network of large interconnected 
lanes tens to hundreds of kilometres wide, 
which separate the dark areas that appear like 
isolated patches. 

Voyager observations before and those of 
Galileo after have shown continuous diffuse 
bright deposits of water frost without relieves, 
known as the polar caps, which mantle regions 
poleward of about ±40° latitudes [2]. 

A very great number of impact craters 
have been observed on Ganymede’s surface on 
both types of terrain. Ganymede displays also 
the greatest diversity of primary impact 
morphologies on one planetary surface in the 
Solar System. Generally, ganymedian craters 
have a flatter and more subdued character than 
those on the Moon and Mercury, probably 
because on Ganymede large craters were unable 
to retain their topography over geological time 
in a relatively weak icy crust, which could flow 
and thereby soften the relief [2]. 

At our best knowledge data about the 
slope and roughness distribution on the 
Ganymede surface are not available in literature. 
For slope, it is just available the range of 
variation assumed (0°÷20°); therefore data will 
be parameterized in this range.  
Regard the roughness, we refer to the works of 
Gardner [3] and Harding [4] which report 
tables with the values of roughness 
corresponding to several types of terrestrial 
terrains: we consider the terrestrial values of the 
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structures which have geomorphic 
characteristics similar to those expected on 
Ganymede surface. It has been set a mean value 
of roughness for low-to-mid latitudes zones  and 
one for high latitudes polar zones: for polar 
regions, which extends over latitudes major than 
±60°, a value of 1,0 m considering that these 
areas are quite totally covered by ice caps; for 
low-to-mid latitudes areas, where tectonics 
structures are more common in bright grooved 
terrains and they cover about 2/3 of Ganymede 
surface, a mean value in the range 1,2 – 4,7 , 
that is 3 m. 

According to data available in literature, for 
dark terrains the albedo range is from 0,12 (the 
darkest area of surface) to 0,34 with a medium 
value of 0,25. For bright terrains, at our best 
knowledge no data are available in literature. 
The need information has been extrapolated 
considering Ganymede’s mean albedo and the 
percentage of dark and bright terrains. In this 
way, the range for albedo is 0,34 ÷ 0,72 (with a 
mean of 0,53) for bright terrains.  

3 Orbital Propagator 

In this chapter it will be introduced the 
orbital propagator developed in MATLAB® 
environment. 

The orbital propagator is intended for 
mission analysis of JGO, particularly for the 
operative stage of the mission that consists in 
180 days in circular orbit around Ganymede. 

The orbital propagator is based on the 
equations of the orbital dynamics. The equations 
of two-body motion are the simplest way to 
describe the orbital motion of a satellite. They 
are obtained from Newton’s law of gravitation 
and Kepler’s law of orbit motion under the 
hypothesis of point mass or mass with spherical 
symmetrical distribution. It can be expressed as 
in Eq. (1) 
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where r  is the position vector of the 
satellite evaluated from the centre of the 

primary body, and µ  is the gravitational 
constant [5]. 

This equation can be used only as an 
approximation of the actual motion because 
there are a lot of perturbing forces such as 
planet gravity harmonics due to deviations from 
a perfect sphere, the mutual gravitational 
attractions among planets and/or natural 
satellites with sizable mass, atmospheric drag, 
radiation pressure, and tides. The equation, in 
this case, result 
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with pa that includes all the perturbing 

accelerations [5]. 
The perturbing effects that have been 

considered in this orbital propagator are: 
� the deviation from a sphere of 

Ganymede, within the limits of known 
data about its gravitational field; this 
influences  the orbit with secular 
perturbations (right ascension of 
ascending node, argument of perifocus, 
and mean anomaly) and periodic 
perturbations (all orbital parameters 
excepted semi-major axis); 

� third body perturbation that can not be 
neglected due to the proximity of 
Jupiter; this affects the orbits in the same 
manner of the previous perturbing effect. 

Some of the equations governing the first 
perturbing effect are [5] [6]: 
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where Ω&  is the rate of ascending node, ω&  is the 
argument of perifocus rate, n  is the orbit mean 
motion with 2J  correction, 2J  is the coefficient 
of the second zonal harmonic, R  is the planet 
equatorial radius, i  is the orbit inclination, µ  is 

the gravitational constant, 0a  is the semi-major 

axis at epoch, e is the eccentricity, and p  is the 
semilatus rectum. 

Some of the equations that can be used to 
obtain third body effects are [6] 
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where 3i  is the inclination with respect to 

central body equatorial plane. 
Schematically the software is organized in 

the following conceptual macro-blocks: 
• orbital data input, check and time 

conversion in which the user inserts the 
orbital parameters, initial and final dates 
and the step of temporal variation. This 
block verifies the correct introduction of 
inputs and provides the conversion from 
Gregorian to Julian; 

• orbital propagation which allows to 
know the position and the velocity of the 
spacecraft in a particular reference 
system in a given instant of time; 

• search in Ganymede’s virtual map 
which returns the topographical features 
of the portion of Ganymede’s surface 
visited by the spacecraft. 

The tool allows calculating the position 
and the velocity of a spacecraft, moving along a 
known orbit, after a certain time starting from 
given initial conditions. Furthermore it permits 
to evaluate Sun and Jupiter eclipse duration, 
mean β angle, global coverage and revisit, 
percentage of Jovian and anti-Jovian coverage, 
percentage of day and night coverage.    

From the knowledge of the orbit and the 
spacecraft’s position on it at the initial time , the 

propagation algorithm returns the position and 
velocity vectors, the true anomaly and the 
altitude at the instant together with the longitude 
and latitude of the point of surface the 
spacecraft is pointing (along nadir-direction). 

Since the scope is to analyze temporal 
profiles of laser altimeter performance during 
the entire mission, the outputs of the orbital 
propagator will be provided for a series of 
successive times. 

The knowledge of the current values of 
longitude and latitude allows individuating, in 
each instant of time, the precise point of 
Ganymede’s surface pointed by the laser 
altimeter along the nadir-direction. The software 
provides a map of the surface and it is possible 
to obtain a characterization of the lit-up area in 
terms of albedo, slope and roughness, 
fundamental quantities for a performance 
analysis of the instrument. 

4 Laser altimeter performance model 

The evaluation of laser altimeter 
performance is based on the concept that a 
portion of the reflected optical pulse is collected 
by the receiver telescope, focused into a 
detector, constituted, by an APD with an 
interferential filter centred on laser wavelength, 
and then analysed in width by an Electronic 
Unit. 

We assume that the ground target is a 
lambertian surface and no specular reflections 
have been considered [7]. 

The main parameters useful to characterize 
the performances of a laser altimeter for 
topographical analysis of a planetary surface 
are: 

� received pulse width (ns) representing 
how much the pulse has been spread in 
time due to the reflection by the surface; 

� probability of detection and probability 
of false alarm 

� Signal-to-Noise Ratio representing the 
ratio between the signal and noise 
power; 

� range accuracy (m) representing the 
range error in the measurement. 
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4.1 Echo pulse width 

The backscattered laser pulse, respect to 
the transmitted one, is distorted by the surface 
topographical variations within the laser 
footprint. 

For this reason, backscattered pulse has a 
minor peak power since the pulse transmitted 
energy, unless small absorption losses, is spread 
along a major interval of time and has a more 
irregular shape which cannot be predicted a 
priori  because it depends on surface profile and, 
as consequence of that, contains information 
about roughness, slope and albedo. 

An analytic expression for the mean square 
detected pulse width adapted for nadir pointing 
is provided by Gardner [7]: 
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where 1σ  is the rms laser pulse width (s), 

( )2ln22τσ =h  the rms width of receiver 

impulse response (s) with τ  low-pass filter 
impulse width, ( )ξ∆Var  the variance (m2) of 
surface roughness, c  is the velocity of light in 
vacuum (m/s), R  is the range to surface (m), θ  
the laser beam divergence angle (rad), S  the 
surface slope (rad). The terms of this equation 
refer respectively to system effect, effect 
connected to the roughness of Ganymede 
surface, and effects due to beam curvature and 
slope of the surface.  

Detected pulse with is essentially functions 
of three terms: system effects, roughness 
effects, and beam curvature and slope effects. 

4.2 Probability of detection and probability 
of false alarm 

This model predicts detection probability 

DP  and probability of false alarm FAP , which is 
the probability that the receiver noise will 
exceed the threshold and generate a false 
measure of TOF. To evaluate DP , FAP , and the 
threshold the Neyman-Pearson method is used. 

With the Neyman-Pearson method the FAP  
is set to a fixed value and the threshold is 

consequently evaluated. This approach for 
estimation of DP  and FAP  is known as “near 
exact analysis”. 

The final expressions for FAP  and DP  are 
[7]: 
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where ( )bnzP  is the conditional density 

probability in presence of background photons 
(Eq. (11)), thx  is the threshold, bn  is the total 

number of background photons (Eq. (13)), G  is 
the APD gain, SI  is the APD leakage noise 

current (A), τ  is the filter response width (s), e 
is the electron charge, ( )bs nnzP +  is the 

conditional density probability in presence of 
signal photoelectrons and background photons, 

sn  is the number of signal photoelectrons 

generated per pulse (Eq. (17)). The following 
equations present the expression for terms of 
Eq. (9) and Eq. (10). 
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where SUNλ  is the number of solar background 

photoelectron per second (s-1), GANλ  is the 

Ganymede radiation photon rate (s-1), JUPλ  is 

the number of background photoelectrons per 
second due to Jupiter’s emission (s-1), DI  is the 

APD dark current (A), aI  is preamplifier noise 

current (A/Hz1/2), )1)(/12( effeff kGGkF −−+=  

is the excess noise factor with effk  ionization 

coefficient ratio, tE  is the transmitted laser 

pulse energy (J), νh  is the photon energy with 
h  the Plank’s constant (J·s) and ν  the photon 
frequency (Hz), ρ  is the surface albedo, RA  is 
the receiving area (m2), R  is the range from 
target, RXη  is the receiver transmission, APDη  is 

the APD quantum efficiency, TXη  is the optics 

transmittance, fη  is the interference filter 

transmittance.  

4.3 Signal-to-Noise Ratio       

An adequate Signal-to-Noise Ratio (SNR) 
is fundamental in order to obtain high-quality 
ranging data, then altimeter performances 
analysis has to verify its values and how they 
influence the ranging resolution. 

In particular, laser altimeter signal strength 
depends on laser pulse power backscattered 
from the target surface and collected by the 
receiver telescope. Processes like optical shot 
noise, background noise, detector noise and pre-
amplifier noise reduces the capacity to 
discriminate the received pulse from 
background and electronic noise. 

Evaluating these components of noise, it is 
possible to compute SNR. 

The laser altimeter receiver subsystem is 
formed by a telescope, an APD detector and an 
interference filter centred on laser wavelength. 
Assuming that the fluctuation of background 
noise intensity is not at frequencies falling 
within the filter bandwidth, the signal-to-noise 
ratio at the output of the filter (for a nadir-
pointing altimeter) can be written as follows [8]: 
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where pσ  is the received pulse width (s) 

(Eq.(8)), B  is the detection bandwidth (Hz). 

4.4 Ranging resolution 

The ranging measurement resolution for a 
laser altimeter operating with the TOF single 
shot technique results inversely proportional to 
SNR due to the timing uncertainty with a fixed 
threshold level and directly proportional to the 
pulse spreading, according to the following 
relation [8]: 
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where pσ  is the received pulse width given by 

Eq. (8), and SNR is the Signal-to-Noise Ratio 
given by Eq. (18). 

5 Laser altimeter performance analysis 

In this paragraph the most significant results 
obtained implementing the software described 
in previous paragraphs will be presented.  
The laser altimeter for JGO will operate during 
the Ganymede Science Phase and particularly 
during the circular sub-phase, more suitable 
than the elliptic one for topographic studies of 
the surface. Indeed, the low altitude (200-500 
km) and very high inclination (87.5°) of the 
circular orbit guarantees a good coverage in a 
relatively short time and the possibility to 
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investigate the surface from a very reduced 
distance then with a major accuracy. 
Before to analyse the laser altimeter 
performance, let we make some considerations 
on the orbit results. 
From the orbital propagator it results that the 
coverage in longitude is practically total, while 
that in latitude is limited by the inclination of 
the orbit, then areas with latitudes major than 
±87.5° are not interested by observations. This 
can be seen in Fig. 1. 

 
Fig. 1 Satellite Coverage map 

 

For this orbit, the altitude remains constant 
with time, with important consequences for 
performance which will not be influenced by the 
changing in satellite height. Moreover, also the 
velocity doesn’t change during the orbit and the 
mission, keeping always tangential, resulting in 
an uniform horizontal mapping accuracy.  

Given the physical features (albedo, 
roughness and slope) of the portions of surface 
flown over during the chosen interval of time 
and through the instrument and mission 
parameters, performance are evaluated for each 
instant of time (for each taken sample) thanks to 
the current values related to it. In particular, for 
each time, the roughness is fixed while the slope 
is variable with a step set by the user, so that, 
for the same point, we have the values of 
performance for different values of slope within 
the interval of interest (0° ÷ 20°). 

5.1 Performance in night-light conditions 

For night light conditions the following 
parameter setting has been considered: 

• temperature of Ganymede KT 70=  [13] 
• solar spectral irradiance at Ganymede 

surface 0=sunI  

• surface reflectivity of 0.12  
• false alarm rate FAn  of 0.01. 
In order to verify in which conditions the 

laser altimeter satisfied the requirements 
proposed for detection probability DP  (95%) 

and ranging resolution vR  (10 cm), the Eq. (9), 

(10), (18), and (19) have been applied to 
evaluate DP  and vR  versus slope surface S , for 

different values of altitude (200-500 km) and at 
variance surface roughness of 3 m. the result are 
showed in Fig.2 and Fig. 4. 

The graph in Fig.2 is obtained considering 
an ideal case where the low-pass filter impulse 
width τ  is always equal to the echo pulse width 
and neglecting the receiver impulse response 
contribution. 

 

 
Fig. 2 Probability of Detection versus slope to surface 

for nFA=0.01, roughness variance Var(∆ξ)=3m and 
altitude of 200 and 500 km in nightlight conditions 

 
From Fig.2, it is possible to see that the 

requirements for the detection probability are 
fulfilled because for both the altitudes DP  is 
higher than 95%. 

Fig. 4 shows that the for an altitude of 200 
km ranging resolution is always better than the 
threshold value of 10 cm fixed by requirements 
while for an altitude of 500 km this is true only 
for slope values lower than 2.9°. 

The ranging resolution has been estimated 
from the value of the SNR using the expression 
(19). SNR versus slope is reported in Fig. 3. 
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Fig. 3 Signal-to-Noise Ratio versus surface slope for 
different heights and roughness variance of 3m in 

nightlight conditions 

 

 
Fig. 4 Ranging resolution versus surface slope for 
different heights and roughness variance of 3m in 

nightlight conditions 

 

5.2 Performance in daylight conditions 

For daylight conditions the following 
parameter setting has been considered: 

• day temperature of Ganymede 
KT 152=  

• solar spectral irradiance at Ganymede 
surface 1-2Wm0.02355923 −= nmI sun  

• surface reflectivity of 0.12 
• false alarm rate FAn  equal to 0.01. 
Also for daylight condition, the same 

method has been used to evaluate the detection 
probability and the ranging resolution and the 
results are showed in Fig. 5 and Fig. 7. 

Fig. 5 shows that for both altitudes the DP  
is always higher than 95% that is the value fixed 
as requirement for the probability of detection. 

 
 

 
Fig. 5 Probability of Detection PD versus slope to 

surface S for nFA=0.01, roughness variance 
Var(∆ξ)=3m and altitude of 200 and 500 km in 

daylight conditions 

The results of Fig. 7 show that the 
requirement about ranging resolution is always 
fulfilled for an altitude of 200 km while it is 
fulfilled only for a slope lower than 2.8° for an 
altitude of 500 km. This very low difference 
from the night-light condition is due to the high 
distance from the sun that cause a weak solar 
irradiance. 

The ranging resolution has been estimated 
from the value of the SNR using the expression 
(19). SNR versus slope is reported in Fig. 6. 
 
 

 
Fig. 6 Signal-to-Noise Ratio versus surface slope for 
different heights and roughness variance of 3m in 

daylight conditions 
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   Fig. 7 Ranging resolution versus surface slope for 
different heights and roughness variance of 3m in 

daylight conditions 

 

6 Conclusion 

The performance for the laser altimeter 
which will board on Jupiter Ganymede Orbiter 
have been analysed by means a software 
developed in MATLAB®. The study has pointed 
out how instrument performances respect 
completely the requirements for a satellite 
altitude of 200 km while for orbit altitude of 500 
km the ranging resolution falls in the 
requirements only for low slope angles. 

The considered scenario appears much 
favourable for observations in the optic-near 
infrared spectrum. Indeed, the distance of 
Ganymede from the Sun reduces background 
noise at this frequencies and the absence of an 
atmosphere around Ganymede avoids 
absorptions of the transmitted light beam. 

The possibility of JGO to collect a very 
high-quality altimetric data will improve in a 
significant way the knowledge of the 
topography of Ganymede. 
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Abstract

A method for high-order treatment of uncertain-

ties in preliminary orbit determination is pre-

sented. The observations consist in three couples

of topocentric right ascensions and declinations

at three observation epochs. The goal of prelimi-

nary orbit determination is to compute a trajec-

tory that fits with the observations in two-body

dynamics. The uncertainties of the observations

are usually mapped to the phase space only when

additional observations are available and a least

square fitting problem is set-up. A method based

on Taylor differential algebra for the analytical

treatment of observation uncertainties is imple-

mented. Taylor differential algebra allows for

the efficient computation of the arbitrary order

Taylor expansion of a sufficiently continuos mul-

tivariate function. This enables the mapping of

the uncertainties from the observation space to

the phase space as high-order multivariate Tay-

lor polynomials. These maps can then be propa-

gated forward in time to predict the observable

set at successive epochs. This method can be

suitably used to recover newly discovered objects

when a scarce number of measurements is avail-

able. Real asteroids with simulated topocentric

observations are used to show the performances

of the method.

1 Introduction

Angles-only preliminary orbit determination
(OD) of celestial body is an old problem. Gauss’
[11] and Laplace’s [13] methods are commonly
used to determine a Keplerian orbit that fits
with three astrometric observations. These two
methods have been revisited and analyzed by a
large number of authors [14; 16; 7; 15] and new
ones introduced more recently also tailored for
artificial satellites. The Double r-iteration tech-
nique of Escobal [10] and the approach of Good-
ing [12] are two examples of angles-only meth-
ods. When more than three observations be-
come available a least squares method is imple-
mented to compute a refined solution in which
the two-body approximation is lifted. This so-
lution is optimal in the sense of minimizing the
observation residuals. As an additional result,
the covariance matrix of the measurements is
mapped in the asteroids orbital elements. The
knowledge of the so-called confidence region is of
fundamental importance when the computation
the impact probability of a near Earth object
with our planet is of interest [18]. The uncer-
tainties associated to the observations is usually
propagated forward in time by the state transi-
tion matrix or Monte Carlo simulations [8; 17].

For newly discovered asteroids studying the
effect of observations uncertainties in prelimi-
nary OD can be crucial, as it strongly impacts
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on the capability of recovering the body at the
sky in future epochs. A high-order method for
1) solving the preliminary OD problem, 2) an-
alytically mapping the observation uncertain-
ties into the phase space, and 3) propagating
the uncertainty set forward in time is presented.
The differential algebra (DA) implemented in
COSY-Infinity [5] is the tool that enables the
method. Differential algebra allows for the au-
tomatic computation of the Taylor coefficients of
a function up to a specified order k, along with
the function evaluation, with a fixed amount of
effort. Available algorithms for polynomial com-
position, inversion, and evaluation, enable the
expansion of the solution of implicit equations
with respect to an arbitrary set of parameters.
The method presented in this paper is based on
a DA version of Lambert’s and Kepler’s prob-
lems, in which DA is used for the expansion of
the solution of implicit equations with respect
to observation uncertainties. A high-order it-
erative algorithm is then implemented to find
the exact solution to the preliminary OD prob-
lem and to analytically map the uncertainties
from the observation to the phase space. This
set can be propagated forward in time using ei-
ther the DA version of Kepler’s problem or in
an n-body dynamical model adopting a DA in-
tegration scheme, as already shown in [1].

2 Notes on Differential Algebra

DA techniques, exploited here to obtain k-th
order Taylor expansions of the solution of im-
plicit equations, find their origin in the attempt
to solve analytical problems by an algebraic ap-
proach [4]. Historically, the treatment of func-
tions in numerics has been based on the treat-
ment of numbers, and the classical numerical al-
gorithms are based on the mere evaluation of
functions at specific points. DA techniques rely
on the observation that it is possible to extract
more information on a function rather than its
mere values. The basic idea is to bring the treat-
ment of functions and the operations on them to
the computer environment in a similar way as
the treatment of real numbers. The straightfor-
ward implementation of differential algebra in a
computer allows to compute the Taylor coeffi-

cients of a function up to a specified order k,
along with the function evaluation, with a fixed
amount of effort. The Taylor coefficients of or-
der k for sums and product of functions, as well
as scalar products with reals, can be computed
from those of summands and factors; therefore,
the set of equivalence classes of functions can
be endowed with well-defined operations, lead-
ing to the so-called truncated power series alge-
bra [3]. Similarly to the algorithms for floating
point arithmetic, the algorithms for functions
followed, including methods to perform com-
position of functions, to invert them, to solve
nonlinear systems explicitly, and to treat com-
mon elementary functions. In addition to these
algebraic operations, the DA framework is en-
dowed with differentiation and integration op-
erators, therefore finalizing the definition of the
DA structure. The differential algebra sketched
in this section was implemented in the software
COSY-Infinity [5].

3 Iterative Correction to the Prelimi-

nary Orbit

A high-order DA-based method for the itera-
tive correction of the preliminary orbit is pre-
sented. The iterative procedure has the goal of
both refining the approximate solution obtained
by Gauss’ 8-th degree polynomial [9] and provid-
ing the functional dependence of the solution of
the preliminary OD problem with respect to ob-
servation uncertainties in terms of a high-order
Taylor polynomial. We start by initializing the
observations as DA variables by

[α] = α + δα
[δ] = δ + δδ.

(1)

where α and δ are the vector of measured right
ascensions and declinations (the observations
are performed at time t1, t2, and t3). The
square brackets indicate Taylor polynomials and
δα and δδ accounts for measurement uncertain-
ties. The line of sight vectors at t2 and t3 are

[ρ̂2] = ρ̂2 + Mρ̂2
(δα2, δδ2)

[ρ̂3] = ρ̂3 + Mρ̂3
(δα3, δδ3).

(2)

with

ρ̂i = (cos δi cos αi, cos δi sinαi, sin δi)
T . (3)
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Similarly, we initialize DA variables on the
slant ranges at t2 and t3

[ρ2]
1
−

= ρ1
−

2
+ δρ2

[ρ3]
1
−

= ρ1
−

3
+ δρ3,

(4)

where the superscript 1− indicates the first step
of the iterative procedure, and ρ1

−

2
and ρ1

−

3
are

the starting values associated to the solution of
Gauss’s 8-th degree polynomial.

The DA representation of asteroid’s state at
t2 and t3 is

[r2] = r2 + Mr2
(δα2, δδ2, δρ2)

[r3] = r3 + Mr3
(δα3, δδ3, δρ3).

(5)

Having [r2] and [r3] and the time of flight τ3 a
Lambert’s problem can be set-up. The implicit
equation that appears in the Lambert prob-
lem is solved by the algorithm described in [2],
in which the vector of parameters is given by
(α2, α3, δ2, δ3, ρ2, ρ3). The result is the Taylor
polynomial of asteroid’s velocity at t2

[v2] = v2 + Mv2
(δα2, δδ2, δα3, δδ3, δρ2, δρ3).

(6)
The state at t2 is fully available from the first
line of (5) and (6), and it can be propagated an-
alytically backward in time up to t1 by solving
the DA-based Kepler’s problem [2]. The posi-
tion vector of the object at t1 is then

[r1] = r1 + Mr1
(δα2, δδ2, δα3, δδ3, δρ2, δρ3).

(7)
Finally, the observables associated to asteroid’s
position vector at time t1 are computed, yielding

[α̃1] = α̃1 + Mα̃1
(δα2, δδ2, δα3, δδ3, δρ2, δρ3)

[δ̃1] = δ̃1 + M
δ̃1

(δα2, δδ2, δα3, δδ3, δρ2, δρ3).

(8)
Note that a tilde is used to indicate that the con-
stant parts of these polynomials are not the ex-
act right ascension and declination at t1, as the
slant ranges associated to the solution of Gauss’s
8-th degree polynomial have been used to initial-
ize the procedure.

We now want to find the exact values of ρ2

and ρ3 and the high-order Taylor expansion of
asteroid’s state at t2 with respect to observation

uncertainties. We start by subtracting (1) to (8)

[∆α̃1] = [α̃1] − [α1] = ∆α̃1+

+ M∆α̃1
(δα, δδ, δρ2, δρ3)

[∆δ̃1] = [δ̃1] − [δ1] = ∆δ̃1+

+ M
∆δ̃1

(δα, δδ, δρ2, δρ3),

(9)

which is an high-order Taylor map representing
the observations defects. Note that for the exact
values of ρ2 and ρ3 the constant part of maps
(9) would be zero. We now need a) to find the
variations δρ2 and δρ3 necessary to cancel out
these constants and b) to express r2 and v2 as
Taylor polynomials in δα and δδ only.

The first step is to work with an origin pre-
serving map

[∆α1] = [∆α̃1] − ∆α̃1 =

= M∆α1
(δα, δδ, δρ2, δρ3)

[∆δ1] = [∆δ̃1] − ∆δ̃1 =

= M∆δ1(δα, δδ, δρ2, δρ3)

(10)

and to build an augmented Taylor polynomial
by adding identities in observation deltas









∆α1

∆δ1

δα
δδ









=









M∆α1

M∆δ1

Iα

Iδ

















δα
δδ
δρ2

δρ3









. (11)

This polynomial map can be inverted using ad-
hoc algorithms implemented in COSY-Infinity,
yielding









δα
δδ
δρ2

δρ3









=









M∆α1

M∆δ1

Iα

Iδ









−1 







∆α1

∆δ1

δα
δδ









. (12)

Extracting the two last lines we obtain

[

δρ2

δρ3

]

=

[

Mρ2

Mρ3

]









∆α1

∆δ1

δα
δδ









. (13)

We now evaluate the map (13) in [∆α1] = −∆α̃1

and [∆δ1] = −∆δ̃1, obtaining

[ρ2]
1
+

= ρ1
+

2
+ Mρ2

(δα, δδ)

[ρ3]
1
+

= ρ1
+

3
+ Mρ3

(δα, δδ),
(14)
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where the subscript 1+ indicates the Taylor
polynomial of the corrections of the slant ranges
to be applied at the end of the first iteration.
Note that this step is the high-order counterpart
of classical Newton’s method.

The second iteration starts with the Taylor
polynomials of the slant ranges given by

[ρ2]
2
−

= [ρ2]
1
−

+ [ρ2]
1
+

+ δρ2 =

= ρ2
−

2
+ Mρ2

(δα, δδ, δρ2)

[ρ3]
2
−

= [ρ3]
1
−

+ [ρ3]
1
+

+ δρ3 =

= ρ2
−

3
+ Mρ3

(δα, δδ, δρ3),

(15)

where now the explicit dependence on the en-
tire set of observations appears. Thus, from the
second iteration, the Taylor polynomials (5)–(8)
depend on all (δα, δδ, ρ2, ρ3). The iterative pro-
cedure ends when the values of ∆α̃1 and ∆δ̃1 are
smaller that a prescribed tolerance. The Taylor
polynomials of the slant ranges at the last iter-
ation k are

[ρ2] = [ρ2]
k−

+ [ρ2]
k+

= ρ2 + Mρ2
(δα, δδ)

[ρ3] = [ρ3]
k−

+ [ρ3]
k+

= ρ3 + Mρ3
(δα, δδ).

(16)
Using these expressions the asteroid position
vector and velocity at t2 assume the form

[r2] = r2 + Mr2
(δα, δδ)

[v2] = v2 + Mv2
(δα, δδ).

(17)

Note that, as a result of the iterative proce-
dure, r2 and v2 exactly satisfy (in the two-body
model) the nominal observation set (α, δ). Fur-
thermore, for any displaced value of the observ-
ables, the solution of the preliminary determi-
nation problem is computed by evaluating the
polynomial (17) in the corresponding values of
(δα, δδ).

4 Observable set propagation

The algorithm described in Sect. 3 represents
the core of the method. The map (17) is a
high-order analytical representation of the func-
tional dependence between asteroid’s observable
set and its state vector at t2. The analogous map
at t1 and t2 is gained by the DA-based solution of

a backward and forward Kepler’s problem. The
result is

[r1] = r1 + Mr1
(δα, δδ)

[v1] = v1 + Mv1
(δα, δδ)

(18)

and
[r3] = r3 + Mr3

(δα, δδ)
[v3] = v3 + Mv3

(δα, δδ).
(19)

Furthermore, in a similar way, the asteroid state
can be propagated to an arbitrary epoch t4, ob-
taining

[r4] = r4 + Mr4
(δα, δδ)

[v4] = v4 + Mv4
(δα, δδ).

(20)

In principle the propagation of the asteroid
can be performed using an arbitrary dynami-
cal model including all the sources of perturba-
tions that may be relevant on asteroid motion,
as shown in [1]. Once the asteroid state at the
arbitrary epoch t4 is available, the high-order
Taylor map between the observables at t4 and
the observations uncertainties is obtained as

[α4] = α4 + Mα4
(δα, δδ)

[δ4] = δ4 + Mδ4(δα, δδ).
(21)

The Taylor polynomials (21) analytically de-
scribe how the measurement uncertainties (α, δ)
are mapped into the set of observables at an ar-
bitrary epoch t4. Thus, Eq. (21) analytically
describes the region of the sky to be observed
to recover the asteroid, for given estimates of
observation accuracies.

5 Expansion Accuracy Analysis

The algorithms introduced in Sec. 3 and 4 ex-
pand the solution of preliminary OD and prop-
agate the observable set as Taylor polynomi-
als of order k in the measurement uncertain-
ties. The convergence radius of these Taylor
polynomial maps depends on both the expan-
sion order k, the uncertainty values, and the
problem at hand (i.e., asteroid’s orbital param-
eters, asteroid–observer relative configuration,
and time intervals between observations). To
analyze these aspects the observation of two as-
teroids are considered in Sec. 6. For the first one
the observation is almost in opposition, whereas
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for the second a condition close to quadrature is
analyzed. For each asteroid two different sets of
observation epochs and different values of mea-
surements accuracies are examined.

The accuracy analysis of the Taylor expan-
sions is performed by comparing the outputs of
two Monte Carlo runs, one based on classical
pointwise Gauss’ method and the other on the
DA-based algorithm presented in Sec. 3. The
procedure is:

1. Define the test case: asteroid, observatory,
measurements statistics, epoch of the three
observations, and the date of the fourth
planned observation t4.

2. Compute the nominal observation set, i.e.
(α, δ).

3. Perform a single DA-based OD algorithm
run and propagate the solution up to t4, ob-
taining the maps (17), (18), (19), and (20).

4. Generate N “pointwise” observation devia-
tions compatible with measurements statis-
tics, (δαi, δδi)

PW .

5. Evaluate maps (17), (18), and (19)
in (δαi, δδi)

PW , and compute the as-
sociated “differential algebra” deviations
(δαi, δδi)

DA.

6. Evaluate map (20) in (δαi, δδi)
PW , obtain-

ing r
DA
4,i .

7. For each (δαi, δδi)
PW solve the OD prob-

lem with pointwise Gauss’ method and
propagate each solution up to t4 by solving
N pointwise Kepler’s problems, obtaining
r

PW
4,i .

8. Compute the defects ǫα,δ =
max
i=1,N

||(δαi, δδi)
DA − (δαi, δδi)

PW ||

and ǫr4
= max

i=1,N
||rDA

4,i − r
PW
4,i ||.

The accuracy of the DA-based OD algorithm
is evaluated by ǫα,δ. The accuracy of the Taylor
expansion of asteroid’s state at t4 is assessed by
ǫr4

. It is worth mentioning that Gauss’ method
is assumed to deliver the exact solution for all
(δαi, δδi)

PW . This is true as far as the iterative

Gauss procedure converges for all considered de-
viations. Furthermore, ǫr4

includes the expan-
sion errors of both the DA-based OD algorithm
and the DA expansion of Kepler’s problem nec-
essary for the propagation of the solution up to
t4.

6 Test Cases

The preliminary OD of two known asteroids is
analyzed. For the two asteroids, the simulation
considers observations made by the observatory
of the official discovery. Asteroid J95E01K was
discovered at Oizumi observatory and Asteroid
K09S19T at Santa Maria de Montmagastrell.
Observation dates close to those of the discovery
are considered. These dates are slightly mod-
ified to reproduce an observation close to op-
position for Asteroid J95E01K and to quadra-
ture for Asteroid K09S19T. Two test cases are
presented for each asteroid. In the first one
t2 − t1 = t3 − t2 = 1 day (labeled as case A),
whereas in the second one t2 − t1 = 2 hr and
t3 − t1 = 1 day (labeled as case B).

6.1 Asteroid J95E01K

For case A, Gauss’ 8-th degree polynomial has
three real positive roots. The DA-based prelim-
inary OD algorithm converges in two iterations
to the true solution starting from r2 = 1.41701
AU (Note that with the same guess 52 iterations
are necessary for the pointwise Guass’ method
described in [9].)

Figures 1 and 2 show the accuracy of the DA-
based algorithm for the solution of the prelimi-
nary OD and the successive propagation up to
t4 = 30 days, respectively. The procedure de-
scribed in Sec. 5 is applied to assess the accuracy
of the expansion for observations standard devi-
ations σ = 0.15, 0.3, 0.45 arcsec (these values are
compatible with those collected by Bykov et al.
[6]). A same value of standard deviation is used
for declination and right ascension angles. A 6-
th order computation is highly accurate for both
the solution of the OD problem and the propa-
gation of the asteroid state up to 30 days. This
value is chosen as it is the observation window
from the Earth.
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Figure 1: Accuracy of the DA-based preliminary
OD algorithm as function of order and observa-
tion uncertainties.
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Figure 2: Accuracy of the DA-based propaga-
tion (30 days) algorithm as function of expan-
sion order and observation uncertainties.

In Figure 3 and 4 the Taylor polynomials of
the solution and the forward propagation are
plotted, for σ = 0.3 arcsec. The polynomials are
plotted by evaluating each variable in −3σ, 0, 3σ
arcsec, thus 36 polynomial evaluations are nec-
essary. Note that the solution is plotted every
10 days up to the final value t4 = 30 day (the
label 0 is associated to the central observation;
labels 1, 2, and 3 are separated by 10 days).

Figure 5 and 6 report the accuracy analy-
sis for case B. In this case the Gauss 8-th de-
gree polynomial has only one positive real root,
r2 = 1.415469. The DA-based algorithm con-
verges in 2 iterations, whereas the pointwise
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Figure 3: Propagated asteroid position sets.
Sixth order expansion and propagation up to 30
days for σ = 0.3 arcsec.
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Figure 4: Propagated observable sets. Sixth or-
der expansion and propagation up to 30 days for
σ = 0.3 arcsec.

Gauss method takes 25 iterations. Due to closer
observations, the solution is much more sensitive
to the observation accuracy. As a result, a maxi-
mum value of σ = 0.3 arcsec can be managed, re-
quiring a seventh order expansion to achieve suf-
ficient accuracy. The convergence radius of the
Taylor expansion can be estimated by inspect-
ing the coefficients of the Taylor expansion. This
can be done in two steps. First, the maximum
absolute value among the coefficients of mono-
mials of the same order is identified. Then, an
exponential fitting of these values is computed
with respect to the expansion order. The con-
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Figure 5: Accuracy of the DA-based preliminary
OD algorithms as function of order and measure-
ment uncertainties.
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Figure 6: Accuracy of the DA-based propaga-
tion (30 days) algorithm as function of order and
measurement uncertainties.

vergence radius is estimated by r = ck−1
max

ck

max

, where

ck
max is the maximum absolute value among the

coefficients of monomials of order k, evaluated
by the curve fitting. For this test case the es-
timate of the convergence radius is 1.3 arcsec,
which is smaller than perturbations associated
to σ = 0.45 arcsec.

In figures 7 and 8 the Taylor polynomials of
the solution and the forward propagation are
plotted, for σ = 0.15 arcsec. The solution is
plotted at the central observation epoch t2 and
at the final value t4 = 30 days. The increase in
the size of the observable set is appreciable.
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Figure 7: Propagated asteroid position sets.
Sixth order expansion and propagation up to 30
days for σ = 0.15 arcsec.
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Figure 8: Propagated observable sets. Sixth or-
der expansion and propagation up to 30 days for
σ = 0.15 arcsec.

6.2 Asteroid K09S19T

For case A, Gauss’ 8-th degree polynomial has
three real positive roots. The DA-based prelim-
inary OD algorithm converges to the true solu-
tion starting from the value r2 = 1.03270 AU in
two iterations (the poitnwise Gauss method in
this case does not converge).

Figures 9 and 10 show the accuracy of the
DA-based algorithm for the solution of the pre-
liminary OD and the successive propagation up
to t4 = 100 days, respectively. Values of σ =
0.15, 0.3, 0.45 arcsec are considered to assess the
accuracy of the expansion using the procedure
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Figure 9: Accuracy of the DA-based preliminary
OD algorithms as function of order and measure-
ment uncertainties.
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Figure 10: Accuracy of the DA-based propaga-
tion (100 days) algorithm as function of order
and measurement uncertainties.

described in Sec. 5. Note that, as the pointwise
Gauss algorithm does not compute the true solu-
tion, Figure 10 accounts for the accuracy of the
DA expansion of Kepler’s problem only. A 6-
th order computation guarantees sufficient accu-
racy for both the solution of the preliminary OD
problem and the propagation of asteroid state
up to 100 days.

In Figure 11 and 12 the Taylor polynomials
of the solution and the forward propagation are
plotted for σ = 0.3 arcsec. The solution is plot-
ted at the central observation epoch t2 and at
every 25 days up to t4 = 100 days.

In Figures 13–16 analogous results are plotted
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Figure 11: Propagated asteroid position sets.
Sixth order expansion and propagation up to 100
days for σ = 0.3 arcsec
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Figure 12: Propagated observable sets. Sixth
order expansion and propagation up to 100 days
for σ = 0.3 arcsec.

for the case of t2− t1 = 2 hr and t3 − t1 = 1 day.

7 Conclusions

A high-order method for solving angles-only pre-
liminary OD problems and analytically mapping
uncertainties from the observations to the phase
space has been presented. The method relies on
the tool of differential algebra, which allows for
the automatic computation of the Taylor coef-
ficients of a function up to a specified order k,
along with the function evaluation. As the un-
certainty set in the phase space can be nonlin-
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Figure 13: Accuracy of the DA-based prelim-
inary OD algorithms as function of order and
measurement uncertainties.
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Figure 14: Accuracy of the DA-based propaga-
tion (100 days) algorithm as function of order
and measurement uncertainties.

early mapped forward in time up to an arbitrary
epoch, the method can be potentially used to re-
cover asteroids’ for which scarce observations are
available.

Simulated observations of two known aster-
oids have been used to assess the method per-
formances. For the considered cases the num-
ber of iterations necessary for the method to
converge is limited to two or three. Further-
more, for one case, convergence is reached even
when Gauss’ method does not. Throughout the
manuscript more emphasis was given to the ca-
pability of mapping uncertainties rather than on
the convergence properties. Future works will
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Figure 15: Propagated asteroid position sets.
Sixth order expansion and propagation up to 100
days for σ = 0.3 arcsec
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Figure 16: Propagated observable sets. Sixth
order expansion and propagation up to 100 days
for σ = 0.3 arcsec.

be devoted to a detailed analysis of the conver-
gence properties by running a large test cam-
paign. Furthermore, the use of the solution of
Gauss’ 8-th degree polynomial as first guess for
the iteration procedure will be lifted to gain in-
dependency from the hypothesis of sufficiently
close and not aligned observations (being based
on Lambert’s and Kepler’s problem, the itera-
tive procedure is independent from observation
gaps and configuration). A study on suitable
starting values for the slant ranges ρ1

−

2
and ρ1

−

3

would be then mandatory. The final goal is to
deliver a software for application to real scenar-
ios.
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Abstract 
In this note we design optimal low-thrust station 
keeping maneuvers for geostationary satellites. 
As the orbital perturbations would move the 
satellite from its nominal position, station 
keeping maneuvers are needed to stabilize the 
satellite about a given longitude. The system of 
equations we use models the satellite's motion 
through spherical coordinates. The optimal 
control problem is solved with the 
approximating sequence of Riccati equations. 
Results show the feasibility of the proposed 
application as well as the advantages intrinsic 
in low-thrust systems. 

1 Introduction  
The most important mission requirement for 

a geostationary (GEO) satellite is position 
control, in order to have extremely small 
deviations with respect to the nominal position 
for the entire lifetime of the satellite. As the 
number of GEO satellites is constantly growing, 
with a great congestion in the most interesting 
position windows, the reduction in the 
acceptable deviations from nominal positions 
becomes necessary. It is then important to 
program an effective control strategy, called 

station keeping (SK), capable of counteracting 
the perturbations that act on a satellite. 

In an ideal model the satellite would exactly 
remain on the GEO orbit and no corrections 
would be necessary to preserve its position. 
Nevertheless, the real motion is characterized by 
the presence of several perturbations which may 
have gravitational nature, as those given by the 
Earth oblateness and by the gravitational forces 
of the Moon and Sun, or non-gravitational 
nature, as the solar radiation pressure [1,2]. 
Compared to the gravitational attraction of the 
Earth, these perturbations have a small 
magnitude but they cannot be neglected as their 
effect is considerable in the lifetime of a 
satellite, which is typically on the order of 
years. This asks for the introduction of SK 
maneuvers. 

The position of GEO satellites is usually 
controlled with chemical, high-thrust engines. 
Chemical thrusters are typically fired once 
every two weeks. Given the small ratio between 
the maneuver time and the GEO orbital period, 
chemical thrusts is considered with good 
approximation as impulsive. More recently, the 
use of low-thrust systems is being considered as 
a powerful alternative to the chemical 
propulsion [3]. The advantage offered by low-
thrust systems is twofold: 1. they guarantee a 
good pointing of the thrust vector, so achieving 
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an accurate execution of the SK maneuver; 2. 
they have the specific impulse which is 
approximately ten times that of chemical 
thrusters, so allowing a considerable saving of 
propellant mass [4]. The low-thrust SK 
represents a controlled motion (their effect is no 
longer modeled as producing impulses), and it 
can be approached with the optimal control 
theory. One recent theory applicable to the 
control of nonlinear systems is the 
approximating sequence of Riccati equations 
(ASRE), which allows solving optimal control 
problems for nonlinear, time varying, systems. 
It is based on the iterative solution of a sequence 
of linear quadratic control problems, which 
converges to the exact solution of the problem. 

In this work we use the ASRE to solve the 
nonlinear optimal control that models the low-
thrust SK of GEO satellites. 

2 Dynamical Model 
Among the possible formulations of the 

satellite dynamics, the model in spherical 
coordinates has been adopted since it allows to; 
1) immediately adapt to the ASRE control 
scheme; 2) make the angular coordinates 
coincide with position error, for easy 
understanding of the results; 3) simplified 
models of perturbations are available in this 
reference system. 
 

 
Fig. 1 Spherical coordinates adopted 

 
With reference to Figure 1, the system of 

equations used to model the satellite’s motion is 
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where (r, λ, ϕ) is a set of spherical coordinates 
(r is the radius, λ is the longitude deviation from 
the nominal position, ϕ is the latitude), µ and ω 
are the Earth’s gravitational parameter and 
angular velocity, respectively. Eqs. (1) embed 
the orbital perturbations, ap, which are 
decomposed into their radial, tangential, and 
normal terms (apr, apλ, apϕ). These terms model 
the following perturbations: 1. the Earth’s 
oblateness; 2. the luni-solar gravitational 
attraction; 3. the solar radiation pressure. The 
orbital perturbations alter the two-body 
dynamics, and deviate the satellite from its 
nominal position, so producing an uncontrolled 
motion. 

All perturbations are modeled and evaluated 
through a potential function method. This is 
common practice to model the non-uniform 
gravity field of the central body, and it is here 
adopted also for the other perturbations [5,6] for 
ease of use within the nonlinear state-space 
model that will be adopted for the control 
design. 

The gravity potential is modeled taking into 
consideration the first three terms in the series 
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where Pl,m are Legendre polynomials, function 
of sinϕ, Cl,m and Sl,m are known coefficients. 

Third body gravitational perturbations are 
evaluated with the second order potential 
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indicates the angle between the satellite position 
and the third body position (see Fig.2). In the 
present work the Sun and the Moon have been 
considered as third bodies. 

 

 
Fig. 2 Third body parameters 

Solar radiation perturbation has been 
modeled through the pseudo-potential function 
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where, with reference to Fig.3, A/m is the area 
to mass ratio of the satellite, β takes into 
account the surface properties of the satellite 
(β=1 indicates total reflection, β=0 total 
absorption), ψS indicates the angle between the 
satellite position and the Sun position, Ssatu  
indicates the Sun-satellite direction, CS is the 
solar flux intensity and c is the speed of light. 

The perturbation accelerations acting on the 
spacecraft are then evaluated as the gradient of 
the potential functions above mentioned. The 
expressions of the accelerations due to each 
perturbation are collected in the Appendix. 

When used for numerical analysis, the 
dynamic model is formulated normalizing some 
units for better numerical consistency. The unit 
of length is taken equal to the GEO orbit radius, 
the gravitational parameter of the Earth µ is 
taken as equal to 1, and accordingly the unit of 
time is such that the orbit period is equal to 2π 

units of time, which means that the unit of time 
is approximately 3.82 hours. 

 

 
Fig. 3 Solar radiation perturbation 

 

3 Optimal Control 
The controlled dynamics is defined by 

adding the terms ur, uλ/(r cosϕ), and uϕ/r to the 
three Eqs. (1), where u = (ur; uλ; uϕ) is the low-
thrust control vector. The controlled dynamics 
can be written in the form 

 
 )()()()( tt,tt, uxBxxAx +=  (5) 

 
where x is the six-element state vector 
(positions and velocities). The nonlinear 
objective function is 
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where S, Q are two positive-semidefinite 6×6 
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3.1 The ASRE Method 
The nonlinear, control-affine system (5), 

together with the performance index (6), define 
an optimal control problem (the initial state, x0, 
is assumed given). This problem is solved with 
a method called approximating sequence of 
Riccati equations (ASRE). This method is a 
series of time-varying linear quadratic 
regulators whose solution is proven to converge 
to the optimal solution of the nonlinear problem 
[7,8]. Once the problem is factorized into the 
form (5), the successive approximation scheme 
is initiated by evaluating the state and control 
pseudo-matrices using the problem’s initial 
condition and zero control. The associated time-
varying linear quadratic regulator problem is 
solved and its solution is used to evaluate the 
state and control pseudo matrices in the 
successive step.  
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At the [i]-th step, the following problem has 

to be solved 
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whose solution produces x[i], u[i] (x[i-1] is the 
solution of the previous step). Iterations go on 
until a certain convergence criterion is satisfied; 
i.e., |x[i]-x[i-1]|≤ε, where ε is a prescribed 
tolerance. 

At each step, the solution is found by solving 
a two-point boundary value problem, derived by 
assembling the Euler-Lagrange equation 
associated to the optimal control problem 
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The general solution can be found by 

evaluating the state transition matrix associated 
to problem (11)-(12), and solving for the adjoint 
variable λ . This is obtained with the following 
algorithm: 

- Partition the augmented state vector in 
order to separate the states that are fixed 
at final time, along with their associated 
adjoint variables 
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- write the general solution using the state 

transition matrix 
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- write the solution at t=tf and evaluate 

λ 1(t0) 
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- write the linear combination 

( ) ( )ff tˆtˆˆ λxS − , where Ŝ  is the partition 
of S associated to the unconstrained final 
state 
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- assuming that the initial state is known, 

evaluate ( )0tλ̂  from Eq.(16). Now the 
entire initial condition vector is known, 
so that the system can be integrated 
forward in time and the control law 
becomes 

 
 ( ) ( )tt TλBRu 1−−=  (17) 

 
More details on the procedure can be found 

in [9]. This method, which represents a variant 
of the standard ASRE method, allows us to 
consider a mix of boundary conditions on state 
and controls, therefore it allows us to solve a 
wide class of control problems. 

4 Control Requirements 
The position control requirement for a GEO 

satellite can be in short summarized as the need 
to maintain a position within a window centered 
in the nominal longitude and defined by the 
maximum errors in longitude and latitude (see 
Fig. 4) 

 

 
Fig. 4 SK control requirements 
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In a typical mission the maximum deviation is 
of 0.05 degrees. 

The SK position control is characterized by 
three distinct operations:  

- orbit determination, that estimates the 
actual position of the satellite on the basis 
of available measurements; 

- maneuver planning, in which the actual 
control commands are evaluated; 

- maneuver execution, in which the control 
is effectively applied to the satellite. 

The three phases are normally all 
synchronized with an overall control period TSK. 
The first two phases are within a free drift 
period TFD, while the third phase has a period TC 
(see Fig. 5). The free drift period is normally 
defined on the basis of the disturbances, so that 
the satellite remains within the prescribed 
control window. 

 

 
Fig. 5 SK maneuver planning 

5 Application Example 
The SK control algorithm has been applied to 

a sample test case, considering a satellite with 
overall mass m0=3000 kg, surface exposed to 
Sun equal to 100 m2, optical reflection 
coefficient equal to 0.5, positioned nominally at 
a longitude λn = 60° East. Since this position is 
unstable, the satellite would drift eastward, 
essentially because of the non-uniform Earth’s 
gravity field. In order to limit the drift to the 
limit value εmax = 0.05 degrees, a free drift 
period of 1.5 days is the maximum possible. In 
order to increase the free drift period, in the 
present example the nominal longitude λn has 
been shifted westward by 0.04 degrees, so 
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allowing to consider a free drift period TFD of 
2.5 days. The control period TC has been fixed 
at 0.5 days. The final time constraint has been 
explicitly posed only to latitude and longitude 
drift, setting them to zero, while the remaining 
states of the system have no hard constraint at 
final time, their errors are the result of the 
minimization of the control cost function. 

Figure 6 shows the trajectory during 1 
control cycle. The performances are satisfactory 
in terms of position control, well within the 
assumed bounds. 

 
Fig. 6 Trajectory during 1 control cycle 

Figure 7 reports the same results for a 
mission time of 1 month, shoving the same 
average performances. During one month, the 
overall control requirements, measured as 
velocity increment, are ∆V=6.59 m/s. 

 

 
Fig. 7 Trajectory during 1 month 

It is remarked that the control cycle is not the 
same at each cycle due to the change in position 
of the Moon and the Sun, with consequent 
change in the perturbations acting on the 
satellite.  

Figure 8 reports the same results for a 
mission time of 1 year, shoving the same 
average performances and highlighting the 
differences between controlled and uncontrolled 
motion. The overall control requirements, for 1 
year, are ∆V=79.69 m/s. Assuming the control 
is performed with a low thrust propulsion 
system with specific impulse Isp=3000 s, the 
propellant mass required would be 8.11 kg/year, 
evaluated according to the rocket equation 
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This result is extremely interesting, since the 

position control is effective with low fuel 
consumption. A comparison has been made with 
two other methods available in the literature, for 
similar test cases, and the results are collected in 
Tab. 1. The ASRE method has been compared 
to a fixed horizon optimal control (FHOC) and 
to a receding horizon optimal control (RHOC). 
It is pointed out that ASRE is actually a fixed 
horizon control method, and the comparison of 
Tab. 1 shows the improvements achieved by 
ASRE over FHOC, almost reaching the 
performance of the RHOC. 

 
Tab. 1 Comparison of results 

Method ΔV 
(m/s) 

Yearly propellant 
consumption (kg) 

ASRE 79.69 8.11 

FHOC [10] 180.48 18.34 

RHOC [10] 69.56 7.08 
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Fig. 8 Latitude and longitude errors during 1 year 

 

6 Conclusion 
This paper has shown how a modern ASRE 

control theory can be applied to the station 
keeping of geostationary satellites. One variant 
of the ASRE method has been elaborated in 
order to find a solution as a sequence of 
TPBVP, allowing to solve problems with a mix 
of constrained and unconstrained terminal 
states. 

Numerical results and simulations on one 
realistic sample case confirm the effectiveness 
and accuracy of the proposed method. 

The method and the results obtained allow us 
to define some future enhancements of the 
work. Special attention should be devoted to the 
optimization of the factorization and the 
selection of appropriate weight functions, for 
improved numerical performances of the 

algorithm. Furthermore, the control law should 
be in some way adapted to the actual thrust 
available, and finally it would be interesting to 
separate EW station keeping from NS station 
keeping, for improved performances. 
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Appendix 
The perturbation terms in the satellite 

dynamics are derived using a potential function 
model. The complete expressions of the 
perturbing accelerations are: 
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Longitude acceleration due to Earth’s oblateness 
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Latitude acceleration due to Earth’s oblateness 
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Abstract 1 
A broad range of security technologies and 
processes is installed at the airport to prevent 
threats to aviation from being successfully 
performed. New measures are often 
implemented as direct reactions to aviation 
security incidents, adding layer after layer to 
the security system. 

The initial desire for more security inevitably 
entails a conflict of interests as more security 
often leads to less liberty, justice and privacy. 
Regarding this trade off, a comprehensive 
assessment of ethical aspects of airport security 
should always precede the development of new 
technologies and the implementation of new 
security standards. In the paper the 
development of a questionnaire for a passenger 
survey is described, which was conducted to 

                                                 
 
 
 
1 The results of this work are part of the research project 
SiVe, which is (partially) financed by the German Federal 
Ministry of Education and Research (BMBF). SiVe is part 
of the Security Research Program initiated in the context 
of the High-Tech Strategy by the German Federal 
Government. 

investigate the connection of ethical aspects and 
airport security measures. Findings will be 
presented that allow evaluating current 
measures as well as anticipating reactions to 
possible future technologies, processes or 
standards. 

1 Motivation 
During the last decades civil aviation has 

been a preferred target for terrorists’ attacks. 
Airports are the gateways through which most 
potential attackers have to pass through in order 
to reach an aircraft and consequently attract 
maximum attention. A broad range of security 
technologies and processes is installed to 
prevent this scenario from happening. At current 
passenger checkpoints and baggage control 
stations objects that could possibly cause 
trouble on board are focused on. The measures 
passengers face today have been subsequently 
introduced, adding layer after layer to the 
security system. Implementations of new 
technologies or processes often took place as 
direct reactions to aviation security incidents. 
One example is the 2006 transatlantic aircraft 
plot leading to an immediate liquid ban, 
followed by the introduction of detection 
devices for liquids, aerosols and gels (LAGs) at 
European airports [1]. 
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The technological benefit derived from new 
measures regarding the identification of 
potentially dangerous objects usually is the 
main concern during the development and 
implementation phase. The fact that passengers 
– the customers of both airline and airport – 
have to pass through more and more invasive 
security checks is readily pushed into the 
background. But these technologies and 
processes are not only employed on luggage or 
cargo, but on humans, which has far reaching 
effects for their public acceptability and thus for 
air travel as such. The initial desire for more 
security inevitably entails a conflict of interests: 
more security often affects other basic rights, 
thus leading to e.g. less liberty, justice and 
privacy for the passenger.  

So far the literature addressed general issues 
on ethics and security [2], ethical issues 
concerning specific security technologies [3] as 
well as the situation on specific airports [4]. 
This paper proposes an approach for the 
assessment of ethical issues in aviation- or 
airport-security in a systematic way and offers a 
way to link the upcoming ethical problems to 
specific airport security processes and 
technologies 

2 Introduction 
In the following passage the two basic terms 

in this context, ethics and security, are defined. 
The significance of both concepts for research 
in the field of airport security will be discussed.  

First of all, ethics is based on the Greek word 
ethos, meaning ‘character’ or ‘custom’ [5]. The 
term relates to principles of human conduct that 
“provide the basic guidelines for determining 
how conflicts in human interests are settled and 
for optimizing mutual benefits of people living 
together in groups” [6]. Thus, by studying ethics 
one critically examines moral practices and 
human conduct resulting from a body of 
unwritten rules and habits underlying society.  

The term security stems from the Latin 
securitas, which consists of sine (‘without’) and 
cura (‘worry’/ ‘sorrow’). The notion of security 
greatly depends on the context of its use [7]. In 
terms of airport security and security ethics it 
can be defined as “the integrity of the 

individual, particularly his or her body, and the 
integrity of the infrastructure critical to the 
functioning society” [3]. 

A basic level of security is an important 
prerequisite for cultural development and social 
life, as a constant feeling of insecurity limits 
individual freedom [3] and possibilities for 
development on both a personal and a societal 
level. Today security is no longer viewed as 
naturally given but as something that has to be 
actively created and maintained. In the course of 
globalization a shift has taken place in the 
security landscape: internal and external 
security cannot be seen separately anymore. A 
worldwide network of trade, commerce and 
travel leads to shared vulnerabilities but also to 
a global solidarity. A “merging of global threats 
and local fears” can be observed [8]. The feeling 
of insecurity is further encouraged by a 
development Baumann named ‘liquid life’ and 
defined as a life lived in “a society in which the 
conditions under which its members act change 
faster than it takes the ways of acting to 
consolidate into habits and routines” [9]. In 
times of high insecurities people accept severe 
restrictions of their fundamental rights to restore 
a certain level of subjective security (such as the 
“Patriot Act” in the aftermath of 9/11). 

Security technologies and processes are 
introduced at the airport to protect people from 
unlawful behavior of others and to consequently 
reduce the subjective feeling of insecurity. What 
level of security seems desirable and 
appropriate is defined anew each time new 
dangers, threats and risks arise [3]. But, as 
mentioned above, measures meant to improve 
security may simultaneously violate other 
fundamental rights and values. Health, mobility, 
freedom of action, privacy, dignity as well as 
many other rights and values need to be 
carefully balanced as no fundamental right can 
be abandoned in favor of another [3]. 

In a performance driven environment, such 
as the field of airport security, the major 
concern is the effectiveness of implemented 
measures. Ethics are taken into account only in 
second instance or at an ad hoc basis [5]. 
Innovative measures will, however, never be 
accepted by a widespread public if ethically 
relevant issues are not solved beforehand [3]. 
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Thus, a thorough assessment of relevant ethical 
aspects should always precede the development 
of new technologies and the implementation of 
new security standards for aviation security. 

In this context, questions that should be 
addressed are: How does the passenger 
experience this measure? Will he perceive the 
innovation as affecting his sense of security in a 
positive way? Or will he rather feel his privacy 
or physical integrity intruded and consequently 
refrain from flying whenever possible? To 
tackle these questions related to acceptance of 
security measures, the passengers themselves 
have to be asked for their opinion. 

3 The Passenger Survey Methodology 
The following sections will give an overview 

on the content of a passenger survey conducted 
in 2010 on the acceptance of airport security 
measures and the subsequent structuring of the 
research topic. Parameters of the survey will be 
described to outline the conditions under which 
the survey took place. 

3.1 Survey Parameters 
The aim of the survey was to assess 

passengers’ attitude towards security 
technologies and processes at the airport today 
and also on the ones passengers might face in 
the future. The representative sample of n=2000 
was drawn from a travel panel of the German 
market research institute Gesellschaft für 
Konsumforschung (GfK). All respondents had 
at least flown once during the last year, thereby 
making sure that the respondents were familiar 
with current airport checkpoint procedures. The 
survey method was split between an online 
survey and postal questionnaires. This variation 
was done to equally reach different target 
groups and thus ensure the representativity of 
the survey. The respondents answered questions 
concerning their attitudes towards ethically 
relevant characteristics of security measures that 
will be described in detail in the next chapter. 

 
 

3.2 Survey Setup 
Ethical attitudes manifest themselves mostly 

in rather subtle feelings such as discomfort. 
People feel awkward or even hurt if ethical 
standards are violated. The more subtle a feeling 
the more difficult it is to clearly articulate the 
personal perception. The next logical step would 
be to specify what caused this feeling to be able 
to link ethical concerns with specific 
technologies and processes. This kind of 
abstract connection is normally not established. 
It is, thus, challenging to investigate the 
interrelation of ethical hurdles and security 
measures in a predefined survey, where face-to-
face interaction or a subjective description of 
feelings is not possible. In the preparation phase 
of the survey this was a central issue that had to 
be addressed and solved. 

In order to assess possible future measures it 
is necessary to identify general properties of 
security measures, which affect the controlled 
person, and in a second step link them to 
general dimensions of acceptance. If specific 
technologies are directly inquired in a survey 
one does not gain insights into how the 
underlying ethically relevant features of the 
technology might be assessed. Existing 
technologies can only be improved in an ethical 
sense if there is enough transparency on the 
critical properties. 

To trace what technological or processual 
aspect caused a feeling of discomfort the 
approach chosen for this study was to 
decompose security measures into ethically 
relevant dimension and to ask people about their 
feelings towards these dimensions and not 
towards actual measures. Security measures 
were decomposed in six top level dimensions, 
which were partially split further in sub-
categories: 

Movement. The regular path passengers 
normally pursue through the airport (including 
today’s checks) can be diverted if one is e.g. 
asked to follow the security personnel into a 
special room for additional checks to be 
conducted. This diversion of the regular path is 
indicated by the dimension “movement” and is 
split into two sub-categories: “movement 
diverted” and “movement not diverted”.   
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Who is controlled? The dimension “who is 
controlled?” covers if there are any 
differentiations made between the passengers, 
meaning if some passengers are asked to 
undergo a number of checks not normally 
conducted in the standard procedure. Passengers 
are not informed ahead of the process if they are 
selected or not. “Differentiation” and “no 
differentiation” are the two sub-categories in 
this dimension.  

Screening. There are different technological 
possibilities to screen a person. These are 
reflected in the sub-categories of this 
dimension: “electromagnetic (active)”, 
“acoustic” and “sniffing”. The measure for this 
category is “physical integrity” meaning 
intactness of the body. 

Who controls how? This dimension 
accounts for the fact that security checks can be 
conducted by different means. The ‘who’ in 
“who controls how?” can either be human 
beings, animals or technologies. The ‘how’ 
indicates that the passengers might be touched 
or not touched during the process. Thus, this 
dimension has six sub-categories combining the 
‘who’ and the ‘how’: e.g. “human being, no 
touch”, “human being, touch” and so on.  

Noticeability. In security checks today the 
passenger notices when he is controlled. 
Nevertheless, it is imaginable that in the future 
not every process is perceived by the passenger. 
Thus the two sub-categories of the dimension 
are “noticeable” and “not noticeable”.  

Details of passenger visible? This 
dimension concerns a specific type of 
technology that performs imaging scans of the 
human body. The result is some kind of image 
of the human body that can be assessed by 
responsible security personnel. This dimension 
is split into two sub-categories: “details of body 
are visible for personnel” and “details of body 
are not visible for personnel”. The second sub-
category can e.g. be realized by indicating 
suspicious areas on an abstract figure that can 
then be further examined by a directed pat-down 
search.  

The dimensions can be matched with existing 
security measures as each measure is composed 
from some of them. By combining the survey’s 
ratings of the relevant dimensions, single 

measures can be assessed with regard to their 
influence on the passengers’ perception. A 
walk-through metal detector, for example, 
combines the ethical dimensions “movement not 
diverted”, “no physical contact”, “conducted by 
technology”, “noticeable” and “no details of 
body visible”.  

The advantage of this approach is twofold: 
First, the decomposition allows inquiring into 
subtle personal attitudes in a way that otherwise 
would have only been possible in face-to-face 
interviews. Second, the approach offers an 
opportunity to anticipate the public’s opinion 
concerning possible future security measures, as 
they most likely will be composed of the same 
fundamental dimensions. 

4 Survey Results 
This chapter will illustrate results of the 

conducted survey. In the following section 4.1 
the structuring of the results according to the 
aforementioned dimensions of security 
measures will be discussed. In section 4.2 it will 
be demonstrated on the basis of three examples 
how the data can be employed to assess 
different technologies. 

4.1 Ethical Assessment of Security 
Dimensions 

The survey results can be analyzed according 
to the dimensions of the security measures 
described in section 3.2. Some distinctive 
features of the data set – structured according to 
the security dimensions – are presented in the 
following paragraphs to provide an overview on 
the results, which are then summarized in Table 
1. 

Movement. A vast majority of male (81.2%) 
as well as female (80.4%) participants indicated 
that they would find it acceptable if their regular 
path was unexpectedly diverted. However, the 
data indicates that the attitude towards this 
security dimension changes with age: Only 69% 
of the youngest respondents (14-24 years) felt 
that a diversion was acceptable whereas 87.6% 
of the elderly people (60+ years) would readily 
accept a respective measure. A steady shift can 
be observed between these two extremes.  
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Who is controlled? A high number of 
respondents found it acceptable if asked to pass 
through additional checks not everybody has to 
undergo. No major distinction can be noted 
concerning age, sex or income of the 
participant. For example, 79% of all male 
respondents and 82.9% of all female 
participants felt that a differentiation at the 
security checks is acceptable.  

Screening. Of the three different possible 
screening technologies only the electromagnetic 
screening is rated critical by the majority 
(51.3%). Sniffing as well as acoustic screening 
is accepted by more than two-thirds. As far as 
electromagnetic and acoustic screening are 
concerned, women are somewhat more skeptical 
than men (45.3% vs. 52.3% for electromagnetic 
screening and 66.1% vs. 73.6% for acoustic 
screening). 

Who controls how? Answers to questions 
addressing this dimension suggest that checks 
conducted by technological means are preferred 
over controls by human beings which in turn are 
preferred over animal checks. Generally, 
processes where the passengers are not touched 
are more agreed on than checks where 
passengers are touched (56.7% vs. 46.7%). 

Noticeability. Concerning the dimension 
noticeability no major distinction can be found 
between the different groups of respondents: 
neither age nor sex nor income can be seen to 
have a relevant influence on the attitude. 46.3% 
of the respondents said they would not like to 
undergo security checks that are unnoticeable. 

Details of passenger visible? A vast 
majority of passengers would readily accept a 
screening method where no details of the body 
become visible for security personnel. No 
relevant distinction can be found between 
different groups, except for the variable income: 
86.6% of the respondents with an income above 
2500€ p.a. indicated that they would accept the 
measure, whereas only 76.7% of those 
interviewed with an income below 2499€ p.a. 
agreed on the measure. The responses change 
when we take a closer look at the level of 
acceptance for measures where details of the 
body are visible for security personnel. In this 
case only 26.6% of the respondents feel they 
can accept the measure. 

Table 1 summarizes the survey results for the 
entire sample. The Table gives an overview on 
the attitude the participants expressed towards 
the different dimensions of security measures 
and is, thus, a precondition to evaluate the 
ethical criticality of today’s as well as 
tomorrow’s security measures. The higher the 
percentage in the cells, the higher the overall 
level of approval for these particular 
dimensions. 

 

Tab. 1 Survey Results: Security and Ethics 
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controlled?”). Checks that are not noticeable 
would be accepted by 54%.  

The column on the right side of the Table 
headed “feeling of security” provides additional 
information to evaluate measures. The higher 
the percentage in this column, the more 
passengers feel their subjective feeling of 
security to be improved by the respective 
security dimension. This factor can of course 
not outweigh the level of acceptance but helps 
to get a more holistic impression. 

4.2 Mapping of Security Technologies and 
Processes to General Security 
Dimensions 

In order to evaluate security processes and 
technologies according to these results, it is 
necessary to define the relevant properties for 
each security measure in terms of the six 
defined security dimensions. In most cases these 
dimensions are applicable and one of the 
options in each of the categories is valid. It is 
then possible to extract the value for the 
respective level of acceptance, physical 
integrity, or feeling of security using Table 1. If 
none of the mentioned sub-categories are 
applicable (e.g. “movement - movement not 
diverted”) the level of acceptance for the 
dimension is assumed to be 100%. With this 
approach a security measure can provided with 
a specific value for each of the six dimensions. 

For the calculation of a comparable, 
quantitative ethical measure the following 
procedure was applied. The “ethics score” of a 
security measure is calculated as the product of 
the specific values for the six relevant security 
dimensions, using either the value for 
“acceptance” or “physical integrity”. The third 
dimension of ethical relevance chosen in this 
paper, “feeling of security”, is assessed in a 
second step. 

In the following paragraphs the application 
of this approach for the ethical evaluation of 
security measures will be presented. Examples 
will be the walk-through metal detector, the 
security scanner and a new kind of technology, 
the bee-scanner. 

The metal detector is a technology that 
detects metal objects carried by the passenger 

without touching the body. It is a standard 
technology in security checks at airports today. 
The sub-category “technology, no touch” of the 
dimension “who controls how?” can be easily 
identified. 72% of the survey’s participants felt 
that such a dimension would be acceptable (see 
Table 2).  

Tab. 2 Walk-Through Metal Detector 
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The normal path one pursues through the 
airport is not diverted by this check and 
everybody has to undergo the control. 
Consequently, the sub-categories for 
“movement” and “who is controlled?” as shown 
in Table 1 are not applicable. Each sub-category 
is thus rated with a 100% acceptance.  

The screening technologies mentioned in the 
survey did not include a passive electromagnetic 
technology. And as walk-through metal 
detectors are extensively used today with no 
public reservation, a 100% acceptance is 
assumed. Noticeable checkpoints are today‘s 
standard and highly accepted (100%) and as no 
imaging technology is applied there are no 
issues to be taken into account concerning the 
last dimension in the Table (100%). Now the 
“ethics score” can be calculated by multiplying 
the specific values for this technology. The 
result is an ethics score of 72%, which indicates 
a rather high level of overall acceptance by the 
passengers.  

The figure for “feeling of security” 
corresponding with this evaluation can be 
derived from Table 1. As the only critical sub-
category for the walk-though metal detector is 
“technology, no touch” the value for “feeling of 
security” can be read off Table 1: 82% of the 
respondents felt that checks by means of a non-
touching technology would improve their 
personal feeling of security. The two high 
scores (72% Ethics Score and 82% Feeling of 
Security) indicate a very positive attitude of the 
public towards these scanners. 

Another example for the application of the 
described approach is discussed in the following 
paragraph. Here a new generation security 
scanner is analyzed (see Table 3). In some areas 
the walk-through metal detector and the security 
scanner can be allocated the same sub-
categories. This holds true for “movement”, 
“who is controlled?”, “noticeability” and “who 
controls how?”. However, the security scanner 
operates with active electromagnetic waves. 
49% of those who responded felt this to be no 
harm for their physical integrity. Furthermore, 
only 27% agree on checks that employ imaging 
technology showing details of the body to the 
personnel. By calculating the product of these 
dimensions the ethics score is generated. In this 

case it is very low because the security scanner 
touches different rather critical dimensions of 
security measures simultaneously.  

 

Tab. 3 Security Scanner 
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security personnel would make them feel more 
secure at the airport. And 82% rely on a non-
touching technology to secure the airport. 
Taking these different scores into account one 
can easily assess the security scanner as being 
very poorly accepted and not improving the 
feeling of security substantially. 

To demonstrate that this method can also be 
used to evaluate possible future technologies the 
third example will focus on a technology in the 
development phase: an unconventional sniffer 
that uses conditioned sniffer bees to detect e.g. 
improvised explosives (e.g. Inscentinel 
[http://www.inscentinel.com/]). The basic 
concept is very closely related to standard 
handheld sniffers, but inside the shell there is no 
piece of high tech but living bees with their 
reflexes conditioned to react to stimuli e.g. 
smells of explosives. 

If one presumes that bee scanners are 
integrated in the standard passenger process at 
the airport they neither would divert the 
movement of passengers nor would the 
passengers be subject to differentiation (see 
Table 4). The scanner screens by sniffing which 
82% of the respondents feel would have no 
influence on their physical integrity. This 
sniffing is done by animals that do not touch the 
passengers (46% of acceptance). As the checks 
would be noticeable and there would be no 
imaging technologies applied the screening 
would otherwise be uncritical from an ethical 
point of view. The overall ethics score for this 
security measure is 38%. 62% of those who 
responded felt their subjective feeling of 
security positively influenced by a non-touching 
animal check. The scanner would thus probably 
be moderately accepted and the feeling of 
security would be in principal positively 
influenced. 

 

Tab. 4 Future Technology: Bee Scanner 
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non-touching technology (acceptance 72%, 
feeling of security 82%) and imaging 
technologies that show no details of the body 
(acceptance 82%, feeling of security 69%). 
Security checks that are conducted by 
technologies but touch the body during the 
checks still receive a fairly high acceptance rate 
(65%) and positively influence the feeling of 
security (67%). The diversion of movement 
during checks and a differentiation between the 
passengers both received a high level of 
acceptance from the respondents (81%) and can 
thus be rated as uncritical from an ethical point 
of view. Concerning their influence on the 
feeling of security they are very poorly rated: 
only 10% and 14% of the respondents felt an 
improvement of security by these dimensions. 

Taking these results into account, 
recommendations for new security measures 
and processes can be derived. Generally, 
measures that control by technological means 
and that avoid body contact during the checks 
are judged positively by the passengers. 
Imaging technologies that do not show any body 
details are also well accepted. Furthermore, if 
the industry invented measures that would 
divert the passenger’s way or if additional 
processes would be randomly imposed, they 
would be widely accepted. From today’s point 
of view the latter technologies do not improve 
the feeling of security, but if new procedures 
containing these properties arise and experts 
propose a high efficiency in terms of risk 
reduction, they will be applicable. 

In the introduction of this paper it has been 
mentioned that security is something that has to 
be actively created and that we accept 
drawbacks concerning other basic rights to 
reach a certain level of security. The more a 
specific security measures improves the 
subjective feeling of security, the more people 
generally are willing to accept violations of 
other basic rights.  

6 Summary and Conclusions 
The active creation of security at an airport 
through different processes and technologies 
often entails a violation of other basic rights 
such as freedom or justice. The effects different 

security measures might have on these rights 
can lead to a very low level of acceptance. The 
passenger’s attitude has to be taken into account 
when planning and implementing new 
measures. To assess relevant ethical aspects a 
passenger survey was conducted. The 
development and the results are described in this 
paper.  

Recommendations derived from the survey 
can be summarized as follows: From an ethical 
standpoint and on the basis of the described 
survey data, the ideal security measure is  

• a technology,  
• which scans the passengers without 

any body contact (preferably with a 
sniffing technology) for dangerous 
devices  

• without displaying any details of the 
body to the involved security staff. 

 All these aspects are not only well accepted, 
they also improve the passengers subjective 
feeling of security. Furthermore, the 
diversion of the standard path and a certain 
unpredictability concerning who is controlled 
are both aspects, which can be rated as not 
critical from an acceptance point of view.  
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Università Roma Tre, Italy

Michael Jump

University of Liverpool, England

Hafid Smaili

NLR, The Netherlands

Achim Ionita

STRAERO, Romania

Larisa Zaicek

TsAGI, Russian Federation

Keywords: Aircraft and Rotorcraft Pilot Couplings

Abstract

Fixed and rotary wing pilots alike are famil-

iar with potential instabilities or with annoying

limit cycle oscillations that arise from the effort

of controlling aircraft with high response actu-

ation systems. Understanding, predicting and

suppressing these inadvertent and sustained air-

craft oscillations, respectively known as Aircraft-

and Rotorcraft-Pilot Couplings (A/RPCs), is a

challenging problem for the designers. Recent

experiences show that especially modern designs

are being confronted with an increasing degree of

dangerous A/RPCs. The reason is that modern

aircraft feature a significant level of automation

in their Flight Control System (FCS). The FCS

is generally intended to relieve pilot workload

and allow operations in degraded weather and

visibility conditions. Especially in modern rotor-

craft, there seem to be embedded tendencies pre-

disposing the FCS system towards triggering and

sustaining dangerous RPCs. As the level of au-

tomation is likely to increase in future designs,

extending to smaller aircraft and to different

kinds of operation, the consequences of the pilot

‘fighting’ the FCS system and inducing A/RPCs

needs to be eradicated. In Europe, the ARISTO-

TEL project (2010–2013) has been launched with

the aim of understanding and predicting modern

aircraft’s susceptibility to A/RPC. The present

paper gives an overview of the current status in

RPCs and what can be expected in future de-

signs.
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Nomenclature

AAIB Air Accidents Investigation Branch
ACAH Attitude Command/Attitude Hold
ACARE Advisory Council for Aeronautic Research in Europe
ADOCS Advanced Digital/Optical Control System
AFCS Automatic Flight Control System
AGARD Advisory Group for Aerospace Research and Development
APC Aircraft-Pilot Coupling
ARTI Advanced Rotorcraft Technology Integration
ATTHeS Advanced Technologies Testing Helicopter System
DFBW Digital Fly-by-Wire
EASA European Aviation Safety Agency
EMD Engineering Manufacturing Development
EMS Emergency Medical Services
FCS Flight Control System
FDR Flight Data Recorder
FSD Full-Scale Development
HHC Higher Harmonic Control
IBC Individual Blade Control
J-AIB Japan Accident Investigation Board
NATO North Atlantic Treaty Organization
NoE Nap of the Earth
NTSB National Transportation Safety Board
OLOP Open Loop Onset Point
PAO Pilot Assisted Oscillations
PIO Pilot Induced Oscillations
PVS Pilot-Vehicle System
PLE Position Limiting Element
QDR Quick Data Recorder
RLE Rate Limiting Element
RPC Rotorcraft-Pilot Coupling
SAS Stability Augmentation System
SCAS Stability and Control Augmentation System
TCL Thrust Control Lever
VNE Velocity Never Exceed
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1 Introduction

Today’s high performance aircraft and rotor-
craft are a product of the ever increasing de-
mands of operator requirements. They are faster
and more capable, but are consequently more
complex than their predecessors. As their com-
plexity increases, it appears that both engineers
and pilots must be prepared to deal with an
associated increased incidence of unfavourable
so-called “Aircraft- and Rotorcraft-Pilot Cou-
plings” (A/RPC). Generally speaking, A/RPCs
are oscillations or divergent vehicle responses
originating from adverse pilot-vehicle couplings.
These undesirable couplings can range in sever-
ity from benign to catastrophic; benign A/RPCs
affect the operational effectiveness of a mission,
degrading the aircraft handling qualities; catas-
trophic A/RPCs result in the loss of the aircraft
and lives. Until 1995, A/RPCs were usually
known under the name of Pilot Induced/Pilot
Assisted Oscillations (PIO/PAO), or Pilot in-
the loop/Pilot-out-of-the-loop oscillations. The
reason for this was that, in the past, the key
causal factor in A/RPCs appeared to be the pi-
lot, and the term ‘Pilot Induced Oscillations’
(PIOs) considered that he/she was mainly re-
sponsible for any such issue. Generally, for mod-
ern aircraft, it has become increasingly clear
that the pilot is not at fault and that actually it
is the rapid advance in the field of Flight Control
Systems (FCS) that has increased the sensitiv-
ity of the pilot-vehicle system to the appearance
of unfavourable A/RPC events. According to
McRuer [1], “as a matter of fact, almost every
aircraft equipped with a partial or total fly-by-
wire FCS has, at one time or another of develop-
ment process, experienced one or more A/RPC
events.” Moreover, “actuator rate limiting has
been a key contributor to many of the PIOs ex-
perienced in flight test programs and must be
considered in the development and evaluation
of the flight control system,” as reported by Tis-
chler et al. [2].

In other words, in the FCS of any modern
aircraft there seem to be some embedded ten-
dencies that predispose the pilot-aircraft sys-
tem towards A/RPC occurrence. Recently, the
European Commission launched, under the um-

brella of the 7th Framework Programme (FP7),
the ARISTOTEL project (Aircraft and Ro-
torcraft Pilot Couplings — Tools and Tech-
niques for Alleviation and Detection (http:
//www.aristotelproject.eu/), whose aim is
to advance the state-of-the-art of A/RPC pre-
diction and suppression. With a duration of
3 years, starting October 2010, and involving
partners from across Europe — Delft Univer-
sity (TUD) as coordinator and NLR from The
Netherlands, ONERA from France, Politecnico
di Milano (POLIMI) and Università Roma Tre
(UROMA3) from Italy, University of Liverpool
(UoL) from the UK, STRAERO from Romania,
PZL-Swidnik from Poland, TsAGI from Rus-
sia and EURICE from Germany, the project’s
objectives are to improve the physical under-
standing of present A/RPCs, foresee that of fu-
ture ones, and define criteria to quantify an air-
craft’s susceptibility to A/RPC. The ARISTO-
TEL project is mainly based on the experience of
previous European GARTEUR projects related
to the area of A/RPCs (i.e. FM AG-12 “Pilot-in-
the-Loop Oscillations — analysis and test tech-
niques for their prevention, phase I”, 1999–2001
[3], FM AG-15 “Pilot-in-the-Loop Oscillations
— analysis and test techniques for their preven-
tion, phase II”, 2004–2007 [4] and HC AG-16
“Rigid body and aeroelastic rotorcraft-pilot cou-
pling — prediction tools and means of preven-
tion”, 2005–2008 [5–8]) and is advised by main
helicopter manufacturers in Europe such as Eu-
rocopter and AgustaWestland. ARISTOTEL
considers also the findings of the excellent work
performed between 1995 and 1996 in the United
States by the US NRC/ASEB Study Committee
under the leadership of D. T. McRuer [1], one
of the broadest and best documented open lit-
erature investigations especially on APC prob-
lems. Further, the workshops organised on
APC problems by the NATO nations under the
AGARD Flight Vehicle Integration Panel, Work
Group 17 “Flying Qualities of Unstable Highly
Augmented Aircraft” (1991) [9], Flight Vehi-
cle Panel Workshop on “Active Control Tech-
nology” (1995) [10] and “Pilot Induced Oscilla-
tions” (1995) [11], NASA research conducted in
1995 [12] and 2001 [13] and the research of the
US Air Force [14] were also analysed by ARIS-
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TOTELians. The present paper is a synthesis of
initial ARISTOTEL’s investigations in the area
of APCs and RPCs.

2 Defining and Understanding A/RPCs

The first dilemma that one needs to solve
when analysing aircraft oscillatory behaviour is
whether or not a particular event is an A/RPC.
According to Mitchell and Klyde [15], ten differ-
ent definitions seem to exist in the open litera-
ture and many times the aerospace community
is unable to agree upon whether or not a particu-
lar event is an A/RPC. Also, it has been argued
by some experts that renaming of PIO/PAOs as
APCs in the case of aircraft or RPCs in that of
rotorcraft is even more confusing.
“The introduction of the term ‘Aircraft-Pilot

Coupling’ (APC) in the mid-1990s contributed
to the obscuration of the obvious: while the in-
tent of this new term was to capture both os-
cillatory and non-oscillatory adverse behaviors
of the aircraft-pilot system, it has further fac-
tionalized the debate as there are now questions
like, “Was this event a PIO or just APC?” and
“What’s the difference between PIO and APC?”
to be addressed in the ongoing debates” [15].
Presently, PIO/PAO are considered sub-

classes of A/RPCs. In this context, the basic
definitions of the old terminology PIO/PAO for
an A/RPC event must be recalled. PIOs (Pilot
Induced Oscillations) occur when the pilot inad-
vertently causes divergent oscillations by apply-
ing control inputs which are essentially in the
wrong direction, or have a significant phase lag
with respect to the aircraft/rotorcraft response.
High gain tasks, long time delays introduced by
the pilot while controlling the aircraft or changes
in the pilot control behaviour introduced by FCS
and control interfaces can all be the cause of
a PIO. PAOs (Pilot Assisted Oscillations) are
higher frequency phenomena related to involun-
tary control inputs given from the pilot, which
may destabilize the aircraft. Figure 1 presents
the closed loop Pilot-Vehicle System (PVS) for a
modern rotorcraft. The input into the system is
the Mission Task. This can be anything from a
tracking task, manoeuvre or forcing on the stick.
The pilot uses the task to control the integrated

Figure 1: Pilot in the loop system for RPC anal-
ysis (adapted from [16]).

vehicle system which comprises ‘inceptors’ (ma-
nipulators), ‘effectors’ (actuators controlling the
vehicle control surfaces, i.e. blade pitching sys-
tem in the case of rotorcraft), ‘sensors’, ‘dis-
plays’, ‘software interfaces’ (control laws in the
form of SAS/SCAS — Stability and Control
Augmentation System, digital filters of a FCS
etc., and display laws) and the inherent vehicle
dynamics (the ‘Rotorcraft’ block in the figure).
The output of the vehicle system is fed back to
the pilot and the various automatic systems of
the vehicle itself. The Pilot is of course the es-
sential element in the PVS; he is the one that
ultimately has to handle and evaluate all the
complex vehicle systems.
In order to understand all possible factors that

come into play during an A/RPC event, Figure 1
(adapted from [16] in the context of helicopter
RPC) added four types of variables which, ac-
cording to McRuer and Jex [17], affect pilot de-
cisions.

• Task variables comprise all the system in-
puts and control system elements external
to the pilot and which enter directly and
explicitly into the pilot’s control task. Four
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of these — forcing function, display, manip-
ulator, and controlled element dynamics —
have a major effect on the pilot dynamics.

• Environmental variables are the vari-
ables external to the pilot such as ambient
illumination, temperature, vibration, and
G-loading (to the extent that this is super-
imposed on, rather than controlled by the
pilot).

• Operator-centred variables include
such things as training, fatigue, and
motivation.

• Procedural variables (for a given exper-
imental series) include such things as in-
structions, practice, order of presentation,
etc., which can be very important to the
accuracy and generality of experimentally
based conclusions.

A closer look to Figure 1 reveals typical prob-
lems for rotorcraft that may induce RPCs:

1. In Key flight conditions, rotorcraft are in-
herently dynamically unstable, i.e. the ve-
hicle does not stabilize itself and return
to a steady flight condition after an up-
set. Moreover, rotorcraft are often required
to execute demanding manoeuvres such as
precision landings, hovering (with or with-
out slung-loads), tracking tasks or autoro-
tation. These are all high-gain tasks.

2. Rotorcraft are prone to vibrations transmit-
ted from the rotors/prop-rotors to the air-
frame. The vibrations are generated by the
inherent nature of the rotating-blade, that
transmit periodic loads to the hub fixed
frame, and also by the aerodynamic inter-
ference between the rotors and the fuselage.
Once in the cabin, vibrations can afflict the
pilot, resulting in wrong command inputs
or biodynamic coupling (unaware inputs).

3. Rotorcraft are characterized by many con-
trol couplings resulting from the interac-
tions between the dynamics of the rotating
system, the rotor, and those of the fixed
system, the airframe.

4. In conventional fixed-wing aircraft, control
moments are transmitted directly from the
control surfaces to the aircraft. In contrast,
in rotorcraft, control inputs are transmit-
ted through the swashplate to the blade
in form of pitch changes, causing the ro-
tor to flap and thence transmitting mo-
ments to the vehicle. It is well-known that
cyclic inputs are applied at 1/rev-frequency
through the swashplate mechanism. Thus,
low-frequency pilot inputs generate high-
frequency blade excitations. Clearly, rotor
blade excitations, in the form of flap and
lag motion, can be transformed back to the
fixed airframe system, where eventually a
new 1/rev-frequency shift may occur with
positive or negative sign. In order to com-
prehend this airframe-rotor transformation
mechanism of multiblade rotor systems, the
concept of rotor modes is helpful. For
example, collective rotor mode dynamics
are transferred directly without frequency
shift and cyclic rotor mode dynamics (so-
called progressive and regressive modes) are
transformed with a ±1/rev frequency shift.
Based on flight experience with modern he-
licopters, it appears that the RPCs of spe-
cial interest are associated mainly with the
multiblade rotor frequencies. For example,
excitation of the low-damped main rotor
regressive-inplane mode by cyclic inputs re-
sults in aircraft roll and pitch vibrations, or
in the excitation of the low frequency pen-
dulum mode of external slung loads by de-
layed collective and/or cyclic control inputs
due to couplings of the load dynamics via
elastic cables.

5. In rotorcraft, there exists a high inherent
phase lag between inceptor input and ve-
hicle body response due to the time re-
quired for actuator and rotor responses. Ta-
ble 1 from [18] presents the typical equiva-
lent time delays that are the result of im-
plementing a digital FCS in a helicopter
(see also Figure 4). One can see that the
rotorcraft accounts for total effective time
delays of more than 200 ms resulting from
50–70 ms inherent rotor response delays (66
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ms in the Table 1), as rotor flapping re-
sponds to pitch input with about 90 deg
phase delay, which corresponds to a quar-
ter of the rotor period and time constant
τ = π/(2Ω), some 30 ms actuator delay
and additional delays due to digital com-
puting, sensor signal shaping and filtering.
This rotor inherent delay is not present in
control loops in fixed wing aircraft. The
delay typically amounts to about 100 ms
with conventional flight controls (actuators
included). With FBW and filtering, the
total rotorcraft delay can amount to 250
ms [19]. The total effective time delay of
the rotorcraft-pilot system is directly re-
lated to the higher-order dynamics of ac-
tively controlled rotorcraft and will result
in reduced system bandwidth and increased
system phase delay. System bandwidth and
effective time delay are two of the most im-
portant flight control design and specifica-
tion parameters of the US Army’s Handling
Qualities Requirements for Military Rotor-
craft, ADS-33E [20]. Figure 2 from [6] il-
lustrates what happens to the phase lag of
the helicopter dynamic response when the
time delay is increased. The figure presents
the bode plot for the pitch response to a
swashplate (control) deflection input (note
that time delays do not influence the mag-
nitude plot). Looking at this figure, two
observations can be made: a) the slope be-
comes steeper; this so-called phase roll-off
or rate at 180 deg crossover frequency in-
creases the equivalent time delay, and b)
the phase bandwidth (crossover frequency
at 135 deg) decreases. The combined ef-
fect of these two trends is that, due to the
larger decrease in rate of the phase lag at a
lower frequency, the phase margin decreases
quicker for increasing input frequencies. In
other words, the system destabilizes earlier.
Concluding, total effective time delays of
more than 200 ms may reveal poor handling
qualities due to high gain tasks. Such time
delays can be a strong cause of mental mis-
match for the pilot with vehicles’ dynamics.

Following Figure 1, the first goal of the ARIS-

Figure 2: Effects of increasing the time delay on
phase lag for a BO105 helicopter [6].

TOTEL project was to give a unified definition
on A/RPCs to be used throughout the project.

“This is the best way to be sure that we are
all talking about the same phenomenon, even if
there is wide variation in the details of its causes
and characteristics” [15].

In ARISTOTEL, an exhaustive review of the
history of the studies related to A/RPC was per-
formed, together with an analysis of the involved
literature. A database of accidents occurred in
the last 60 years both regarding APC and RPC
was then put together (see Appendices A and
B). The following definition was then proposed
to be used throughout the project:

Definition: An Aircraft- or Rotorcraft-Pilot

Coupling (A/RPC) is an unintentional (inad-

vertent) sustained or uncontrollable vehicle os-

cillation characterized by a mismatch between

the pilot’s mental model of the vehicle dynam-

ics and the actual vehicle dynamics. The result

is that the pilot’s control input is out-of-phase

with the response of the vehicle, possibly causing

a diverging motion.

This definition is the result of an exhaustive
discussion between the project partners where
every single word has been given the right weight
in order not to judge too severely or too neg-
ligently the risk of actual A/RPC happening.
Three keywords can be highlighted from this
definition, which can be found in almost every
A/RPC accident:
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Table 1: Equivalent time delays for rotorcraft [18].
Element Delay (ms) % of total

Rotor 66 30
Actuators 31 14
Control laws 17 8
Computations 22 10
Notch filter 11 5
Stick dynamics and filtering 76 34

Total delay 223

• Oscillatory behaviour: every A/RPC
event is related to oscillatory behaviour per-
ceived (and then induced) by the pilot. If
not leading to crash and catastrophic conse-
quences, these events are related to extreme
discomfort and are reported as dangerous
happenings.

• Mental Mismatch: it is always related
to A/RPC in that the pilot shows a wrong
mental model of the dynamics of the sys-
tem he/she is leading/lagging and increas-
ing levels of unawareness of the command
input he/she is giving. One can see that
both descriptions of PIO and PAO as given
above can be related to mental mismatch,
leading to either a wrong command input in
the PIO or to a totally unaware command
input in the case of PAO.

• Out-of-phase behaviour: every fully de-
veloped A/RPC reports an out-of-phase
input-output response witnessing the loss of
control on the vehicle.

As discussed by McRuer [1], there are three cru-
cial ingredients in an A/RPC event:

1. a change in pilot behaviour in his/her
closed-loop control of the aircraft,

2. a change in the dynamic state or configura-
tion of the aircraft, and

3. an initiation mechanism commonly referred
to as ‘trigger’.

Figure 3 presents the necessary and sufficient
conditions for A/RPC development. The gen-
eral cause of an A/RPC is commonly accepted to

Figure 3: Three necessary conditions for
A/RPCs [22].

be due to a trigger event. The trigger causes the
pilot to quickly alter his/her control strategy.
The trigger can occur in a number of different
situations such as wind, gust (exogenous trig-
ger), changes in FCS mode or in aircraft func-
tioning, discontinuities in the pilot perception or
in the behaviour of the vehicle, etc. (endogenous
trigger) [1, 9, 21]. Trigger events may lead to
A/RPC; however, not all trigger events will nec-
essarily develop into A/RPC. Figure 3 from [22]
shows that A/RPCs occur because aircraft dy-
namics allows them. For A/RPC to occur, air-
craft must respond to pilot inputs in a manner
that propagates them.

The triggers may develop under different con-
ditions such as atmospheric turbulence, sud-
den change in the closed loop dynamics of
the aircraft-pilot system, a nonlinear effect in
flight control system, all these requiring a rapid
change in pilot’s control strategy. The trigger
event has its effect on the pilot, but, as stated
earlier, the aircraft must respond to the pilot’s
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input in a manner that propagates an A/RPC.
Aircraft characteristics that are known to fa-
cilitate A/RPC behaviour include sluggish re-
sponse modes, lightly damped modes, excessive
phase lag or time delay, sensitive stick gradi-
ent, unusual coupling responses, and unstable
modes [23].
Definition: the trigger is an inseparable el-

ement of A/RPC that activates a transition of

vehicle motion from steady state to oscillatory

or divergent motion when the pilot applies cor-

rective control.

According to [3], three classes of triggers exist:
environmental, vehicle and pilot triggers. The
environmental and pilot triggers have histori-
cally been found to be the most frequent. How-
ever, for modern configurations, vehicle triggers
have become also a threat for vehicles’ safety.

3 A Short History of Rotorcraft-Pilot

Couplings with a Recent Database of

Events

Adverse A/RPC problems have manifested
themselves since the early days of manned flight.
The earliest recorded examples of PIOs date
back to the Wright Brothers first aircraft [1,
24, 25]. According to [10], the earliest video
record dates from just before World War II,
with the XB-19 aircraft which suffered a pitch
PIO on touchdown. Despite decades of work
to develop methods for their prevention, un-
favourable A/RPCs continue to occur. In order
to better understand the incidence and the na-
ture of A/RPCs, a database of A/RPCs cases
was collected and updated from open literature,
along with accidents investigation reports of the
National Transportation Safety Board (NTSB)
and Air Accidents Investigation Branch (AAIB).
Table A.1 in Appendix A presents the database
of APC events (fixed wing aircraft, gliders, and
Space Shuttle), while Table B.1 in Appendix
B presents the database of RPC events (heli-
copters, tiltrotor and gyrocopters). As can be
seen from Table B.1, to date most RPC events
involve large rotorcraft with conventional (non-
digital) flight controls. Furthermore, many ear-
lier recordings of RPCs were mostly associated
with external underslung loads, regardless of the

size of the rotorcraft. This is true, as it is now
well known that unfortunate combinations of
helicopter and external load dynamics can in-
troduce new lightly damped modes which are
easily excitable by the pilot. If the pilot en-
ters the loop, these oscillations amplify and a
classical divergent RPC develops. The typical
solution was to drop the load, which eliminated
the problem. For normal (internal load) opera-
tions, earlier recordings of RPCs were not really
mentioned in the literature. Indeed, RPCs have
not typically been an issue for earlier helicopters
and not many were reported during operation.
According to Ockier [26], three reasons may ex-
plain this.

The first main reason is that, until recently,
there were no Fly-By-Wire (FBW) operational
helicopters (with the exception of research vehi-
cles). Figure 4 from [26] presents typical equiv-
alent time delays for some early FBW research
helicopters. Four configurations are presented in
this figure:

1. ADOCS (Advanced Digital/Optical

Control System): FBW system mounted
on a specially modified UH-60 helicopter,
named “Light Hawk” during an Army-
sponsored programme in 1980s;

2. ARTI (Advanced Rotorcraft Technol-

ogy Integration) demonstrator using an
AH-64A Apache fitted with an advanced
digital FCS. This demonstrator helicopter
first flew in October 1985 and was used
to experiment with new technology that
allowed ‘hands-off’ flying. The idea was
that using advanced FCS, the traditional
cyclic, collective and foot pedal controls
were removed and replaced with a four-
way sidearm controller. Using this ad-
vanced FCS, the pilot could put the heli-
copter into, for example, a 60 degree bank
or a 2 g turn and maintain constant altitude
and airspeed. With computers compensat-
ing for different torques, engine speeds etc.,
the pilot could concentrate outside the he-
licopter; he only needed to flex his hand on
the sidearm controller for full manoeuvra-
bility;
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Figure 4: Typical equivalent time delays for fly-
by-wire helicopters (from [26]).

3. NASA CH-47 system, a model-following
control implemented for the first time on a
tandem helicopter, the Boeing Vertol CH-
47, in 1985 by NASA with the goal to
improve different flying characteristics (in-
crease task performance and simultaneously
reduce pilot workload) on the helicopter on
low-speed flight (later, that system was also
used in the Sikorsky/Boeing RAH-66 Co-
manche for both low and high speed);

4. ATTHeS (Advanced Technologies

Testing Helicopter System), DLR’s
in-flight simulator, a modified BO105
helicopter equipped with a full authority
non-redundant FBW control system for
the main rotor and fly-by-light system
for the tail rotor. In the 1990s different
programmes at DLR such as automatic
hovering stabilization above a moving
object or use of active side-stick during
different tasks [27] used this system.

Looking at Figure 4, one can see that many
of these early FBW research helicopters did
have high equivalent time delays (more than 200
ms, usually as the result of stick dynamics (in-
put filtering), see also Table 1), and therefore
were prone to RPCs. Indeed, for example in
1982, during the flight tests undertaken with the
ADOCS system, rather severe PIOs were noted
in high gain tasks such as slope landings [28].

The second reason for the absence of RPCs
in earlier helicopters was that the typical APCs
problems from fixed wing aircraft (e.g. fuselage

bending, long control cables with bobweights,
etc. [10]) were never an issue in helicopters.

The third reason probably has to do with the
differences in piloting technique between heli-
copter and fixed wing (fighter) pilots: “highly
unstable helicopters are the rule, rather than the
exception and helicopter pilots are used to flying
these unstable vehicles (the BO105 in hover, for
instance, has an unstable phugoid with a time
to double amplitude of just over 2 seconds). He-
licopter pilots are generally aware of the dangers
of ‘getting into the loop’ and tend to fly less ag-
gressive than fixed wing (fighter) pilots. With
the increase of controller sophistication in heli-
copters and the increase in simulator training,
the helicopter pilots of the future may lose that
gentle touch on the controls. When they do,
PIOs may be just as frequent in helicopters as
in fixed wing aircraft” [26].

Looking at Appendix B, one important con-
clusion appears, namely that in modern heli-
copters RPCs have become evident and can of-
ten be associated with couplings between the pi-
lot and the lower flexible vehicle modes. Such
was the case of the V-22 tiltrotor FSD in 2003–
2004 where a divergent PAO happened, caused
by a pilot who coupled with the 2.3 Hz asymmet-
ric drive train torsion mode, primarily through
the lateral stick to lateral cyclic gearing con-
trol path in the lateral axis. A secondary cou-
pling responsible for this PAO appeared to be
through the lateral cyclic to differential collec-
tive pitch control path, although this path had
been treated previously in 1986 during FSD of
the V-22 with a notch filter due to drive sys-
tem transient loads issues [29]. To better un-
derstand the incidence and the nature of RPCs,
a brief statistical survey has been performed
based on the incidents of Appendices A and B.
Figure 5 shows the A/RPCs cases as a func-
tion of the PIO/PAO cases. Based on this fig-
ure it can be seen that there is still a major
difference between APCs and RPCs: 77% of
APCs are related to PIO events not involving
elasticity, whereas the RPC situation is much
more entangled. At least 50% of the reports,
in fact, involve aeroservoelastic phenomena (sec-
tions named PAO, PAO/PIO, flexible modes,
slung loads). Moreover, a deeper analysis of the
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Figure 5: A/RPCs statistical analysis.

reported cases shows that also during PIOs flex-
ibility is often inherently present, due to the in-
teraction between the rotating frame of the ro-
tor and the fixed frame of the airframe; thus,
it is very hard to give a precise classification,
as rigid and elastic phenomena are connected.
As the level of automation is likely to increase
and full-authority Fly-By-Wire are likely to be
more common place in operational helicopters
(at present operational on the NH-90, V-22 and
BA609, but in the future probably also in com-
mercial rotorcraft that hitherto have relied on
manual control), it follows that more rather than
fewer future RPCs are expected in the future.
This situation appeared also in the 1990s for
fixed-wing aircraft. McRuer ([1], pag. 87), dis-
cussing the findings of the NRC Committee in
1995, mentioned that “[...] most new flight-by-
wire commercial aircraft have experienced one
or more events during development, some of
them severe. The sophisticated flight test in-
strumentation fitted to development aircraft en-
abled those APCs to be identified and the prob-
lems eliminated before the aircraft was put into
operation. Once in service, however, the aircraft
FDRs (Flight Data Recorder) and QDRs (Quick
Data Recorder) cannot detect PIO problems, ex-

cept in the most fortuitous circumstances (for
example, the appendices of [30] report digital
FDR measurements during a PIO incident oc-
curred to an MD-11). Therefore, investigations
of commercial accidents seldom mention PIO as
a contributory factor. Nevertheless, there may
have been a few APC-related incidents in op-
erational service. Airbus, which has more than
700 FBW aircraft in airline operation, has more
FBW experience than any other manufacturer.
In all the flight hours accumulated by this fleet
to date, 10 possible PIO incidents have been
identified. Although Airbus acknowledges only
three as genuine PIOs, the problems associated
with these 10 incidents have been identified and
fixed.”

4 Approach to A/RPCs in ARISTOTEL

The primary focus of the ARISTOTEL project
is Rotorcraft Pilot Couplings (RPCs), mainly
because

• rotorcraft design tends to lag aircraft de-
sign by up to two decades, and their de-
signers currently lack reliable criteria for
specifically predicting RPC problems; fur-
thermore,

• the particular characteristics and missions
of rotorcraft may make them more prone to
adverse couplings than fixed-wing aircraft.

The APC expertise of the project’s fixed-wing
partners (TsAGI and NLR) is leveraged to sup-
port the rotorcraft effort and to develop a gen-
eral in-flight APC/RPC prediction method to
be used in the early development phase of new
designs. Based on GARTEUR HC AG-16 ex-
perience [5], A/RPC phenomena have been di-
vided into two groups based on the characteris-
tic frequency range of such phenomena, i.e. low
frequency and high frequency. In the high fre-
quency range one can discuss about ‘rigid body’
A/RPCs — the realm of flight dynamics — and
‘aeroelastic’ A/RPCs — the realm of aeroser-
voelasticity (see Table 2). It is assumed that a
certain overlap between these two A/RPC cat-
egories exists. As an extension to the GAR-
TEUR’s approach, the frequency range consid-
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ered for rigid body RPCs analysis has been
raised from 1 Hz to 3.5 Hz. The reason for this,
very specific to helicopters, is that, especially
for hingeless rotor configurations, “the body mo-
tion ‘speeds up’ and the rotor dynamics enter
into body dynamics” [31]. Therefore, the rotor-
craft flight mechanics low frequency dynamics
and the ‘active’ pilot concentrating on perform-
ing his/her mission task in the closed loop are
affected by the low frequency rotor modes (es-
pecially regressive flapping and regressive lag-
ging). Aeroelastic RPCs are oscillations in the
bandwidth between 2 Hz and 8 Hz and corre-
spond to higher helicopter frequency dynamics
associated to elastic airframe and main rotor
blade modes. Usually, for aeroelastic RPCs, a
‘passive’ pilot subjected to vibrations is consid-
ered. The passive pilot is usually modelled con-
sidering the pilot impedance in the form of a
transfer function relating cabin movement to pi-
lot input displacements. It is considered that
an active pilot model for an aeroelastic RPC
would require modelling of the pilot neuromus-
cular and cognitive system and this approach
would not enhance the understanding of how
vibrations affect pilot controls as they are too
high in frequency to be adequately reacted by
a human. For the frequency overlap range, the
above mentioned classifications of RPCs corre-
spond to a merger of the phenomena, with a
mix of models and procedures for A/RPC detec-
tion. In ARISTOTEL’s approach as presented
above, the main rotor blade modes are seen from
a ‘rigid body’ point of view in the non-rotating
system, and as ‘aeroelastic’ modes in the rotat-
ing system. It is thought that a parallel rigid
body/aeroelastic approach may enhance the un-
derstanding of RPC phenomena in the critical
range of 1–3.5 Hz, where many accidents have
been observed [29].

5 Example of a Classic RPC Problem

One “classical” adverse coupling characteristic
observed in rotorcraft is the excitation of the
low-damped main rotor regressive inplane mode
by pilot’s cyclic inputs which results in body
roll and pitch aircraft vibrations affecting blade
strength limits. This problem, which is actually

an air resonance of the inplane regressive/blade
bending modes, was categorized in some refer-
ences as PAO [29] and sometimes as PIO (as it
does not involve biodynamic couplings, see [5]).
The instability was observed for the first time in
1967 on the H-46D Sea Knight, a tandem rotor
helicopter manufactured by Boeing-Vertol [29].
The instability existed at 3.2 Hz at airspeeds
near the never exceed speed (VNE) and at low
speed with high descent rates. It was created
by the lightly damped main rotor regressive lag
mode at 3.2 Hz, causing out-of-phase behaviour
of the forward and aft rotors [32], coupling with
the aft pylon’s fuselage mode, a lateral bend-
ing/torsion mode. The instability was described
by the pilots as a “shuffle” about the lateral, roll
and yaw axes. After closer observation of the in-
stability, it appeared that the AFCS system, in-
troduced in CH-46D for flight path stabilization,
and the amount of lag damping significantly af-
fected the behaviour of the 3.2 Hz lag mode
with airspeed. “Lateral cyclic characteristics
were also affecting the instability as the pilot’s
hand mass or effective grip force on the cyclic
could create pilot feedback instability at 3.2 Hz.
[...] The critical results of the flight test pro-
gram indicated that the source of the instability
was insufficient lag damping in the rotor system
with the significant initiation and/or sustaining
mechanism being airframe structural flexibility,
pilot lateral cyclic inputs and the yaw SAS. The
results of the 3.2 Hz shuffle mode flight test pro-
gram recommended the following changes to the
CH-46D aircraft: a significant increase in blade
lag damping and the implementation of a 3.2 Hz
notch filter to suppress excitation of the mode.
Due to the ongoing Vietnam War, none of these
options were exercised and instead procedural
mitigation was imposed recommending a reduc-
tion in airspeed, collective setting and/or ma-
noeuvre severity to relieve the oscillation” [29].
The same regressive inplane mode air resonance
instability was reported also by [33], this time
at 1.8 Hz for the EC-135 helicopter. The air
resonance mode of the EC-135 is described as a
low-frequency mode characterizing the coupling
between regressing lead-lag mode and body roll
motion. Such a mode is characterizing especially
the soft-inplane hingeless/bearingless rotor heli-
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Table 2: Characterisation of ‘Rigid Body’ and ‘Aeroelastic’ A/RPC
Low frequency A/RPCs High frequency A/RPCs

Rigid body aircraft Elastic body aircraft

Frequencies Below 1.5 Hz Between 1.5–2 Hz (APC) Between 2–8 Hz
Below 3.5 Hz (RPC)

APC frequencies are usually
within 0.5–1.6 Hz (3–10 ra-
dian/sec)

APCs frequencies usually
exceed 2 Hz; examples: roll
ratchet, bob-weight.

Causes 1) Inadequate vehicle dy-
namic characteristics (air-
craft + control system):
· high order of the sys-
tem, large phase delay, low
damping, and others; · con-
trol system delay; · actuator
or control surface rate limit.
2) High control sensitivity
(command gain), low force-
displacement gradient.

1) Biodynamic interaction:
the biodynamic interaction
in the “pilot + manipu-
lator + aircraft” system
arises due to high-frequency
aircraft response to pilot
activity caused by inade-
quate aircraft characteris-
tics (high natural frequen-
cies, low roll mode time con-
stant, high control sensitiv-
ity, relative pilot location
far away from the centre of
gravity)

1) Biodynamic interaction:
The biodynamic interaction
in the pilot-aircraft system
arises due to aircraft struc-
tural elasticity and leads to
involuntary manipulator de-
flections transferred to con-
trol system.

Characteristics Pilot closes the loop accord-
ing to the information re-
ceived through visual or ac-
celeration perception chan-
nels.

The pilot closes the control
loop due to aircraft acceler-
ations acting on the body
and the arm cause invol-
untary manipulator deflec-
tions which go to the control
system and lead to high-
frequency A/RPC.

The pilot closes the control
loop due to structural os-
cillations and inertial forces
acting on the body and the
arm cause involuntary ma-
nipulator deflections which
go to the control system
and provoke high-frequency
A/RPC.

Critical compo-
nents

Flight control system Airframe modes

Pilot modeling ‘Active’ pilot concentrating
on a task

‘Active’ pilot concentrating
on a task

‘Passive’ pilot subjected to
vibrations

Vehicle dynam-
ics modeling

Flight mechanics Flight mechanics Structural dynamics
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copters (BO105, RAH-66 Comanche or EC-135)
where the lead-lag motion is weakly damped.
According to [33], it appeared that, in the ba-
sic helicopter operation condition, air resonance
was not an issue for the pilots operating the EC-
135, the air resonance instability manifesting as
a body roll oscillation which was existent but
below the pilot perception level. However, when
the helicopter was enhanced with an Attitude
command/Attitude Hold (ACAH) control sys-
tem for flying attitude command or flight path
following tasks, it became apparent that, in-
creasing too much the roll rate feedback gain,
drove the air resonance mode unstable. This
time the oscillation was perceived by the pilot
as an oscillatory ringing in the helicopter roll
response at a frequency of about 1.8 Hz in the
case of the EC-135. It was demonstrated that
in this case the helicopter was PIO prone when
applying the ADS-33 bandwidth criterion. The
instability was eliminated by developing an air
resonance controller which damped the coupled
body-roll air resonance mode when rate feed-
back was used, independently from the main
flight control system. Dryfoos et al., discussing
the same air resonance problems, concluded that
“slow, stiff rotors would clearly be the most sus-
ceptible to the destabilizing effect of roll attitude
to lateral cyclic feedback gain” [34].

The physics of this mechanism of instability is
explained in [35,36] by defining so-called ‘paths
of energy’ through which ‘vicious’ circles of en-
ergy transfer are formed between the flap-lag-
roll degrees of freedom. It was demonstrated
that, when using a controller, the roll motion
pumps energy into the flap but there is no energy
being pumped back from flap to roll (no instabil-
ity problem). Especially in a soft-flapwise stiff-
inplane rotor, the flap-lag motions pump energy
into each other. Although the roll-lag motions
are not directly related (the roll can pump en-
ergy into the lag but not the other way around),
it is possible for the fuselage-lag mode to be
driven unstable for a certain value of roll rate
gain.

Figure 6: Classification of aircraft/pilot cou-
pling phenomena (for fixed-wing aircraft) [37].

6 Four Categories of A/RPCs

McRuer divided A/RPCs into three categories
(Cat. I, II and III) according to the degree
of non-linearity of the oscillation of the Pilot-
Vehicle System (PVS) [1]. Many researchers
have adopted this method since the above men-
tioned classification; for example, Figure 6, from
[37], presents the classification of APC accord-
ing to McRuer’s three main A/RPCs categories.
This classification is also illustrative for rotor-
craft. Recently, [38] suggested the introduction
of a fourth A/RPC category for events that are
caused by, or receive a major contribution from
structural modes and their interaction with the
pilot. These events, also referred to as PAOs,
are of special interest for rotorcraft [29]. The
four categories are explained in the following sec-
tions.

6.1 Category I A/RPC: Essentially Lin-

ear PVS Oscillations

A/RPCs in this category are essentially linear
and are directly caused by excessive time delays
or phase lags in the vehicle dynamics. These
are typically a consequence of digital filtering,
an improper aircraft or rotorcraft gain (too sen-
sitive or too sluggish), resulting in overall poor
handling qualities. Triggers usually occur dur-
ing high gain tasks. These tasks require fre-
quent small corrections from the pilot and thus
increase the pilot’s workload. Examples of high
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Figure 7: BO105 ATTHeS roll attitude tracking
tasks with 160 ms added time delay (taken from
[16]).

gain task are the slope landing for rotorcraft,
and aerial refueling. Typical frequencies of Cat-
egory I A/RPC are between 0.3 Hz and 1.5
Hz [1]. A/RPCs in this category are relatively
simple to model and best understood. Almost
all existing criteria with respect to A/RPC focus
on Category I. These types of A/RPCs are least
common during operational flying [1,39,40]. An
example of an RPC in this category was in-
duced during flight testing with Bölkow BO105
ATTHes helicopter (see [16] and 16). The RPC
took place during a slalom task and was caused
by an added time delay of 160 ms in the pi-
lot input. The time history is shown in Fig-
ure 7. Looking at this figure, one should ob-
serve the typical signatures in the time histories
of A/RPC events:

1. oscillatory characteristics;

2. the pilot roll inputs and the bank angle are
out-of-phase;

3. after the RPC is triggered, the pilot stick
input exhibits bang-bang control (max-min
or on-off control), increasing the closed
loop gain and destabilizing the system even
more. It can be said that the pilot is be-
having synchronous with the response;

4. the saw-tooth like deflections, indicating
control rate limiting.

To demonstrate that the time delay caused the
RPC, [26] plotted the time histories of the lat-
eral position tracking task without and with a

Figure 8: BO105 ATTHeS lateral position track-
ing tasks without and with 100 ms added time
delay [26].

100 ms added time delay (see Figure 8). Dur-
ing the task, the pilot had to track the relative
position with respect to a moving vehicle, while
flying sideways. It was demonstrated that this
RPC (1.2 Hz) was caused by a combination of
excess time delay and biodynamic coupling be-
tween the pilot’s arm and the lateral accelera-
tions of the rotorcraft. During A/RPCs events,
pilots mentioned feeling “disconnected from the
stick” or “suspecting” aircraft failures [11]. This
confirms the suspicion that the proposed word
in the definition relating to mental mismatch is
key for triggering and sustaining A/RPC events.

6.2 Category II A/RPC: Quasi-Linear

PVS Oscillations

A/RPCs in this category are quasi-linear
events and are triggered by the nonlinear
Rate and/or Position Limiting Elements (RLEs
and/or PLEs). Vehicle dynamics are linear un-
til onset, hence the term quasilinear. Typical
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(a) Bode plot (b) Nichols chart

Figure 10: Phase jump after onset (taken from [41]).

Figure 9: Typical locations of rate limiting ele-
ments (taken from [41]).

RLEs can be found in digital FCS or in actu-
ator dynamics as shown in Figure 9 from [41].
After onset of an RLE (trigger) which is usually
caused by a large pilot input, time delays build-
up fast, causing the discrepancy between the pi-
lot’s input and the intended response to develop
quickly. The term “cliff-like” behaviour is fre-
quently used [1, 40]. After onset, the phase lag
exhibits a jump. This is sometimes referred to
as the “jump phenomenon” [41, 42]. This jump
is clearly visible in the Bode and Nichols plots
in Figure 10. In the time domain, this build-
up is visualized in Figure 11. The saw tooth
shape is the signature of the rate limiter being
active. Although frequencies of the oscillation
typically vary for each aircraft and RLEs, many
ARC occurrences have a frequency of around 0.5
Hz [1,9,43]. For rotorcraft, such RPC frequency
is higher, around 1.8–3 Hz. The relatively new
criteria for this category are based on, for exam-

ple, the use of a describing function for the non-
linear element [44–46] or the Open Loop Onset
Point (OLOP) criterion [47]. The effects of rate
limiting have either caused or sustained most
APC events in the past, like in the YF-22 exam-
ple [1].

6.3 Category III A/RPC: Essentially

Nonlinear PVS Oscillations with

Transitions

A/RPC events in this category are triggered by
mode or task switching or changes in the aero-
dynamic configurations (for example flaps, gear,
etc.) or propulsion system. This switching is
non-linear. For example, shifts or transitions
in command type of the FCS cause the men-
tal mismatch to develop. In helicopters with
FBW and digital control, there have been RPC
occurrences when the command type switched
from attitude command to rate command in
a Weight-on-Wheels situation [48, 49]. The
same situation happened for the fixed wing F-8
DFBW (Digital Fly-By-Wire) test aircraft [1].
Due to the nonlinearities and the fact that dy-
namics or tasks change, A/RPC occurrences in
this category are most difficult to analyze of-
fline [1]. Criteria specifically designed for this
category are practically non-existent. The YF-
22 APC case and the XV-15 and V-22 divergent
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lateral oscillations on the landing gear during
ground taxi operations (the first one predicted
only on paper, the other encountered during the
flight test program) can be included in this cat-
egory [29].

Figure 11: Time delay build-up due to rate lim-
iting (taken from [10]).

6.4 Category IV A/RPC: Oscillations

Due to Elastic Structural Modes or

Biodynamical Couplings

A/RPCs in this category are due to the coupling
of elastic structural modes (aeroelastic) and the
pilot or due to biodynamical couplings. They
are a “faster” type of A/RPC events with fre-
quencies of at least 1 Hz [9]. This category in-
cludes oscillations with a fully attentive or pas-
sive pilot in the loop, as they are caused by
an involuntarily or passive interaction between
the pilot, typically his limbs, and the vibra-
tory motion of the vehicle. The fourth cate-
gory also corresponds to the so-called “biody-
namic couplings”, involving structural or aeroe-
lastic modes of the aircraft [39, 40]. In case
of large transport aircraft, the pilot might ex-
cite the aircraft’s structural modes and possi-
bly regresses into an A/RPC event. Common
in rotorcraft are the couplings between the pi-
lot and the vehicle dynamics with an exter-
nal slung load [1, 29]. Other examples for air-
craft and rotorcraft can be found in [50–53].
In case of vibration feedthrough to the cockpit
and biodynamical coupling, the pilot’s limbs are
shaken, causing passive and involuntary control
inputs. A/RPC events of this kind are called
Pilot-Assisted Oscillations (PAOs). Rotorcraft
are especially prone to these types of RPCs, due
to relatively high-amplitude vibratory environ-

ment. In [29] an overview of these events re-
garding US Navy rotorcraft operations was pre-
sented. In [50], a situation is presented where
the dynamics of the pilot’s arm and the collec-
tive handle couples with the rotorcraft vertical
response. The example of the BO105 RPC event
that was shown in Figures 7 and 8 belongs to this
category. In conclusion, there are many different
kinds of A/RPCs. Thus, when discussing about
an A/RPC event, there is not only one kind of
A/RPC that can happen or not. On the con-
trary, a whole range of A/RPC types needs to
be considered, starting from minor but annoying
A/RPCs to dangerous ones. “To paint all PIOs
with a single brush is to run the risk of panick-
ing and rushing to judgment on the basis of a
benign, common event, or doing the opposite:
trying to whitewash a serious and potentially
deadly design flaw” [15]. Therefore, A/RPCs
can be generally considered either safety critical
or non-safety critical to aircraft operations.

7 Future Rotorcraft-Pilot Couplings

After an extensive investigation and review,
the ARISTOTEL partners were able to identify
some critical items for present and future trends
in A/RPCs:

1. newer design requirements,

2. evolution of possible technical solutions,

3. evolution of certification requirements.

7.1 Newer Design Requirements

Stability vs. manoeuvrability: increasing
the manoeuvrability requirements for aircraft
and rotorcraft could be observed in the mission
requirements evolution of civil and military cus-
tomers. For example, new requirements of rotor-
craft civil customers demand longer flight time
periods over urban and mountainous regions.
Because of possible obstacles and low flight pro-
file missions (in case of law enforcement, pas-
sengers, medical transport and underslung load
missions), an increase in helicopter manoeuvra-
bility is recommended. This concern is espe-
cially relevant for missions performed provid-
ing Emergency Medical Services (EMS), where
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there is a requirement for the possibility to land
on short fields with limited area and high ob-
stacles. For military customers, good helicopter
handling qualities for Nap-of-the-Earth (NoE)
missions are required in order to increase sur-
vivability on the battlefield. Also, attack and
reconnaissance helicopter operations require dy-
namic manoeuvring capabilities. An increase
in helicopter’s manoeuvrability results in a de-
crease in its static stability margins and there-
fore a decrease in the reaction time available to
the pilot. This may affect RPC occurrence as
well.
Flight Envelope Expansion: another

trend observed for both aircraft and rotorcraft
is the extension of the flight envelope, i.e. the
increase of speed (as well as the decrease of ap-
proach speed for fixed wing aircraft), altitude,
ambient temperature and range. Several areas
can be problematic for A/RPCs:

1. increase or maintain the never exceed speed
(VNE) and flight altitude combined with
the actual trend to decrease the main and
tail rotor tip speed (for environmental,
‘greening’ reasons) could cause additional
A/RPC problems not met in earlier designs
as the rotors are closer to stall conditions;

2. improvement of capabilities for “Category
A” rotorcraft such as reduction of necessary
airfield size through specific control strat-
egy closer to the vortex ring state can trig-
ger future A/RPC problems.

Increase of AFCS autonomy: currently,
there is a tendency to increase the capabili-
ties of the AFCS and to include larger possi-
ble classes of manoeuvres performed with such
systems. This is to develop towards the end
goal of an optionally fully autonomous vehicle.
Cooperation between the pilot with more so-
phisticated control system and vehicle equipped
with these types of AFCS could be the source
of possible A/RPC problems. Implementation
of reliable pilot mathematical models combined
with proper flight mechanics models in the fu-
ture should investigate AFCS failure modes.
This is especially true during emergency situ-
ations when the pilot needs to react properly

to hardware faults/unexpected flight situations
[54]. Ref. [2] is a good example of the trade-offs
that must be accepted in rotorcraft FCS design.

Reduction of noise and vibration lev-

els: new rotorcraft, designed to meet ‘green’
requirements, could lead to more A/RPC prob-
lems. The future design of new aerial vehicles —
such as heavy lift rotorcraft or large transport
aircraft — relates to the development of more
flexible conventional structures, or new struc-
tural design paradigms. The overall FCS must
include the more pronounced flexibility effect in
its design. The reason for this is that the natural
frequencies of the fuselage and wing/rotor blade
structural modes decrease as their size increase.
As a consequence, the lower frequency structural
modes have a greater influence on the dynamic
response of the vehicle. Additionally, weight re-
duction through the use of composite materials
contributes to the development of more flexible
structures. The structural flexibility also affects
the aeroelastic stability of the vehicle where the
pilot biodynamic feedback and FCS feedback
can interact with the structure of the vehicle,
leading to pilot/control system assisted excita-
tion of the structural modes.

7.2 Evolution of Possible Technical So-

lutions

Advanced main and tail rotor schemes: de-
signs for more controllable helicopters has re-
sulted in stiffer main rotor hub structures. The
rotor design evolution from fully articulated to
hingeless and bearingless solutions results in an
increase of the number of rotor modes affected
by the response of the pilot. The implemen-
tation of new rotor control techniques such as
Higher Harmonic Control HHC [55] or Individ-
ual Blade Control IBC [56] also increase the need
for RPC analysis. Solutions like swashplateless
rotors [56] may introduce new types of instabil-
ities which can trigger RPCs. Tailrotor replace-
ment by Fenestron, NOTAR or other solutions
may also cause problems, and require RPC sen-
sitivity analysis to discover specific critical op-
erating conditions.

Increasing the role of electronics in

cockpit design: commercial aircraft manufac-
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turers are veering towards FBW control tech-
nologies. It is well known that high automation
in the cabin reduces situational awareness [57].
While FBW can significantly enhance the air-
craft manoeuvrability, it also increases controller
bandwidth. This may result in adverse inter-
actions between the human pilot-flight control
system-aircraft dynamics. These interactions
become more critical in the case of structural
spill-over instabilities, due to poor control laws
designs or FCS updates incompatible with the
airframe. This highlights the need for robust
control design techniques and effective analysis
methods. Design of more autonomous AFCS
with larger authority margin may lead to future
A/RPCs. Design analysis should answer several
questions such as:

1. is the pilot capable of maintaining control
with partial/full AFCS out of order?

2. What is the pilot time delay for overruling
the AFCS when needed and what are the
appropriate parameters to be used for tun-
ing the AFCS for safe operation?

3. What are the most critical flight states
when malfunctions of AFCS occur?

Answering these questions requires appropriate
pilot mathematical models and to complement
extensive simulations with real human pilot par-
ticipation.

Smart structures and smart materials

incorporation into design: new types of
adaptive structures used on aircraft and heli-
copters as well as additional controls could add
new degrees of freedoms into A/RPC analyses

7.3 Evolution of certification require-

ments

Manoeuvrability requirements evolution:

there is a tendency to introduce new require-
ments in certification documents for performing
specific manoeuvres. MIL-H-8501A and later
MIL-F-83300 standards, which were applicable
in the past, defined limits for helicopter re-
sponses based on pilot control input. ADS-33E
[20] and, more recently, Handling Qualities of

Rotorcraft with External Slung Loads [58], de-
fined handling qualities per specific manoeuvres.
Presently, very little requirements are given with
respect to RPCs.
Civil design requirements evolution: the

evolution of civil helicopter design regulations
— FAR 23/25, JAR 27/29, CS 27/29 for air-
craft and FAR 27/29, JAR 27/29, CS 27/29 for
rotorcraft — shows that the stability require-
ments have strengthened in time (such as damp-
ing requirements, pilot response delay time with
AFCS). Fulfilling both the stability specs for the
civilian market and manoeuvrability specs for
military operators requires the use of trade-offs.
Future A/RPC analyses could help to find opti-
mal control strategies for the physical capabili-
ties of pilots.
Environmental requirements evolution:

the ‘green’ environmental aspects, such as re-
strictive noise, vibration, pollution require-
ments, new structures, materials, systems, con-
trol strategies etc., which are presently not in-
cluded in the design but might become compul-
sory in the future, could affect the A/RPC level.
The ACARE agenda of the European Commu-
nity [59] together with the JTI “Clean Sky” ini-
tiatives (http://www.cleansky.eu/) for imple-
menting new technologies, smart structures, new
materials, new control strategies for take-off and
approach flight paths in both fixed and rotary
wing aircraft (increased manoeuvrability, higher
climb and descend ratios near airfields and heli-
pads) may affect the tendency for A/RPCs.

8 Conclusions

This paper presents a review of the current sta-
tus on A/RPC problem and how it was tack-
led in the ARISTOTEL project. This European
Community project, started in October 2010
and running into 2013, intends to give design
and simulator guidelines for investigating rigid-
body and aeroelastic A/RPCs of future aircraft
and rotorcraft. The present paper presented a
new extended database of A/RPC events and
proposed a new definition for these phenom-
ena. An extensive discussion on future A/RPCs
shows that, modern designs can be more A/RPC
prone than their predecessors; therefore, design-
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ers should be acquaint with specific knowledge
for understanding these problems.
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A Database of APC events

Table A.1: Database of APC events.

A/C

type∗
Acc.

year

Acc.

date

Aircraft

model

Event description APC

type

Ref.∗∗

F 1941 06/27 XB-19 longitudinal PIO during first takeoff
and landing

PIO

F 1947 10/24 XS-1 PIO during gliding approach and land-
ing

PIO [60]

F 1949 - XF-89A PIO during level off dive recovery PIO [12]
F - - F-86D PIO during formation flying- pulling

G’s
PIO [12]

F - - F-100 PIO during tight maneuvering PIO [12]
F - - F-101 aft CG [12]
F 1952 03/31 X-15 - [61,62]
F - - A4D-1 Skyhawk low altitude; near sonic Mach - Cat. I:

arm mass increases feel system inertia;
leads via bobweight feedback to unsta-
ble coupling with short period dynam-
ics if pilot merely hangs loosely onto
the stick after large input

PIO [63]

F - - C-97 Strato-
freighter

approach; landing - Cat. I: lag from
radar-detected error to voice command
led to unstable closed-loop phugoid
mode; critical subsystems included dis-
play and vehicle airframe dynamics

PIO [63]

F - - Curtiss SB2C-1 cruise - Cat. II: porpoising (unable
to maintain flight path), hysteresis in
stick versus elevator deflection resulted
in low frequency speed and climb oscil-
lations

PIO [63]

F 1957 01/19 A4D-2 high speed category III PIO, during
routine flight testing

PIO [64,65]

F 1958 - KC-135A mild lateral-directional PIO associated
with wφ/wd effects

PIO [66]

F - - B-52 roll PIO while refueling PIO [12]
F 1958 - F-101B lateral PIO at high q subsonic PIO [67]
F 1959 06/08 X-15 Gliding flight approach, Cat. II PIO PIO [62,68]
F - - XY2FY-1 post-take off destructive PIO PIO [12]
F 1960 01/26 T-38 high speed Cat. III PIO, distributed

bobweight and primary control system
involved

PIO [63,68–72]

F - - X-15 T-33VSA
F-101B F-106A
KC-135A B-58

cruise - Cat. I: zeros of roll/aileron
transfer function are higher than dutch
roll frequency, leading to closed-loop
instability at conditions with low dutch
roll damping; due to airframe dynamics

PIO [63]

F - - XF-10 F-101B
F-102A

cruise - Cat. II: pitch up due to un-
stable kink in the alpha-moment curve;
led to moderate period oscillations of
varying amplitudes during manoeuvres
at the critical angle of attack

PIO [63]

Continued on next page
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Table A.1 — continued from previous page

A/C

type∗
Acc.

year

Acc.

date

Aircraft

model

Event description APC

type

Ref.∗∗

F 1960 - B-58 lateral Dutch roll oscillations lead to
lateral PIO due to actuator limiting of
AFCS

PIO [73]

F 1961 - X-15 lateral PIO, wφ/wd research study PIO [12]
F 1961 05/18 F-4 low altitude record run second pass, de-

structive PIO
PIO [12]

G 1962 - Parasev lateral rocking PIO during ground tow PIO [60]
F 1962 09/14 B-58 lateral-directional control-associated

crash
PIO [12]

F - - T-38A low altitude; near sonic Mach - Cat. I:
arm mass increases feel system inertia;
leads via bobweight feedback to unsta-
ble coupling with short period dynam-
ics if pilot merely hangs loosely onto
the stick after large input

PIO [12]

F 1967 05/10 M2-F2 lifting body lateral-directional Cat. II
PIO

PIO [74,75]

S 1967 Oct. Shuttle ALT-5 lateral PIO, just prior to longi-
tudinal PIO

PIO [68,76]

F 1968 - Transport A/C PIO due to the insufficient stability
margin + aeroelasticity

PIO/
PAO

Russia

F - - Transport A/C PIO during landing PIO Russia
F - - Transport A/C high-frequency PIO (3 Hz); interac-

tion between pilot, wheel characteris-
tics, aeroelasticity

PIO/
PAO

Russia

F - - F-18 MTE (A2A Refueling) - PIO on A2A
refueling exercises on early FCS version

PIO [1]

F - - Fighter A/C PIO during pitch stabilization; inter-
action between pilot, manipulator, feel
system characteristics

PIO/
PAO

Russia

F 1974 01/20 YF-16 on-ground (Taxi) - unplanned first
flight during high-speed taxi test

PIO [1,68,75]

F - - YF-12 Cat. III PIO PIO [68,77]
F 1975 - Tornado short take off - heavy landing [12]
F - - YF-12 high frequency flexible mode involve-

ment, Cat. I PIO
PIO [68,77]

F - - A-6 lateral effective bobweight effects [12]
F - - Fighter A/C PIO during roll stabilization task (0.4

Hz); interaction between yaw and roll
PIO Russia

F 1976 01/26 Tornado landing - landing accident during flight
test of prototype no. 5

[1]

S 1977 10/26 Shuttle ALT-5 during landing approach, Cat.
III PIO

PIO [76,78]

F 1978 04/18 DFBW F-8 PIO during touch and go operation [1, 79]
F - - Transport A/C high-frequency roll ratchet (2.5 Hz); in-

teraction between pilot, manipulator,
aeroelasticity

PIO/
PAO

Russia

F 1978 - Fighter A/C PIO (0.8 Hz) due to the too high con-
trol sensitivity during flight tests

PIO Russia

Continued on next page
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Table A.1 — continued from previous page

A/C

type∗
Acc.

year

Acc.

date

Aircraft

model

Event description APC

type

Ref.∗∗

F - - Airbus A-320 several undocumented PIOs that re-
portedly occurred during development

PIO [1]

F - - F-5A cruise - Cat. I: spiral mode driven un-
stable if roll information is degraded
during gunnery; driven by display and
vehicle

PIO [63]

F 1986 - Voyager pilot coupling with symmetric wing
bending

PIO [80]

F 1986 - Fighter A/C PIO (0.8 Hz) due to the too high con-
trol sensitivity

PIO Russia

F - - F-86D, F-100C low altitude; near sonic Mach - Cat. II:
valve friction plus compliant cabling re-
sulted in large oscillations at abort pe-
riod

PIO [63]

F - - A-3D low altitude; near sonic Mach; cruise -
Cat. II: transonic snaking; separation
over rudder causes control reversal for
small deflections, leading to limit cycle
if rudder used to damp yaw oscillations;
due to airframe dynamics and feel sys-
tem

PIO [63]

F 1988 Dec. JAS-39 approach - heavy turbulence; pilot had
little experience with aircraft; pilot
was controlling flight path angle and
met insufficient control power, induc-
ing rate limiting; resulted in crash and
destruction of test aircraft

PIO [12]

F 1990 - JAS-39 PIO during approach Cat. II–III PIOs PIO [12]
F - - F-111 pilot lateral control coupling with sus-

tained under wing heavy store limit cy-
cle oscillation

PIO [80]

F - - F-14 high angle of attack, with some sideslip
angle

[12]

F - - AD-1 oblique wing [12]
F 1991 - Tu-154M roll PIO during landing due to high

control sensitivity between pilot and
lateral side-stick characteristics

PIO [81]

F 1992 03/22 Antonov An-30 longitudinal and lateral PIO PIO Russia (CAA)
F 1993 04/06 MD-11 PIO triggered by inadvertent slat de-

ployment
PIO [82] NTSB:

DCA93MA037,
A-93-143/152

F 1992 04/25 YF-22 PIO after touch down and wave off in
afterburner, Cat. III PIO

PIO [83]

F 1993 - JAS-39 MTE (low altitude flight) - APC event
during low altitude flight demonstra-
tion

[1]

F 1994 - B-2 approach; landing; A2A refueling [1]
F 1995 04/28 Airbus Indus-

tries A320
lateral oscillation PIO NTSB:

CHI95IA138

Continued on next page
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Table A.1 — continued from previous page

A/C

type∗
Acc.

year

Acc.

date

Aircraft

model

Event description APC

type

Ref.∗∗

F 1995 - Boeing 777 several PIOs during development flight
test; pitch oscillation at touchdown
triggered by deployment of spoilers, pi-
lot’s use of a pulsing technique to con-
trol a 3 Hz bending mode, oscillations
after take-off triggered by mistrimmed
stabiliser

PIO [1]

F 1996 02/01 Beech Baron PIO during landing; jury awarded
victim $3.95 mil for “negligence and
pilot-induced oscillation in the landing
phase”

PIO [15]

F 1996 06/26 F-16 DBTC display induced PIO during terrain fol-
lowing

PIO [15]

F 1996 - C-17 roll PIO during landing PIO [84]
F 1997 06/08 MD-11 longitudinal PIO; captain initially in-

dicted, then cleared of negligence
PIO [15,30]

F 1997 07/31 MD-11 longitudinal PIO during landing PIO J-AIB: JAL
706-1997

F 1998 - Boeing 757 lateral oscillations during approach and
landing

PIO/
PAO

[15]

F 1999 01/15 Boeing 767 buckled fuselage during landing [15]
F 1999 01/15 Boeing 767-300 longitudinal PIO PIO AAIB:

EW/C991301
F 1999 03/08 F-18F FCS modifications made due to landing

on carrier
PIO [15]

F 1999 09/14 Falcon 900 during descent pilot attempted to level
with autopilot engaged, resulting in
PIO; pilots convicted of manslaughter

Romania
(CAA):
1999091401,
[15]

F 1999 10/09 Falcon-900 PIO during descent PIO [15]
F 2001 - C-17A numerous PIO events during approach

& landing, some with damage to wings,
flaps, engine nacelles, landing gear

PIO [15]

F 2001 02/08 A321 PIO during landing, damaged wing tip,
fence and ailerons

PIO [15]

F 2001 03/17 A320 PIO during take off PIO NTSB:
CHI01FA104

F 2001 06/07 Learjet 24 Lateral oscillation NTSB:
LAX01TA204

F 2001 07/01 X-35B JSF Cat. I PIO during hover PIO [15]
F 2002 12/07 A321 PIO during landing PIO [15]
F 2002 - T-45 directional PIO on landing rollout PIO [85]
F 2004 10/28 F/A-22 PIO during air-to-air tracking PIO [15]
F 2008 01/10 A319 lateral oscillation EASA:

A08W007
F 2008 07/31 Aero Comman-

der 200D
inadvertent pilot-induced oscillation
during landing flare/touchdown

PIO NTSB:
CHI08CA225

F 2008 09/27 Sport Flight
Intl. Astra

yaw oscillations during landing NTSB:
SEA08CA212

Continued on next page
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Table A.1 — continued from previous page

A/C

type∗
Acc.

year

Acc.

date

Aircraft

model

Event description APC

type

Ref.∗∗

G 2009 01/16 Glaser-Dirks
DG-400

pitch oscillation during cruise NTSB:
WPR09FA089

G 2009 06/29 Schempp-Hirth
Ventus

released from tow plane and encoun-
tered a longitudinal PIO

PIO NTSB:
WPR09LA317

F 2009 08/31 Cessna 152 student pilot initiated a longitudinal
PIO during flare

PIO NTSB:
WPR09CA430

F 2009 11/06 Cirrus SR20 the pilot’s improper flare initiated a
longitudinal PIO

PIO NTSB:
WPR10CA054

∗F: Fixed Wing, S: Shuttle, G: Glider

B Database of RPC events

Table B.1: Database of RPC events.

A/C

type∗
Acc.

year

Acc.

date

Rotorcraft

model

Event description RPC

type

Ref.∗∗

H 1964 - Bo-46 rotor control/gyro system coupling [29]
H 1967 - CH-46D flexible ‘shuffle mode’ air resonance [29]
H 1967 - CH-46D

Sea Knight
3.2 Hz ‘shuffle’ oscillation; out of phase
coupling of rotors w/ aft pylon fuselage
mode; changes made to the aircraft and
operations

PAO [29]

H 1968 - CH-47 rotor/sling load bounce [29]
H 1970 - AH-56 flexible control actuation system [86]
H 1978-

-1985
- CH-53E APC with flexible modes, several major

instances in precision hover and with
heavy sling loads, including heavy land-
ings, dropped loads; extreme category
I to category II PIOs

PIO [87,88]

H 1978 - CH-53E (USN) flexible modes/sling loads [87]
H 1980 - CH-53G (GAF) flexible modes/sling loads PAO [89]
H 1980 - CH-46E flexible mode-air resonance ‘shuffle

mode’
[29]

H 1980 06/13 AB-204B vertical oscillations following the sud-
den release of a slung load

[90]

H 1981 - SH-60 flexible mode ground resonance [29]
H 1988 - UH-60 ADOCS excessive time delays [19]
T 1989 - V-22 3.0 Hz roll mode; coupling with roll

and main rotor system’s regressive lag
mode; PAO from large aft rotor flap-
ping; procedural centering of control
stick, reducing rotor flapping and in-
creased rotor lead-lag damping

PAO [51]

T 1990 - V-22A Osprey
(FSD)

3.2 Hz asymmetric wing chord mode
due to aerodynamic phenomena; cou-
pling with lateral cyclic inputs; addi-
tion of a notch filter at 3.2 Hz

PAO [29]

Continued on next page
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Table B.1 — continued from previous page

A/C

type∗
Acc.

year

Acc.

date

Rotorcraft

model

Event description RPC

type

Ref.∗∗

T 1991 - V-22A Osprey
(FSD)

3.8 symmetric wing chord bending
mode w/ 4000 lb load; pilot coupling
through longitudinal cyclic; notch fil-
ters introduced at frequency

PAO [29]

T 1991 - V-22A Osprey
(FSD)

4.2 Hz symmetric wing chord mode
coupled with the pilot Thrust Control
Lever (TCL, commanding rotor collec-
tive); minor coupling at 5.3 Hz with
symmetric wing torsion mode; asym-
metric notch filters added

PAO [29]

H 1992 - S-76B flight control mode shifting PIO [29]
H 1993 - BO105 ATTHeS time delay/attitude command [91]
H 1994 06/02 47D-1 pilot inducted lateral oscillation due to

heavy cyclic control forces in hover
PIO NTSB:

LAX94LA235
H 1995 - BO105 ATTHeS biomechanical/airframe coupling PAO [16,26]
T 1997 - V-22B Osprey

(EMD)
1.4 Hz high focal roll mode oscillation
due to change in mass balance weight;
relaxation of pilot grip on cyclic

PAO [29]

H 1998 12/03 EC135-P1 helicopter encountered wake turbu-
lence of a MD-80 airplane and PIOs oc-
curred during recovery

PIO NTSB:
NYC99FA032

T 1999 02/01 V-22 Osprey hover over ship; caused suspension of
sea trials

PAO [15]

H 2000 08/08 OH-58C PIO during a practice autorotation PIO NTSB:
ATL00TA080

H 2000 12/18 SA365-N1 longitudinal and lateral PIO during
landing

NTSB:
NYC01LA059

G/C 2003 01/01 Air Command
Commander
Elite

inadvertent phugoid PIO due to wind
gust

PIO NTSB:
CHI03LA048

G/C 2003 04/23 Denzer RAF
2000

abrupt lift-off caused longitudinal PIO
during take off

NTSB:
ANC02FA064

H 2003 06/28 Schweizer 269C lateral oscillation NTSB:
DEN03LA115

G/C 2003 11/16 Northam RAF
2000

longitudinal oscillations during level
flight

NTSB:
NYC04LA035

H 2004 05/08 Robinson R44 longitudinal PIO due to experiencing
low cyclic force while initiating a hover
after take off

PIO AAIB:
G-CBXX

H 2005 08/13 Robinson R44 the inadequate remedial action during
landing by the pilot caused pitch oscil-
lations

PIO NTSB:
CHI05LA235

H 2006 01/10 AS350BA yaw initiated PIO caused helicopter to
crash

PAO/
PIO

NTSB:
LAX06LA072

H 2006 10/16 Robinson R22
Beta

PIO in yaw axis started during cruise
flight

NTSB:
DEN07CA013

H 2007 12/05 UH-1B pilot caused vertical oscillations due to
collective bounce

PAO/
PIO

NTSB:
SEA08LA043

H 2008 05/01 Robinson R22
Beta II

student pilot started a lateral PIO in
hover

NTSB:
LAX08CA126

Continued on next page
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Table B.1 — continued from previous page

A/C

type∗
Acc.

year

Acc.

date

Rotorcraft

model

Event description RPC

type

Ref.∗∗

H 2008 06/29 UH-1B collective bounce leads to vertical oscil-
lations during autorotation

PAO/
PIO

NTSB:
ANC08LA083

H 2009 05/12 Robinson R44 initiated yaw oscillations turned into
yaw-pitch PIO

NTSB:
ANC09GA040

H 2009 11/15 Robinson R44
Astro

inexperienced pilot caused mixed PIO AAIB:
G-WEMS

∗H: Helicopter, G/C: GyroCopter, T: Tiltrotor
∗∗NTSB: National Transportation Safety Board, AAIB: Air Accidents Investigation Branch
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Abstract 

The paper deals with the modelling of electro-
mechanical flight actuators for power 
absorption studies. The recent trend to the 
electrification of all aircraft systems actually 
arises challenging issues about the management 
of the on-board power, with a strong need of 
accurate systems’ models. One of the key 
engineering concerns is to define the modelling 
detail that is adequate for power 
characterisation. In this paper, two models of 
an electro-mechanical actuator for flight 
controls are developed: a detailed one, created 
in the AMESim environment, that includes the 
simulation of all system parts (3-phase 
brushless motor, mechanical transmission, 
PWM power electronics and control 
electronics), and a simplified Simulink model. 
The transient and the steady-state actuator 
power absorptions during a sample flight 
manoeuvre are evaluated, highlighting and 
discussing the importance of a detailed 
modelling for a complete characterisation of the 
electrical energy requests. 

 

 

1 Introduction 

The conversion of on-board systems to the 
“all-electric” concept is nowadays one of the 
most relevant challenges in aircraft design [1] 
[2] [3] [4]. As for any technological innovation, 
this clearly arises new issues related to 
performances and reliability, but also implies 
specific concerns about systems interactions in 
terms of electrical power management [5]. The 
complete electrification of all aircraft power 
systems actually entails the implementation of 
smart logics for sharing the available energy 
among the loads, and the design of these logics 
requires the characterisation of the power 
absorption of each on-board system as a 
function of mission phase and aircraft operating 
point [6]. In particular, a specific attention must 
be dedicated to safety-critical systems (e.g. the 
flight control actuators), whose power requests 
have to be fulfilled continuously as well as 
completely [7] [8] [9]. Modelling and 
simulation activities play a key role in this 
design loop: firstly, because the power 
management can be tested in operating 
conditions that are rarely encountered during 
flight or that are difficult to be reproduced with 
on-ground rigs, pointing out the design 
criticalities; secondly, because the electro-
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mechanical actuation itself is a novel 
technology for flight control applications, and 
the influence on performances of electrical 
power quality, actuator thermal behaviour and 
power electronics efficiency needs to be 
investigated. A strong effort is thus required for 
system engineers to develop models that are 
capable of predicting the dynamic performances 
and the power absorption of electro-mechanical 
flight controls, with a level of modelling detail 
that is adequate for the objectives [10]. 

In this paper, two models of an electro-
mechanical actuator (EMA, Fig. 1) are 
developed and compared in terms of power 
characterisation capability: a detailed model that 
includes the simulation of all system parts (3-
phase brushless motor, mechanical 
transmission, PWM power electronics and 
control electronics); and a simplified model, in 
which the power electronics is not simulated, 
the brushless motor is described with reference 
in the dqo frame [11], and the mechanical 
transmission is assumed to be completely rigid. 
The work is organised into two parts. Firstly, 
both EMA models are described in terms of 
structure and basic working equations; then, 
once defined the model parameters with 
reference to the primary control surface of a 
light military jet trainer, the transient and the 
steady-state EMA power absorptions during a 
sample flight manoeuvre are evaluated with 
both models, highlighting and discussing the 
importance of the modelling detail for the 
description of the actuator energy consumption 
characteristics. 

 
 

 
 

Fig. 1 – Electro-mechanical actuator. 

 

2 EMA system architecture 

The EMA system modelled in the work is 
referred to a primary flight control application 
[8] [12] [13], and it is basically composed of 

• a 3-phase synchronous brushless motor; 
• a mechanical transmission with a single-

stage gearbox and a low-pitch screw 
jack (actuating the aerodynamic surface 
via lever arm); 

• a 270 Vdc PWM power electronics, 
equipped with 12 MOSFET switches for 
the isolation of the motor phases1, Fig. 2; 

• a control electronics implementing three 
closed-loops: on actuator position, motor 
shaft speed and motor currents. 

 

        

A

C

B
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Motor
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3-phase 

Brushless 
Motor

A1
A2

B1
B2

C1
C2

 
(b) 

 

Fig. 2 – Motor electronics solutions: (a) traditional, 
with 6-switches; (b) phase-isolating, with 12 switches. 

 

Though different EMA solutions can be 
identified, the proposed architecture allows to 
point out some relevant specific concerns 
related to the electro-mechanical actuation of  
 

                                                 
 
 
 
1 In this arrangement, the three phases of the motor are 
not connected via a neutral point, but each phase is linked 
to a full H-bridge. In case of a motor phase failure, it can 
be isolated by opening the related power switches, and the 
remaining two phases can still work. 
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Fig. 3 – Detailed model of the electro-mechanical actuation system (AMESim). 

 
the primary flight controls, such as high power 
density (brushless motor), fast dynamic 
response (motor speed control), high efficiency 
(screw jack), adequate reliability (fault-tolerant 
power electronics). 

3 EMA models 

3.1 Detailed model 

The detailed model of the EMA system has 
been developed in the LMS-AMESim 
environment, Fig. 3. This choice has been 
essentially driven by the object-oriented 
approach of the tool, which allows the 
engineer/analyst to rapidly and efficiently 
prototype complex multi-physical systems, by 
essentially reproducing their architecture and 
the components topology. 

As shown in Fig. 3, the model includes the 
simulation of the whole EMA power 
electronics, which implements a three-state 
PWM technique for the phase current drive2 
[14]. It is worth noting that the simulation of a 
phase-isolating electronics with 12 switches (all 
having the same characteristics, i.e. Rs

(on) and 

                                                 
 
 
 
2 The voltage to each phase is provided as a pulse-wave of 
pre-defined period (Tpwm, Table 1) with three possible 
amplitudes, obtained by switching the DC voltage supply. 

Rs
(off), if activated or not, Table 1) led to the 

necessity of creating a new component model 
for 3-phase brushless motors (the software 
library only provides models with neutral 
connections, i.e. delta or star type), in order to 
obtain as outputs all the six terminals of the 
three phases. 

The detailed model also takes into account 
the compliance of the mechanical transmission 
elements as well as the friction on the actuator 
moving parts (motor shaft, gears, screw, nut and 
the aerodynamic surface itself). Though more 
precise information would be necessary to 
evaluate the importance of these two aspects on 
the EMA dynamics (e.g. the stiffness and 
damping data of the gear-screw, screw/nut and 
nut/surface connections), the physical 
phenomena have been included in the detailed 
EMA model for obtaining qualitative and 
“trend” indications. 

3.2 Simplified model 

The simplified model of the EMA system, 
created in the Matlab-Simulink environment, 
has been developed under the following 
assumptions: 

- the 3-phase brushless motor dynamics is 
described in the dqo frame (no Park 
transforms are used) neglecting the 
homopolar axis 

- the power electronics is ideal (no voltage 
drop on a closed switch, no current 

Screw jack 

External load  

Surface inertia 

Gearbox 

Brushless 
Motor 

Lever arm 

Position 
demand 

Voltage 
supply 
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through an opened switch, perfect voltage 
tracking) 

- the mechanical transmission is rigid 
The electric equations along the direct and 

quadrant axes of the motor are thus given by 
Eqs. (1)-(2), 
 

mqmq
d

ddd ipL
dt
diLiRV ω−+=  (1) 

mbmdmd
q

qqq KipL
dt
di

LiRV ωω +++=  (2) 

 

where R is the motor phase resistance, pm is the 
number of magnet pole pairs, ωm is the motor 
shaft speed, Kb is the motor back-electromotive 
force coefficient, while Vd, Vq, Ld, Lq, id and iq 
are the voltages, the inductances and the 
currents along the direct and the quadrant axes 
respectively. 

The motor torque is then provided by Eq. (3), 
 

qbdmqdm iKipLLT ])[( +−=  (3) 
 

and the system dynamics, once assumed the 
mechanical transmission perfectly rigid, can be 
described with a single momentum equation, 
referred to the motor shaft, Eq. (4), 
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In Eq. (4), Jtot is the system inertia, Btot is 
overall viscous damping coefficient, Tf_tot 
accounts for sliding friction effects (Coulomb, 
Stribeck, etc.), Text is the external loading torque 
scaled to the motor shaft; while in Eqs. (5)-(6), 
ps is the screw pitch, ls is surface lever arm, τg is 
the gearbox ratio, Hs is surface hinge moment, 
and Jm , Jg and Js are the inertia of the motor 
shaft, gears and aerodynamic surface, 
respectively. 

Concerning the actuator control, all the four 
loops (position, motor speed, direct and 
quadrant currents) are assumed to be simply 
proportional, Eqs. (7)-(10), 

 

did iKV −=  (7) 

)( qiqiq iiKV −=  (8) 

)( mimiq Ki ωωω −=  (9) 

)( aiaxim xxK −=ω  (10) 

in which Ki , Kω , Kx are the control gains of the 
current, speed and position loops respectively, 
and xa is the actuator position, Eq. (11). 

m
g

s
a

px ω
τπ2

=&  (11) 

In addition, both voltage and current 
demands are limited, by saturating the related 
values to Vmax and imax respectively. 

The power balance is finally obtained by 
multiplying Eq. (1) and Eq. (2) by id and iq 
respectively and by summing them, Eq. (12). 
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In Eq. (12), Pe
(in) is the electrical power 

input, Pe
(s) is the electrical power stored in the 

system (only related to transients since no 
capacitors are considered), Pe

(l) is the electrical 
power lost in the circuitry, Pm

(s) and Pm
(l) are the 

mechanical powers stored and lost respectively, 
while Pm

(out) is the mechanical power output, 
Eqs. (13)-(18). 
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3.3 Data and simulation parameters 

The basic data of the modelled EMA system 
are given in Table 1, where mn is the nut mass, 
and Kg, Bg, Ks, Cs, Kl and Cl are the stiffness and 
damping characteristics of the gear/screw, 
screw/nut and nut/surface connections used in 
the detailed model. 

 

Table 1 – EMA system data 

Parameter Value Unit 

R 0.74 Ohm 
pm 1 - 
Kb 0.5263 V sec / rad 

Ld = Lq 4.8e-3 H 
Jm = Jg 8e-4 kg m2 

Js 0.2 kg m2 
ps 5 mm 
ls 60 mm 
τg 4 - 

Btot 3.8e-3 N m sec / rad 
Tf tot 0.0119 N m 
Ki 9 V /A 
Kω 0.3183 A sec / rad 
Kx 2.618e5 rad / (sec m) 

Vmax 270 V 
imax 30 A 
Tpwm 1e-4 sec 
Rs

(on) 1e-4 Ohm 
Rs

(off) 1e4 Ohm 
Kg 5.73e4 N m / rad 
Bg 950 N m sec / rad 

Ks = Kl 1e9 N / m 
Cs = Cl 1e5 N sec / m 

mn 2 kg 
 

Concerning the simulation parameters, the 
two models are characterised by different 
numerical integration methods: a variable-step 
integrator3 has been necessary for simulating the 

                                                 
 
 
 
3 The AMESim software, when used with a standard 
setting, automatically selects the most appropriate 
integrator among a set of available multi-step methods, 
e.g. Adams-Moulton and backward differentiation type. 

detailed model, while a fixed-step method 
(Runge-Kutta with 5e-5 sec time step) has been 
set for the simplified one. 

The models exhibit very different 
computational performances. As an example, on 
a PC equipped with an Intel Quad Core Q9550 
2.83GHz (3.25GB RAM), by recording 10 
system states (output torque, output speed, 
direct current, electrical power input, commands 
and feedbacks of position, motor speed and 
quadrant current) at 5e-5 sampling time, the 
simplified model simulates 10 seconds in 10.8 
seconds, while the detailed model takes about 
1.5 hours (the performance depends on the 
frequency contents of the input signals). 

These data must be carefully taken into 
account when comparing the models (section 4), 
since a dramatic increase of the computational 
cost derives from using the detailed model. 

4 Simulation test 

The two EMA models have been tested with 
reference to the same time history of elevator 
position command, as obtained by the flight 
simulator of a light military trainer aircraft. 
Starting from an initial condition of horizontal 
trim flight (Table 2), the aircraft is supposed to 
experience a pull-up manoeuvre at 0.5 seconds. 

 

Table 2 – Initial flight conditions (horizontal trim) 

Parameter Value Unit 

Altitude 0 m 
Mach number 0.3 - 
Angle of attack 0.62 deg 

Elevator deflection -4.85 deg 
 

The hinge moment loading the EMA system 
during the flight manoeuvre has been estimated 
via Eq. (19), 

eHsss e
CcSVH δρ δ

2

2
1

∞=  (19) 

where δe is the elevator deflection, CHδe is the 
hinge moment coefficient derivative, ρ is the air 
density, V∞ is the airspeed, while Ss and cs are 
the surface and the chord of the flapped portion 
of the horizontal tail respectively. Equation (19) 
does not take into account the dependence
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Fig. 4 – EMA power flows: (a) electrical power input; (b) mechanical power output. 

 
of the control hinge moment on the aircraft 
angle-of-attack. This approximation has been 
considered acceptable for the purposes of the 
work: firstly, because a co-simulation running 
the flight simulator and the EMA model would 
have been necessary for taking into account the 
angle-of-attack effects; secondly, because the 
angle-of-attack influence on the control hinge 
moment is typically minor [15]. 

The simulation results of the two models in 
terms of power flow characteristics and position 
response are shown in Fig. 4 and Fig. 5. It can 
be noted that the simplified model essentially 
matches the position dynamics provided by the 
detailed model (the maxima errors are lower 
than 0.02 mm), so it is surely convenient to use 
the simplified model when the simulation 
objective is the EMA control design. 

On the other hand, significant differences 
between the models’ predictions can be 
observed on the power flow signals. The error 
on the mechanical power output, being related 
to an essentially equivalent position tracking, is 
limited (lower than 10%), but the errors on the 
electrical power input are relevant during both 
steady-state and transient conditions. Before the 
pull-up command, the electrical power 
absorption predicted by the detailed model is 71 
W, while the data provided by the simplified 
model is only 1.7 W. During the transient phase 
(at the actuator velocity inversion), the electrical 
power input error is more than 20%, Fig. 4. In 
addition, Fig. 6 shows the efficiency (defined as  
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Fig. 5 - EMA position response. 
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Fig. 6 - EMA efficiency (during the transient phase). 

the ratio between the mechanical power output 
and the electrical power input) during the 
transient phase: it can be noted that the 
simplified model overestimates the efficiency 
up to about 10%. 

(a) (b) 
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Simulation results clearly point out that, if 
the simulation objective is the EMA power 
absorption characterisation, it is necessary to 
model the power electronics, since it 
significantly impacts on the electrical power 
flow. This can also be highlighted by means of 
Fig. 7, where the two models are compared in 
terms of quadrant current: during the steady-
state condition, there is a very small current 
error (the applied torque is essentially the 
same), while the electrical power input differs 
of about 70 W. This energy totally derives from 
the Joule losses in the MOSFET switches of the 
EMA power electronics, which are completely 
neglected in the simplified model. 
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Fig. 7 – Motor current (q-axis). 

5 Conclusion 

Two models of an electro-mechanical flight 
control for a light military jet trainer, 
characterised by different levels of complexity, 
have been developed. The simulation studies 
highlight that a simplified model, disregarding 
the actuator power electronics, can be 
appropriate for control design purposes. 
However, if the objective is the power 
absorption characterisation, it is strictly 
necessary to model the power electronics, since 
it significantly impacts on electrical power 
flows. Nevertheless, the computational cost for 
simulating the power electronics is relevant, so 
that numerical optimisation techniques and/or 
model reductions should be applied in order to 
increase the model practicality. 
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Abstract  

The European research project SUPRA 
(Simulation of Upset Recovery in Aviation) 
develops break-through simulator technologies 
to improve training of upset recovery 
techniques. Current flight simulators are 
considered inadequate for the simulation of 
many upset conditions as the aerodynamic 
models apply to the normal flight envelope, 
whereas aircraft behavior may change 
significantly outside this envelope. 
Furthermore, standard hexapod-based motion 
systems are unable to reproduce the high 
accelerations, angular rates, and sustained G-
forces inherent to upset conditions. SUPRA 
investigates 1) new engineering methods to 
extend the aerodynamic model for high angles 
of attack; and 2) innovative motion cueing 
solutions, including centrifuge-based 
simulation. These new technologies will be 
evaluated by test pilots for a selection of 
relevant upset scenarios. The project’s overall 
objective is to enable crews to detect and 
recover from upsets that could lead to Loss of 
control – in flight (LOC-I) situations, todays 
major cause of fatal accidents in commercial 
aviation.  

1 Introduction  

For several years now, Loss of control - in 
flight (LOC-I) continues to be the leading cause 
of fatal accidents in commercial aviation 
today[1]. Many LOC-I accidents have been 
attributed to a lack of the crew’s awareness and 
experience in extreme flight conditions. In the 
course of loss of control events, the aircraft 
often enters unusual attitudes or other types of 
upsets. To prevent or timely exit a loss of 
control situation it is essential that the pilots 
rapidly recognize the condition, initiate 
recovery action and follow appropriate recovery 
procedures. Inadequate recovery may 
exacerbate the situation and lead to loss of the 
aircraft. 

In-flight upsets are infrequent events in 
today’s operations and many commercial pilots 
have never experienced such a situation, neither 
on part 25 certified (large transport category) 
aircraft nor during training on smaller airplanes 
or in military aircraft. This fortunate fact has 
unfavorable implications for the proficiency of 
aircrews in dealing with such events and calls 
for specific upset recovery training. Aviation 
authorities recognize the need to educate pilots 
on upset recovery techniques. In-flight training 
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with large aircraft is expensive and unsafe. 
Therefore, it is generally agreed that a ground-
based flight simulator capable of accurately 
representing extreme flight conditions would 
significantly improve the effectiveness of upset 
recovery training programs. Since commercial 
pilots already receive a large part of their 
training in flight simulators, this would also be a 
cost-effective solution. 

However, current flight simulators are 
considered inadequate for the simulation of 
many upset conditions as the aerodynamic 
models merely apply to the normal flight 
envelope. However, upset events can take the 
aircraft outside the normal envelope where 
aircraft behavior may change significantly, and 
pilots may have to adopt unconventional control 
strategies[2]. Furthermore, standard hexapod-
based motion systems are unable to reproduce 
the high accelerations, angular rates, and 
sustained G-forces occurring during upsets and 
recovery from upsets. The European Seventh 
Framework Program project SUPRA – 

Simulation of Upset Recovery in Aviation – 
aims to push both the aerodynamic and the 
motion envelope of ground-based flight 
simulators and investigate the feasibility of 
conducting advanced upset recovery simulation. 
The research not only involves hexapod-type 
flight simulators but also experimental 
centrifuge-based simulators.  

2 SUPRA upset scenarios 

Consistent with general understanding an 
upset is defined as an airplane in flight 
unintentionally exceeding the parameters 
normally experienced in line operations or 
training[3]:  

 
- Unusual attitudes (pitch attitude 

greater than 25 degrees nose up, or 
greater than 10 degrees nose down;  
bank angles > 45 degrees); 

- Stall; 
- Spin; 

 Unusual Attitude Speed & g-load

limits exceeding

Stall

A-310 23.03.94

Novokuznetsk, Russia

RAL, Russia

Tu-154 06.12.95

Khabarovsk, Russia

Khabarovsk Avia, Russia

IL-86 25.07.02

Moscow, Russia

Pulkovo, Russia

Tu-154 22.08.06

Donetsk, Ukraine

Pulkovo, Russia

B-737-500 14.09.08

Perm, Russia

Aeroflot-Nord, Russia

IL-76 12.12.04

GFRI test flight

Spin

Spin

Recovery

Unusual Attitude Speed & g-load

limits exceeding

Stall

A-310 23.03.94

Novokuznetsk, Russia

RAL, Russia

Tu-154 06.12.95

Khabarovsk, Russia

Khabarovsk Avia, Russia

IL-86 25.07.02

Moscow, Russia

Pulkovo, Russia

Tu-154 22.08.06

Donetsk, Ukraine

Pulkovo, Russia

B-737-500 14.09.08

Perm, Russia

Aeroflot-Nord, Russia

IL-76 12.12.04

GFRI test flight

Spin

Spin

Recovery

 
Fig. 1 Example of LOC-I events passing through various stages of upset. 
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- Exceeding Mach or G-load limits. 
 

Upset situations are highly dynamic. As 
shown in Fig. 1 for a selection of LOC-I 
accidents and a test flight performed by the 
Gromov Flight Research Institute (GFRI, 
Zhukovsky, Russia), flight parameters may 
change rapidly during a single upset event. 
Detection, understanding and initiation of 
proper recovery actions are challenging tasks 
for commercial flight crews; such is analysis 
and simulation of those scenarios. Breaking the 
scenarios down into categories of upsets makes 
them amenable to engineering analysis and 
enables structured, scenario-based training with 
the goal to provide flight crews with a readily 
available category-specific set of recovery 
actions whenever one of the upset types is 
detected and rapid crew action is required.  

Based on analysis of the publicly available 
LOC-I accident and incident data, e.g.[4], and 
discussions with the SUPRA expert advisory 
group, the SUPRA consortium has identified a 
number of scenarios that will be used for the 
final validation. These scenarios have been 
grouped into three types: Unusual Attitudes, 
Approach-to-Stall and Stall. Recovery from 
developed spins was considered beyond the 
scope of commercial pilot training. The existing 
industry Upset Recovery Training Aid (URTA) 
defines a number of Unusual Attitude scenarios 
that will be used as the basis for the SUPRA 
Upset Scenarios[3]. Since the URTA is widely 
accepted by the industry and regulatory 
authorities it is regarded as an ideal starting 
point. The expert advisory group suggested to 
validate the transfer of the URTA scenarios to 
SUPRA scenarios that extend beyond the 
currently validated envelope using the extended 
aerodynamic models and enhanced simulator 
motion developed under the SUPRA project. 

3 Aerodynamic modeling 

The mathematical aerodynamic and flight 
dynamic model, together designated the 
“aircraft model”, are the heart of modern flight 
simulators. They are derived using a variety of 
engineering methods including wind tunnel and 

in-flight measurements as well as computational 
fluid dynamics and system identification 
methods. For Level D certified Full Flight 
Simulators (FFS) the model output accurately 
matches aircraft responses measured in-flight. 
However, this Proof-of-Match is only 
performed for conditions within the normal 
flight envelope. Much of the aerodynamic data 
outside that envelope, although some of it is 
available through wind-tunnel and flight testing, 
is currently not integrated into simulator data 
packages. In other words, simulated aircraft 
behavior is currently only valid and reliable 
within the boundaries of the normal envelope. 
Analysis of LOC-I accident data however shows 
that transport aircraft can exceed the boundaries 
of the normal envelope in the course of an upset 
event (Fig. 2).  

 

 

Fig. 2 LOC-I accident data, typical flight envelope and 
wind tunnel data[5]. 

The extension of the flight envelope required 
for the simulation of advanced upset conditions 
is depicted in Fig. 3 in terms of angle of attack 
(α), rotation rate (ω), and Mach number (M) 
typical for take-off/landing and cruise flight. 
Wind tunnel and flight test data on Mach 
number are available in the yellow region for a 
limited range of angles of attack. Although this 
includes stall conditions, this is not sufficient 
for simulation of aircraft departures, post-stall 
gyration and incipient spin modes. Beyond-stall 
conditions at high angles of attack special wind 
tunnel tests are conducted only at low speed 
using static and rotary balance experimental rigs 
(blue region). At moderate and cruise Mach 
numbers, stall conditions can occur in the flight 
envelope region where aerodynamic loads are 
below structural limits (see the question mark in 
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Fig. 3) and where wind tunnel data is not 
available. The aerodynamic modeling within 
SUPRA is targeted to fill this area. 

  

 

As control and stability characteristics can 
change significantly when leaving the mostly 
linear aerodynamic envelope, it is important to 
develop simulation models that are capable of 
reproducing this behavior in order not to 
misinform the simulator pilot. A number of 
important aerodynamic effects should be taken 
into account at stall and post-stall flight 
conditions, for example: 

 
- The lift force reaches a maximum value 

at some angle of attack. Further increase 
of angle of attack causes flow separation 
and loss of lift (stall). 

- Dynamic aerodynamic hysteresis in the 
stall region, resulting from time delays 
in development of flow separation, may 
lead to dynamic instability in pitch, roll, 
and yaw.  

- For a number of airplane configurations, 
for example T-tail, significant pitching 
up moments are generated due to the 
wing tail interaction leading to the onset 
of a deep stall. 

- Asymmetrical development of flow 
separation leads to onset of destabilizing 
aerodynamic rolling/yawing moments 
and steady autorotation. 

- Unsteady aerodynamic coupling 
between the wing and tail can generate 

aerodynamic negative damping effects 
leading to onset of bucking, wing-rock, 
etc. 

3.1 SUPRA engineering methods 

 Within SUPRA, experts from De Montfort 
University use system identification methods to 
capture the unsteady aerodynamic phenomena, 
representing the major effects by ordinary 
differential equations[6][7]. This so-called 
“phenomenological model” for high angles of 
attack is superimposed on the standard 
mathematical model, preserving the traditional 
aerodynamic dependencies in the normal flight 
regime and corresponding low angles of attack. 

Previously, phenomenological models for 
unsteady aerodynamic dependencies at stalled 
flow conditions were identified using 
experimental wind tunnel data obtained in 
forced oscillation tests. Under SUPRA it is 
being investigated whether it is possible to 
produce the non-linear aerodynamic responses 
required for the extended aircraft model using 
Computational Fluid Dynamics (CFD) in a cost-
effective way. The Dutch National Aerospace 
Laboratory (NLR) has developed advanced 
CFD methods and previously validated these 
methods extensively against wind tunnel data 
for a wide range of extreme flight conditions of 
military aircraft; covered phenomena include 
shock waves, flow separation, and vortices. 
CFD predictions provided a very good estimate 
of the conditions encountered in real flight 
[6][8][9][10].  In SUPRA, CFD predictions are 
made at harmonic variations of angle of attack, 
sideslip and roll rates for different amplitudes 
and frequencies.   

The SUPRA engineering approach is 
illustrated in Fig. 3 for the non-linear variation 
of the lift coefficient with angle of attack. Other 
than in static conditions, there is a significant 
dynamic hysteresis effect when the angle of 
attack varies periodically in the stalled region 
(green loop). This typical aerodynamic response 
can be captured using a phenomenological 
model based on a simple differential equation. 
There is a close match between the model and 
CFD predictions (red loop) [11].  

Fig. 3 Illustration of available aerodynamic data in 
extended flight envelopes of α and M. 
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Fig. 4 Comparison of CFD and phenomenological 

predictions of dynamic hysteresis of the lift coefficient 
as function of angle of attack. The solid black line 
represents static conditions.  

3.2 Reconfigurable model 

An important feature of the SUPRA 
phenomenological aircraft model is that it will 
not be matched to a particular aircraft type. 
Rather it will represent class-specific aircraft 
behavior. By adjusting the appropriate 
parameters, the model can be reconfigured to 
represent different aircraft classes. In Fig. 5 this 
is illustrated for the difference in pitching 
moment characteristics of a T-tail with tail-
mounted engines, on the one hand, and a low 
tail with wing-mounted engines on the other 
hand.  

 

 

 

3.3 Model validation 

Recently a first validation of the augmented 
SUPRA aircraft model was carried out by GFRI 
and NLR with piloted simulator trials. At first, a 
generic low-tail,  under-wing engines 
configuration was considered. The aircraft 
controllability and performance were assessed 
in nominal flight conditions, requiring small 
amplitude control, and also in attitude capture 
tasks, and various upset conditions, which 
require more aggressive control inputs. 

According to Cooper and Harper aircraft 
handling qualities are: “Those qualities or 
characteristics of an aircraft that govern the ease 
and precision with which a pilot is able to 
perform the task required in support of an 
aircraft role.”[13] For the purpose of SUPRA 
the baseline aircraft should at least show 
acceptable handling qualities (Cooper-Harper 
rating 1-3) in normal, stabilized conditions 
preceding the upset event. 

Based on this first model evaluation, the 
pilots concluded that the controllability of the 
aircraft model was, in general, satisfactory, with 
Cooper-Harper ratings below 3. As expected, 
they identified several dynamic flight 
parameters that still need further optimization, 
like a slight but deviant pitch-up tendency. 
Approach to stall, full stall and even spin 
behavior of the augmented model was 
considered a substantial improvement over the 
baseline model. Still, a stick shaker activation 
model should be included. Based on these 
findings the model will be further optimized in 
the next months before the test pilots from the 
SUPRA expert group will perform the final 
simulator validations.  

4 Motion cueing 

In order to provide the pilot with motion 
feedback, FFS are traditionally equipped with a 
hexapod motion platform, also known as 
“Stewart platform” (Fig. 6). The six linear 
actuators move synergistically to translate or 
rotate the simulator cabin. The motion is 
controlled by motion cueing software, which 
transforms the output of the mathematical 

Fig. 5 Impression of pitching moment for low-tail 
(gray) and T-tail configuration (black).  
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aircraft model into input signals for the 
simulator motion platform.  

 

 
Fig. 6 The Generic Research Aircraft Cockpit 

Environment (GRACE) at NLR.  

As shown in Fig. 7, linear (Fa/c) and 
rotational (ωa/c) aircraft motion signals are 
normally high-pass (HP) filtered, so as to 
merely reproduce brief motion onsets that stay 
within the limited simulator motion space. An 
additional low-pass filter (LP in Fig. 7) is often 
used to simulate sustained linear aircraft 
accelerations, such as the longitudinal 
acceleration during takeoff, by tilting the 
simulator cabin, a procedure know as “tilt 
coordination”. Classical motion cueing is 
acceptable for a wide range of commercial pilot 
training scenarios, but it has clear limitations for 
upset simulation which may require 
reproduction of large angular rates, large 
attitude excursions, un-coordinated flight and 
sustained accelerations [13]. Within SUPRA, 
NLR  and the Central Aerohydraudynamic 
Institute (TsAGI) in Russia, will investigate the 
possibility to amend their classical motion 

cueing filters to the specific needs of upset 
recovery simulation, for example by 
prepositioning the cabin to achieve a larger 
linear stroke. These experiments are planned 
towards the end of 2011. 

 

 

4.1 Centrifuge-based simulation 

Hexapod motion platforms are inherently 
limited to a 1g regime. This limitation is 
overcome by centrifuge-based flight simulators, 
such as the new-generation research facility 
DESDEMONA (acronym for “DESorientation 
DEMONstrator Amst”) at TNO (Fig. 8). The 
facility integrates a single-seat cockpit with a 
six degrees-of-freedom (DoF) motion platform 
(see Table 1 for specifications). For the purpose 
of SUPRA the originally military cockpit has 
been outfitted with a commercial aircraft flight 
deck. The simulator cabin is fully gimbaled, i.e. 
can rotate infinitely about all axes; can move 
vertically along a heave axis (±1m) and 
horizontally along a linear arm (±4m). The 
linear arm can rotate about its central vertical 
axis to generate sustained centripetal forces in 
the cabin. With the maximum arm of 4m and a 
maximum rotational speed of 155°/s 

Fig. 7 Scheme of classical motion cueing algorithm, 
transforming linear (Fa/c) and angular (ωa/c) aircraft 
motions into simulator motion by a set of high-pass 

(HP) and low-pass filters (LP).  

Table 1 Motion specifications of DESDEMONA.  

 Centrifuge 
axis 

Radius 
track 

Heave  
track 

Cabin 
roll 

Cabin 
yaw 

Cabin 
pitch 

Position >360° +/- 4.0 m +/- 1.0 m >360° >360° >360° 
Velocity 155 °/s 3.2 m/s 2.2 m/s 180 °/s 180 °/s 180 °/s 
Acceleration 45 °/s2 4.9 m/s2 4.9 m/s2 90 °/s2 90 °/s2 90 °/s2 
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DESDEMONA can simulate sustained G-loads 
of up to 3g. Unique about DESDEMONA’s six 
DoF motion capabilities is that it can combine 
onset cueing along the x, y and z-axis (like a 
hexapod simulator) with sustained acceleration 
cueing. In addition, unusual attitudes and large 
attitude changes (in excess of 60° bank or pitch) 
can be simulated one-to-one. Obviously, 
innovative motion cueing solutions have to be 
developed within SUPRA to fully employ these 
motion capabilities.  

 

 
Fig. 8 DESDEMONA facility at TNO, the Netherlands. 

The first motion cueing developments on 
DESDEMONA were focused on new G-cueing 
strategies which produce less false cues than 
conventional centrifuge solutions. In 
conventional centrifuge-based G-cueing the 
simulator cabin moves in the direction of the 
rotation (tangentially) and the cabin rolls 
outward when the G-force increases in order to 
keep the resultant force coordinated with the 
pilot’s z-axis (in coordinated flight). Hence, 
when G-load increases the simulator spins up its 
centrifuge axis and the cabin rotates outward 
(roll for the pilot); when G-load decreases, the 
centrifuge axis slows down and the cabin rolls 
inward (opposite roll for the pilot). This 
conventional solution, used in all centrifuge-
based flight simulators, suffers from a large 
false cue that gives the pilot a false sensation of 
rotation (tumbling), especially when decreasing 
the G-load after a loaded maneuver (e.g. pulling 
up from a nose-low attitude). With the extra 
rotational degrees of freedom of the 
DESDEMONA cabin the false tumbling cue can 
be largely avoided by applying G-cueing 
strategies that use less, or no roll motion of the 

simulator cabin. Instead another axis, such as 
the pitch and/or yaw, can be used to align the G-
load in addition to the roll axis. The motion 
cueing developments are accompanied by 
psychophysical experiments to determine the 
motion settings that are best perceived by test 
pilots.  

Ultimately, the extended simulator motion 
capabilities achieved within SUPRA will enable 
test pilots to identify the most important degrees 
of freedom to recover from particular situations. 
In real aircraft this is difficult, since motions in 
different axes are mechanically coupled. In a 
full-motion flight simulator it is possible to 
selectively reproduce some motions while 
ignoring others. We expect that the final 
evaluation trials will provide this kind of 
information.  

4.2 Recovery performance with G-cueing 

Efficient upset recovery in commercial 
transport aircraft may require the crew to load 
the aircraft up to the limit load of +2.5g, or up to 
+3.8g depending on design takeoff weight [11]. 
In the context of SUPRA we performed an 
experiment in DESDEMONA to study the 
effect of G-cueing on recovery performance of 
commercial pilots having negligible (less than 
5h) experience with in-flight aerobatics or G-
maneuvering[15].  

 
Fig. 9 Example recording of G-load produced by a 
pilot trying to pull 2g resp. 2.5g (dotted lines), before 
and after training with G-meter. 

Before the experiment, all 13 participating 
pilots were asked to pull 2g and 2.5g, 
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respectively, without any feedback (e.g. 
instruments or out-the-window visual) but from 
their seat-of-the-pants. Next,  they received a 
training session with feedback from a G-meter, 
where they were instructed to pull the same two 
G-loads twice. Finally, their performance was 
tested again without the G-meter. As the 
recording in Fig. 9 shows, pilots were hesitant 
in applying G at first: Before training they 
pulled on average 1.8g and 2.1g, in response to 
the target levels of 2.0g and 2.5g, respectively. 
In the re-test after the training with the G-meter, 
these values were 2.0g and 2.4g, respectively.  

After a health break, the same pilots 
participated in the actual experiment in which 
we tested the effect of G-cueing on unusual 
attitude recovery. At the time of the experiment 
the advanced aerodynamic model was not yet 
available, so that a maneuver was chosen that 
remains within the normal validated flight 
envelope. The flight model and instrument panel 
were derived from a modern short- to medium-
range generic twin-engine narrow-body jet 
airliner with wing-mounted engines and a 
fuselage mounted tail plane. Pilots were asked 
to recover from a 30° nose-low attitude as a 
simplified analogue for upset recovery requiring 
a maximum G-load of 2.5g. Each maneuver was 
initiated at 180kts, where the pilot pitched the 
aircraft down to a 30° nose-low attitude. During 
the recovery airspeed was kept within 320kts.  

The pilots’ performance was compared 
between a no-motion condition (fixed-base) and 
a G-cueing condition (centrifuge-based). The 
pilots were kept naïve about the motion 
conditions. The dependent variable was the 
maximum G-load computed by the aircraft 
model during the recovery.  

As is shown in Fig. 10, with actual G-cueing 
pilots controlled the pull-up maneuver at the 
adequate G-level of 2.5g and with little 
variance. In contrast, in the Fixed-based 
condition they controlled the maneuver at G-
loads significantly higher than 2.5g. In itself it 
may not be surprising that pilots performed 
inaccurately without any feedback on the G-
load. However, the practical implication of this 
phenomenon is that flight simulators without G-
cueing capabilities, such as the standard FFS, 

will evoke unrepresentative upset recovery 
behavior, overstressing the (simulated) aircraft. 

 

 

5 Conclusion 

The SUPRA research project investigates 
possibilities to push the flight simulator 
aerodynamic and motion envelopes, thus 
enabling advanced training of upset recovery 
techniques. The aerodynamic modeling employs 
a unique combination of engineering methods, 
so as to capture the major aerodynamic effects 
that occur at high angles of attack.  

The motion cueing research within SUPRA, 
on the one hand, aims to push the envelope of 
standard FFS by optimizing the motion cueing 
software; and on the other hand, investigates the 
effectiveness of a new-generation centrifuge-
based simulator for the simulation of G-loads 
inherent of some upset recovery techniques. 
Preliminary results show that inexperienced 
pilots are hesitant in applying G, but after 
training their recovery performance with G-
cueing is significantly better than without G-
cueing.  

Improved flight simulator technologies 
beyond the current state-of-the-art can be used 
to train pilots to detect and recover from upset 
conditions, and hence prevent LOC-I.  

Fig. 10 G-load in Fixed-base and G-cueing condition 
during pull-up maneuver in Desdemona[15]. 
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Abstract  

The current paper reports a multi-disciplinary 

study on the preliminary design of a Winged Re-

entry Vehicle (RV-W). The main objective of this 

study is the searching for the minimum weight 

configuration taking into account both the 

thermal and the operational constraints. The 

structural stresses are considered by the mean 

of the asymptotic dynamic pressure and the 

normal load factors peaks, and crew liveability 

conditions are accounted for by controlling that 

the inner temperature remains locally below a 

duly imposed value. An optimization procedure, 

using Genetic Algorithm (GA), is performed to 

find the optimal configuration. The RV-W shape 

is modelled by a suitable parametric model, 

based on Coons surfaces, and a parametric 

insulating material distribution is foreseen. The 

analysis is performed over the hypersonic flight 

regime range because it is characterised by the 

larger thermal and mechanical stresses. The re-

entry trajectory is calculated by the three-

degree-of-freedom model with no bank angle. 

The shape aerodynamics is performed via a 

hypersonic panel method and the thermal state 

of the external surface is determined with the 

radiative  equilibrium hypothesis and boundary  

 

 

 

 

layer model. The material for modelling the 

Thermal Protection System (TPS) is Li-900. 

Nomenclature 

 
Che Stanton number 

cp specific heat at constant pressure 

D drag 

g gravity acceleration 
gj constraint function j 

Hj penality exponent of constraint function j 

L lift 
k thermal conductivity 

m RV-W mass 

nz normal load factor 
qgw heat flux in the gas at the wall 

qrad,w thermal radiation heat flux at the wall 

q∞ free flow dynamic pressure 
R RV-W position vector magnitude 

r altitude 

rn nose radius 
T temperature 

Taw adiabatic wall temperature 

Tw wall temperature 
t time 

th TPS thickness 

V flight velocity 
x length coordinate 

x design variable array 

xi design variable 
W weight 

γ flight path angle 

ρ density 
ρe free stream density 

Φ local body angle 
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1 Winged Reentry Vehicle 

A reentry vehicle has to perform an unpowered 

gliding flight, transferring safely a crew from a 

Low Earth Orbit (LEO) to the Earth’s surface. 

At the entry into the Earth’s atmosphere, the 

RV-W owns a high energy, both potential and 

kinetic, and basically performs a braking 

mission intended to reduce its own speed during 

the descent. The shape design and the reentry 

trajectory parameters have to increment the 

vehicle deceleration, mainly due to wave drag, 

through the higher and less dense atmosphere 

layers in order to reduce the thermal and 

mechanical loads. As consequence, the vehicle 

is characterised by a blunt shape, a flat 

windward side and a large Angle of Attack 

(AoA). These features magnify the wave drag, 

which is the main dissipation mean to convert 

the RV-W kinetic energy in thermal energy 

owned by the fluid behind the bow shock ahead 

the RV-W. Finally, a Thermal Protection 

System is necessary to protect both the vehicle 

structure and the crew during the descent. 

2 Parametric Model 

The outer shape parametric model is built by 

Coons-surface patches having as boundaries 

proper pieces of the upper, the lower, the wing 

planform and the cross sections mainlines [1]. 

Some possible parametric shapes are shown in 

Fig. 1. 
 

 

 

Fig. 1 Examples of  parametric outer shapes 

 

The outer shape is built to enclose a fixed 

volume accommodating a four-people crew. A 

volume of 1500x800x1500 mm is assigned to 

each crew member and a 20% increase is 

foreseen for the global ground dimension. Four 

potential cabin layouts are considered, as shown 

in Fig. 2.  

 

 

 

 

Fig. 2 Crew arrangements 

 

As shown in Fig. 3, the symmetry plane forward 

outline is controlled by the points F1 and F2 and 

they are connected to the cabin corners by the 

upper and the lower line. The F2 abscissa is one 

half of the l1 design variable whereas the 

ordinate is controlled by a non-dimensional 

parameter defining h2 as a fraction of h. 

 

 

Fig. 3 RV-W symmetry plane forward outline 

   
The nose radius lying in the symmetry plane is 

defined by the dimensional parameter rnose, 

which control the fillet between the upper and 

the lower line. The backward symmetry plane 

shape is modelled by two B-splines that connect 

the bottom of the crew box to the F3 point, as 

shown in Fig. 4. 
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Fig. 4 RV-W symmetry plane outline 

 

The RV-W wing planform, shown in Fig. 5, is 

designed exploiting a segmented line passing 

through the control points E0, E1, E2, E3, E4. 

The Ei (i=1,2,3,4) points ordinates are 

controlled by a set of non-dimensional 

parameters which allocate the Ei-points along 

the RV-W chord, whereas the E0 ordinate is 

coincident with the cabin back side. The Ei 

(i=0,1,2,3,4) points abscissas are mainly 

influenced by the semi-wingspan, that is 

provided explicitly by the dimensional variable 

k1 whereas the ki (i=0,1,2,3,4) quantities are 

expressed as a fraction of k1. 
 

 

Fig. 5 Segmented wing planform 

 

The wing planform smoothness depends on the 

fillet between the pairs of connected segments. 

A convenient routine has been realised to 

control all the wing fillets by a single 

parameters in order to not introduce less 

sensitive variables. As shown in Fig. 6, the 

smoothed wing outline is linked to the nose and 

the bottom of the model by two B-splines and 

the model wireframe is completed by five 

transversal sections. They intersect the model 

chord in five static locations partly expressed as 

function ratio of the vehicle and partly 

depending on the cabin and semi-wingspan 

position. The most forward and the most 

backward cross sections are obtained via a B-

splines connection, whereas the central ones are 

developed from a segmented line connecting the 

control points, as shown in Fig. 7. 

 

 

Fig. 6 Half-model wireframe 

 

A set of non-dimensional parameters control the 

ai design variables, which are expressed as a 

function of the cabin height and local wingspan. 

The cross-section smoothness is regulated by a 

unique parameter acting on all the section 

fillets. 

 

 

Fig. 7 Cross-section segmented line 

 

Finally, the outer shape discretization is made 

by four-vertex panels, which are exploited as 
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both thermal and aerodynamic computational 

elements. 

3 Reentry trajectory 

The reentry trajectory model relates the vehicle 

velocity with the altitude so it defines the RV-W 

mission profile. The motion is completely 

described by the General Equation for Planetary 

Flight [2]. The vehicle is considered as being a 

mass point, so the descent is modelled by the 

three-degree-of-freedom model. The mission 

profile contemplates a gliding flight, which 

develops completely into the descent plane as 

no bank angle is contemplated. The re-entry 

flight is characterised by strong deceleration, so 

the centrifugal and Coriolis terms involving the 

planet angular velocity are neglected. The 

equations describing the RV-W descent motion 

into the planetocentric frame – considered as an 

inertial frame — reduce to: 

 

 
2

dV D
- - g sin ,

dt m

d L V
V - g cos cos

dt m R




 



 

 (1) 

 

The altitude rate of change is provided by the 

kinematic equation:  

 

 
dr

V sin .
dt

  (2) 

 

The range of speed is extended until M∞ ≥ 5 and 

the aerodynamics coefficients, CL and CD, are 

calculated by the mean of the hypersonic panel 

method HYPER [3] [4]. The RV-W mass is 

valued via statistical formulas, considering each 

vehicle sub-system separately [5]. The TPS 

mass is calculated from its distribution. The 

velocity and the altitude initial condition are set 

assuming a de-orbit manoeuvre starting from a 

circular orbit from 120 km, so they read: 

 

 
t 0

1

t 0

r 120km,

V 7835ms .










 (3) 

 

 

An initial negative flight-path angle value, γ(t0), 

is necessary to perform a descent flight. 

4 Thermal Protection System 

The Thermal Protection System has to protect 

efficiently the re-entry vehicle interior from the 

aerodynamic heating during the descent. It is 

modelled with LI-900 material, which is widely 

employed in Space Shuttle Orbiter TPS. Its 

physical properties of interest are summarised in 

Table 1 [6]. 

 

Table 1.  LI-900 material properties 

k 4,76E-2W/mK 

ρ 1.44E2kg/m
3
 

cp 6.28E2J/kgK 

ε 0.88 

 

 

The TPS thermal state is evaluated by a 

transient, one-dimensional analysis for each 

outer shape four-vertex element. A parametric 

law operating on the body natural direction 

allocates the insulating material. It contemplates 

a major amount of insulating coating for the 

highest thermal stressed area, i.e. the windward 

side and especially the stagnation point area. A 

two-segment, linear law allocates the insulating 

coating to the elements standing the lower 

symmetry line. Its distribution is governed by 

four parameters acting on: the maximum TPS 

thickness, the thickness rates of decrease, and 

the law shift point. The insulating material 

coating decreases from the lower to the upper 

side in a parametric linear way because the 

farther from the symmetry line the element the 

less the thermal stress. Therefore, the whole 

thickness distribution is managed by five 

parameters. The TPS is considered as a set of 

volumes of insulating material in regard to the 

thermal state computation. Each volume is 

modelled as independent from the surrounding 

ones, i.e. adiabatic sidewalls are assumed. The 

transient, one-dimensional heat conduction 

model through the thickness reads: 
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p ele 2

T T
c th k .

t x


 


 
 (4) 

 

The TPS is assumed to be in thermal 

equilibrium with the atmosphere at the entry. 

The inner surface is modelled as adiabatic, and 

it is a conservative hypothesis as being the 

internal TPS temperature as constraint. The wall 

temperature is calculated according to the 

radiative equilibrium hypothesis [7]. Thus, the 

thermal problem formulates: 
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2

p ele 2

|t 0 atm|r 120km

|x 0 re

x th

T T
c th k ,

t x

T T 285K ,

T( t ) T ( t ),

T
( t ) 0.

x



 





 


 

 








 (5) 

 

Further hypothesis are formulated to predict the 

outer surface thermal state: laminar boundary 

layer, the gas temperature at the surface is equal 

to the wall temperature and the one-dimensional 

heat transfer mechanism normal to surface is the 

only one considered. The heat flux balance at 

the walls considers only the radiative heat flux 

from the gas to the wall, qgw, and the thermal 

radiation heat flux, qrad,w, cooling the surface, 

and it reads: 

 
gw rad ,w

4

gw w

q q 0,

q T .

 


 (6) 

 

The qgw is predicted by using the relation 

proposed in [8]: 

 

 N M

gw eq C V .  (7) 

 

The quantity C, and the constants N and M 

depend on the considered part of the vehicle. 

Next Eqs. (8) refer to the stagnation point: 

 

 
  1 2
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 (8) 

 

Furthermore, the surface is split in windward 

and leeward side via the local body angle with 

respect to the free stream flow, Φ. The heat flux 

in the gas at the four-vertex element belonging 

to the windward side, Φ sloped and whose 

centre is x away from the stagnation point, is 

modelled by the large-AoA flat-plate heat-

transfer model, summarized in Eqs. (9): 

 

 

1 2

1 C w

1 2

C

pw w

w 2

C k ( )( x )(1 g ),

k ( 2.53E 9 )(cos ) (sin ),

c T
g .

0.5V



 

 

 



 (9) 

 

The qgw at four-vertex elements belonging to the 

leeward surface is modelled via the laminar 

compressible boundary layer model, 

 

  gw he e e aw wq C U T T .   (10) 

5 Operational Constraints 

The RV-W is stressed by both mechanical and 

thermal loads during the descent. The quantities 

conventionally adopted as measure of the 

mechanical constraints, in a preliminary design 

stage, are the asymptotic dynamic pressure and 

the normal load factor peaks experienced during 

the re-entry trajectory [9]. The free flow 

dynamic pressure, q∞, is a structural load 

indicator, as being proportionally to 

aerodynamic forces. Its admissible peak value is 

assumed to be 14kPa, the same considered for 

the Space Shuttle Orbiter. The normal load 

factor, nz, concerns both the crewmembers g-

loads and the re-entry vehicle structure stresses. 

The maximum nz peak value is assumed as 

being 2.5. The thermal constraint is considered 

to ensure both liveable condition to the crew 

and a acceptable  structural thermal load. The 

interior temperature is calculated locally and if 

the TPS interior side overtakes locally the 

temperature of 422K during the descent [10], 

the thermal constraint is considered to be 

violated. The thermal constraint is naturally 

vectorial. A proper manipulation is necessary to 

reduce it to a scalar function. 
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6 Minimum mass configuration: the 

optimization procedure 

The RV-W weight minimization is the 

optimization target. The structural and thermal 

constraint functions are exploited to evaluate the 

configuration feasibility. As consequence, the 

optimization procedure is single-objective and 

constrained, and it formulates: 

 

 

 

 

min!

, , ...,

, , ..., .

ii i

MIN MAX

j j j

W x

x x x i 1 2 I

g g x g j 1 2 J

  

  

(11) 

 

W(x) states for the re-entry vehicle weight, x is 

the configuration array filled by I=30 xi scalar 

parameters governing the crew layout, the outer 

shape design, the angle of attack, the initial 

flight-path-angle and the TPS distribution law. 

The constraint functions, gj(x), specify as 

follows: 
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The optimization procedure is performed via a 

Genetic Algorithm method implemented in 

ProGenie [11]. The execution flow is shown in 

Fig. 8. The computational cost of a single 

configuration has reduced as much as possible 

to obtain an optimization procedure 

computationally affordable and so a massive use 

of the array programming technique is made. 

The thermal problem is evaluated 

simultaneously for each computational volume 

at each time step, and the re-entry vehicle 

geometric properties are calculated by a 

vectorial procedure. The single configuration 

computational cost is about thirty seconds on an 

up-to-date, entry level computer. 

 

Fig. 8 Optimization procedure execution flow 

 

The fitness function reads: 
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(13) 

7 Results 

The most performing RV-W configuration and 

the related optimization procedure are 

presented. Preliminary optimization runs are 

necessary to set GA general parameters, the 

design variables ranges and bit resolutions. The 

GA settings are summarised in Table 2. 
 

Table 2. GA general parameters setup 

Number of generations 50 

Individuals per standard 

population 
50 

New individuals at each 

generation 
50 

Selection operator Roulette Wheel 

Crossover operator Crossover Single Cut 

Mutation operator Yes, dynamic 

Starting population Extended 

Fitness scaling Cosine law 
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For the sake of brevity, the results show only 

the time history of the more physical 

meaningful design variables for the most 

performing individual at each generation. The 

ranges of some of the shown parameters are 

reported in Table 3. 

 

Table 3. Design variables range 

l1 2500 mm 5000 mm 

l2 600 mm 1600 mm 

k1 1200 mm 2000 mm 

rn 10 mm 300 mm 

α 35 deg 42 deg 

th1 10 mm 400 mm 

H1 0.05 0.3 

P1 0.2 0.7 

 

In Fig. 9 and Fig. 10, the l1 and the l2 time 

history outline the longitudinal dimensions of 

the most performing individuals.  

The wing span trend is shown in Fig. 11 

 

 

Fig. 9 l1 time history 

 

 

Fig. 10 l2 time history 

 

Fig. 11 k1 design variable 

 
 

The wing planform height is controlled by the 

design variables H1 and P1, expressed as a 

fraction of the cabin height and represented in 

Fig. 12. The crew layout is 2+2-type. The nose 

radius time history is shown in Fig. 13. 

 

 

Fig. 12 H1 and P1 time history 

 

 

Fig. 13 rn time history 
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In Fig. 14 and in Fig. 15 the trends of the 

parameters governing the wing planform shape 

are reported. 

 

Fig. 14 k0, k2, k3 and k4 time history 

 

Fig. 15 c1, c2, c3 and c4 time histories 

 

The insulating material distribution is managed 

by th1, in Fig. 16 , and the parametric 

distribution law design variables. Some 

examples of TPS coating are shown in Fig. 17, 

Fig. 18, Fig. 19. 

 

Fig. 16 th1 time history 

 

Fig. 17 Shape and TPS distribution at 8
th

 generation 

 

 

 

Fig. 18 Shape and TPS distribution at 36
th

 generation 

 

 

Fig. 19 Shape and TPS distribution at 46
th

 generation 

 

The aerodynamics is governed by the angle of 

attack shown in Fig. 20, and the related 

aerodynamic coefficient in Fig. 21. 
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Fig. 20 α time history 

 

 

Fig. 21 CL and CD time histories 

 

Furthermore, the initial flight-path angle γ0 is  

equal to -1°. The TPS weight and the RV-W 

weight time histories are shown in Fig. 22 and 

Fig. 23; the fitness trend is reported in Fig. 24. 

 

 

 

Fig. 22 TPS weight time history 

 

 

Fig. 23 RV-W weight time history 

 

 

Fig. 24 fitness time history 

 

The optimum is found at the 50
th

 generation, its 

outer shape and the TPS thickness distribution 

are shown in Fig. 25, and its main 

characteristics are provided in Table 4. 

 

Table 4. Optimum main design parameters 

Layout 2+2-type 

l1 2583.088mm 

l2 681.133mm 

k1 1246.613mm 

rn 299.165mm 

α 42deg 

γ0 -1deg 

th1 158mm 

CL 0.62 

CD 0.712 

WTPS 3670.077N
 

WRV-W 45835.076N
 

q∞.peak/q∞,lim 0.825 

nz,peak/nz,lim 0.852 

Tconstraint 0 
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Fig. 25 Optimum outer shape and TPS distribution 

 

8 Conclusions 

The RV-W outer shape is characterised by a 

trade-off between the need for a compact and 

lighter configuration and the need for an 

adequate aerodynamic drag. As consequence, 

the longitudinal dimensions and the wingspan 

do not approach their minimum values due to 

the necessity of a satisfactory drag area. The 

most performing wing layout is delta-type and 

backward. The wing planform height and the 

roundness of the windward side give a blunt 

shape to the vehicle and, as expected, the nose 

radius value is large in order to reduce the local 

thermal load. The TPS thickness at the nose 

reaches its optimum value after some 

generations; further reduction is not admissible 

because of the thermal constraint. As showed, 

the TPS mass saving is obtained by a reduction 

of the insulating material standing both the 

leeward side and the less thermal stressed 

windward side area. The optimum angle of 

attack, 42°deg, and the hypersonic flight regime 

efficiency, about 0.8, are in agreement with the 

data available in the literature for the RV-W 

class of vehicle. As expected, the initial flight-

path angle is -1°. As the γ0 absolute value 

increases, the descent speed increases, and also 

mechanical and thermal stresses increase. 

 

 

 

  

 

As the optimization procedure advance, the TPS 

weight and the RV-W weight largely reduce and 

the fitness increases because more performing 

and feasible individuals are generated. In that 

regards, further enhancements are foreseen. The 

study of the RV-W shape model behaviour in 

supersonic and subsonic regimes will be also 

considered. Several TPS materials will be taken 

into account to achieve both mass saving and 

reusability, and the downrange and cross-range 

performance analysis will be implemented. 
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Abstract  

Re-entry systems has been one of the most 

critical and unavoidable conditions. In fact, the 

re-entry environment imposes the most severe 

aerodynamic heating in addition to shock and 

acoustic loads. Like the launch environment, the 

re-entry environment also includes natural 

conditions such as wind, rain, hail, sand, and 

dust. 

This problem can be handled only with a right 

choice of materials, as the re-entry corridor is 

narrow. Advanced composite are the actual 

solution to this problem and Carbon Carbon is 

the widely used. The problem in their 

manufacturing is nowadays not solved. The 

chemical process has not been understood yet 

and the process parameter are not optimized.  

In this study a mathematical model of the 

pyrolysis is analyzed and it is optimized in order 

to obtain the best process parameter 

combination. 

1 Introduction 

Advanced composites are “engineered” 

materials with high performance properties and 

characteristics. They are usually light in weight, 

strong and stiff.  

Among advanced composites, Carbon-Carbon 

(C/C) composites are widespread. C/C 

composites are largely used in space and 

mechanic high temperature applications.  

C/C composites combine the many desirable 

properties of fiber-reinforced composites (such 

as high specific strength, stiffness and 

toughness) with the refractory properties of 

carbon at high temperatures. Their 

characteristics are suitable for space 

applications like aircraft brakes, rocket nozzles, 

missile nose tips and leading edges of the Space 

Shuttle. [1] 

The production of C/C is expensive and time-

consuming. The difficulties begin from the 

carbon fibers production to the pyrolysis 

process. The pyrolysis process is so a critical 

aspect that nowadays it is still not well 

understood. Actually it is still missing a 

universal recognized mathematical model and 

an optimization of the process parameters and 

this is the object of this study.  

A chemical model is implemented in a genetic 

algorithm in order to optimize the process 

parameters, in fact genetic algorithms are 

widely used in the scientific world as an 

optimization instrument. 
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2 The liquid phase impregnation method 

The manufacturing method chosen is the Liquid 

phase impregnation. This process consist in: 

 
 Preparation of a preform using a 

carbon/phenolic prepreg provided by 

Advanced Composite Group. 

 Pyrolysis of the phenolic resin at suitable 

temperatures and time. 

 Infiltration of the pyrolized plate by using 

liquid phenolic resin. Different infiltration 

methods has been used 

 Infiltration – pyrolysis cycle is repeated 

several times (3-9) until the desired density 

is achieved.  

 

The goal of this study is to optimize the 

pyrolysis process by the implementation of a 

mathematical pyrolysis model into a genetic 

algorithm. 

3 The choice of phenolic resin 

Phenolic resins have prominent features like: 

 
 Excellent thermal behaviour 

 High strength level 

 Long term thermal and mechanical stability 

 Excellent fire, smoke, and low toxicity 

characteristics 

 Excellent electrical and thermal insulating 

capabilities 

 Excellent cost performance characteristics 

 

Moreover very few resins have carbon yield 

over 40% on pyrolysis. Almost all phenolics 

resins are good carbon forming materials.[2]  

The carbon yield of this resin is the highest 

among thermosetting resin, as the table below 

shows.  

 

 

Figure 1 Carbon yield of Thermoset resin.[2] 

The phenolic ring bonds are less stable because 

the phenolic nuclei are in opposite sense and 

this lead to an increase in the bond length 

between aromatic and aliphatic carbon, with a 

concomitant decrease of bond energy. This 

phenomena results in an increase of carbon 

yield.[3]  

But phenolic resin also have a Tg greater than 

the onset of carbonization temperature (this is 

due to the high primary covalent and secondary 

N bond cross-link density), and so the material 

will not carbonize in a rubbery state and the 

pyrolysis gases will explode the porosity.  

Although the density of phenolic resin 

composite is lower than pitch ones, as the 

diagram below shows, the range of process 

temperature are much lower and in the range of 

500-1000°C the densities are comparable. The 

carbon yield is always higher although the basal 

spacing is higher too. The pressure does not 

increase the carbon yield as for the pitch. 

4 Pyrolysis process 

The pyrolysis reactions convert the phenolic 

matrix to amorphous carbon. Pyrolysis is 

basically a heating cycle. The precursor is 

heated slowly in a reducing or inert 

environment, over a range of temperature that 

varies with the nature of the particular 

precursor. The organic material is decomposed 

into a carbon residue and volatile compounds 

diffuse out to the atmosphere. The process is 

complex and several reactions may take place at 

the same time such as dehydrogenation, 

condensation and isomerization. The carbon 

content of the residue is a function of the nature 

of the precursor and the pyrolysis temperature. 

After carbonization, the residual material is 

essentially all carbon. However its structure has 

little graphitic order and consists of an 

1995



Paper Title 

 

CEAS 2011 The International Conference of the European Aerospace Societies 

 

aggregate of small crystallites, each formed of a 

few graphite layer planes with some degree of 

parallelism and usually with many 

imperfections. These crystallites are generally 

randomly oriented. The carbonized material is 

often called “amorphous” or “ baked carbon”. It 

is without long-range crystalline order and the 

deviation of the interatomic distances of the 

carbon atoms is greater than 5%. Amorphous 

carbon is hard, abrasion resistant, brittle, and 

has low thermal and electrical conductivities.  In 

most instances amorphous carbon is only the 

intermediate stage in the production 

processes[4]. 

 

The potential for damage during the pyrolysis is 

great, due to thermo-mechanical stresses that 

develop in the composite and pressures from 

evolving gas products. In order to keep stresses 

below the critical level that would cause damage 

to the part, the rate of gas production is 

controlled by controlling the heating rate of the 

composite. Because the pyrolysis reactions are 

not well understood, a large factor of safety 

must be used when determining heating rates. 

This leads to excessively long cycle times. Also 

the limited understanding of the reactions 

requires that process cycles be developed by 

trial and error methods. Long cycle times and 

trial and error process cycle development leads 

to high processing costs. An increased 

understanding of the pyrolysis reactions is 

essential for improvement of the processing of 

carbon/carbon. 

The structure of cured phenolic matrix in a 

carbon/phenolic composite is primarily 

methylene bridged phenolic units. Through 

pyrolysis it is desired to eliminate all non-

carbon species and produce a char of coalesced 

carbon rings. 

 

The general thought [6][5]about the kinetic 

scheme of the chemical reaction of the pyrolysis 

is that it is composed by three regions: 

 

 In the first phenolic resin breaks its 

crosslinks and decomposes into Cresol 

and Phenol.  

 In the second region new crosslinks are 

formed and various gases are developed.  

 In the third region the ring structure 

changes and final char is formed.  

All these regions are characterized by the 

temperature and activation energy. in fact, while 

the reactions of the first region begin at 300°C, 

the ones of the second take place in a range of 

400°C to 600°C and the ones of the third region 

only above 600°C. 

 

Not only the temperature influences the final 

pyrolyzed composite structure, in fact also the 

carbonization rate is very important. From the 

rheological study of Kuo et al.[9][10], it is clear 

that the mechanical properties, the average wear 

and obviously the internal microstructure (think 

about porosity) are strictly influenced by the 

carbonization rate. 

Moreover, this bring the correlation between the 

time and temperature, in fact, from the 

mathematical model which we study, it is 

possible to understand their mutual influence. 

5 Mathematical model and implementation 

The mathematical model of the pyrolysis imply 

the comprehension of the chemical model of the 

pyrolysis as aforementioned. A model inspired 

by the studies of Dimitrienko [7][8]has been 

used. 

It consist of four equations which describes the 

variation of the main chemical species which 

develop during the process. 

The four species are the carbon fiber, which are 

supposed to no react during the process as there 

is an inert environment, the phenolic resin, the 

char, which is supposed mainly formed by the 

phenanthrene and pyrene, and at the end the 

gases. The parameters for this last equations are 

which one of the hydrogen as this is the main 

gas product, with a presence of the 42% 

(percentage identified by[5]) 

 

These equations are then implemented into a 

genetic algorithm which has been developed  on 

purpose. Different objective functions has been 
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used. The best ones are the char optimization 

and the char maximization together with the 

minimization of the process time and 

temperature. 

 

From this theoretical study of pyrolysis [11] it 

was found that:  

 

 There is a minimum temperature at 

which all the char is formed. 

 Many temperature and time 

combinations allow to reach the final 

optimum parameters. The optimum 

solutions are more than one and this 

allows to be free to adapt the process 

conditions to the requirements of each 

case (such as the maximum temperature 

reachable for a specific oven, or the 

minimum time of production) . However 

these parameters have to be chosen 

carefully because also final mechanical 

properties change with the temperature 

and duration conditions.  

 After few hours it is possible to obtain 

char only.  

 

 

Figure 2 Example of char variation during pyrolysis cycle. 

 

When all the resin is transformed into char, the 

final char percentage depends on the fiber 

concentration: the more fibers, the less char and 

gas. If fiber percentage is from 30 to 60% , the 

final char percentage ranges respectively from 

40 to 20% and the gas percentage from 25 to 

15% . 

 

6 Experimental analysis 

 

As explained in 2, some experiments has been 

performed in order to verify the quality of the 

mathematical model and the quality of the 

optimization. 

At first only the first pyrolysis cycle was 

studied. The parameters of the pyrolysis cycle 

are respectively:  

 

 6 hours and 34 minutes; 800°C.  

 7 hours and 16 minutes 794°C. 

 

A chemical investigation with a thermo 

gravimetric analysis ( TGA) was done on the 

samples. TGA is a technique that measures the 

mass of a sample while it is heated in this case. 

At the end it shows the mass loss of volatile 

components (moisture, monomers, solvents), 

polymer decomposition, combustion of carbon 

black and final residues (ash, filler, fibers). The 

method allows to study the decomposition of 

products and materials and to draw conclusions 

about their individual constituents. In particular, 

it is possible to know if some resin content 

remained after the pyrolysis cycles.  

The two plates and a third one non pyrolyzed 

were studied and compared. 
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6.1 TGA results 

 

Figure 3 TGA results of non pyrolyzed resin. 

 

Analyzing the TGA diagram (green line, Fig. 3) 

we can see that there is a first endothermic zone 

from about 80°C to 278°C. The heat flow begins 

from 1.547 W/g and decreases until 0.6039 W/g 

before increasing again. In this zone there is an 

evaporation of water. 

A low peak appear at 288°C, at this temperature 

there should be a crystallization of the resin and 

not a decomposition because the peak is not 

high as the second peak. From theory we know 

that the first chemical bonds re-arrangements of 

phenolic resin begins at 300°C, so the results are 

consistent with the theory. 

The second peak is at 442°C, here the 

decomposition is taking place. 

At 600°C there is a flex which correspond to a 

minimum of the DSC line (blue line). This 

means that there is certainly a decomposition 

here.  

From the diagram it is possible to identify the 

three pyrolysis region of the resin: 

 

 From 300°C to 442°C bonds break 

themselves.  

 From 442°C to 500°C where bonds 

continue to break 

 Above 500°C there is a decomposition 

and new bonds are formed, so there is a 

release of heat.  

 

Figure 4 TGA of first experiment. 

 

 

Figure 5 TGA of second experiment. 

 

The diagram trends of the pyrolyzed resins are 

quite similar. They are very different from the 

non pyrolyzed resin. So surely there is no resin 

residue in these two samples.  

The highest peak shows two peaks inside, this is 

because there are two different carbonaceous 

structures which are decomposing. One of the 

structures is the carbon fiber, in fact it 

decomposes at temperatures below 650°C in air.  
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Figure 6 Comparison between the two experiments 

and the non pyrolyzed plate (red line). 

 

The TGA analysis shows that there is a clear 

different behavior of the pyrolyzed samples 

from the non pyrolyzed resin, so it is possible to 

say that the mathematical model can represent 

the physical phenomena. 

7 Conclusions 

A mathematical model of the pyrolysis phase of 

the manufacturing process has been framed. A 

genetic algorithm has been developed in order 

to study and optimize the pyrolysis process 

model. The algorithm calculates the optimal 

process parameters as temperature and time. 

A strict dependence of these two parameters has 

been observed by the results. 

In order to verify the mathematical model, two 

experiments have been performed and a TGA 

analysis was done on the samples. 

From the TGA Analysis it is possible to have 

the confirmation of the mathematical model 

used for the pyrolysis process. In fact there is no 

a resin residue after the pyrolysis cycle. 

Furthermore the pyrolysis temperature used in 

the two experiments is not high. There is an 

effective optimization of the process. 
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Abstract  

The space transportation segment is now 

involved in the research and development of 

new technologies for the next generation RLVs 

(Reusable Launch Vehicles) capable to 

guarantee a safer, cheaper and continuosly 

space transportation services. 

One of the most critical part on such vehicles is 

represented by Thermal Protection System 

(TPS). 

The goal of this work is to present a new design 

for the IXV (Intermediate eXperimental Vehicle) 

TPS subsystem that is able to provide both the 

structural and the insulating function in the 

same component. 

This was possible thanks to the specific 

configuration of the sandwich structure that is 

composed by three layers completely 

customizable to the specific mission profile. 

The core of the sandwich is an high temperature 

resistant carbon foam as heat absorber, while 

the outer surface sheets are made on Ceramic 

Matrix Composite (CMC). 

 

 

1 Introduction 

Ceramic Matrix Composites (CMCs) 

composite are considered the primary materials 

for hot structures of the present and future 

reentry vehicles.  

Carbon laminate composites based on the 

impregnation and/or infiltration process have 

proven their suitability under extreme 

thermo-mechanical environments in different 

structural parts like nose caps, nozzle jet vanes 

and engine flaps.  

A step forward has been done within the last 

years to improve the manufacturing technology 

and to tailor the properties of the materials. 

The use of high conductivity carbon fibers on 

CMCs guarantees high stiffness but the thermal 

conductivity still remains high. 

The scope of this work is to exploit the 

thermomechanical properties of CMCs 

combined with the hig thermal insulation of the 

carbon foam. 

The other goal of this paper is the validation 

of the sandwich configuration and the 

demonstration that CMCs are efficient cost 

materials for the sandwich panel with carbon 

foam core.  

 

Hot Structure Sandwich panel for advanced structure 

assembly (ASA) project 
 

 

 

P. Coluzzi, F. Agostinelli, C. Vassalli, M. Albano, M. Marchetti 

Dipartimento di Ingegneria Astronautica, Elettrica ed Energetica 

Sapienza Università di Roma,  

Via Salaria 851, 00138 Roma, Italy  

 

e-mail: plinio.coluzzi@uniroma1.it, web page: http://www.saslab.eu 

 

Keywords: Thermal Protection System, Re-entry system, IXV, RLV, CMC 

2000



Hot Structure Sandwich panel for advanced structure assembly (ASA) project 

CEAS 2011 The International Conference of the European Aerospace Societies 

 

The TPS sandwich obtained will be a part of 

the primary windward surface structure of the 

IXV reentry vehicle [1].  

 

1.1 TPS Concept 

The main objective of the thermal protection 

system is to keep as much as possible low the 

internal temperature of the structure in order to 

guarantee the structural integrity of the vehicle 

without compromising the aerodynamic 

performances. 

These duties can be fulfilled customizing the 

sandwich configuration to the specific reentry 

profile. 

The sandwich structure solution is composed 

by a carbon foam core with two external skins 

made on CMCs. This configuration was chosen 

with the needs to combine the structural and 

thermal functions of the TPS. 

The thermal functionalities has suggested to 

positioning the carbon foam between CMCs 

laminates to increase the thermal shielding, 

while the external skins provide the structural 

support to the entire configuration.  

A coating was performed on the outer sheet 

in order to increase the thermal emissivity and 

to provide the oxidation protection from the 

environment. A classical SiC coating was 

chosen because of its well proven behaviour on 

such conditions. 

1.2 Core and Face sheet Materials 

The core of the TPS is a carbon foam 

arranged in a reticulated open cells 

micrustructure. 

Carbon foam is recognized as having great 

potential as a component within hybrid thermal 

protection systems for low angles reentry 

vehicles. In this concept, the carbon foam 

supports CMC surfaces by providing selectable 

insulating properties. Nevertheless, the 

thickness of the foam can be set according to the 

reentry trajectory.  

The final solution selected is a good 

compromise between high mechanical 

properties, low weight and relatively low 

conductivity. The foam core was selected in 

order to guarantee the lowest conductivity over 

the structural performances. 

A test campaign was performed in order to 

characterize the physical and mechanical 

properties of CMCs. In this paper only the test 

results are showed, while the detailed 

description of the tests is argument of a 

dedicated paper. 

The thermal properties investigations were 

conducted on a 2mm thick sample using a 

Linseis Laser Flash thermal constants analyzer 

model TC-700 (ASTM C 1470) . The values are 

referred to the through-plane direction. The test 

results are reported in Table 1. 

The thermal conductivity on through-plane 

direction is much lower than that on-plane 

direction. This is due to the fact that for the 

two dimensional CMC composites, many of the 

physical properties are dominated by the carbon 

fiber properties, by the fraction volume and 

architecture.  

One of the main property for a good design 

of the sandwich structure is the Coefficient of 

Thermal Expansion (CTE). This measurement 

was performed using a Linseis L75 dilatometer 

(ASTM E 228). Graphs for in plane and 

crosswise measurements are respectively given 

in Fig. 1 and Fig. 2. The same method was used 

for both the CMC laminate and the carbon 

foam. Thermal conductivity and specific heat 

are reported in Table 1, while the CTE graph is 

given in Fig. 3. 

Furthermore, emissivity measurements up to 

1600°C of the SiC coating were taken by means 

of a SpectroPyrometer. The average emissivity 

measured was 0,85. This value was 

implemented  in the thermal simulations.  

The mechanical characterization of CMC 

was performed according to the ASTM 

standards for ceramic composite materials. The 

tests includes tensile strength, flexural strength, 

elastic modulus and Poisson ratio. A summary 

for the CMC is reported in Table 2. 
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Fig. 1: CMC in plane CTE 

 

 

Fig. 2: CMC crosswise CTE 

 

Temperature 
(°C) 

Specific Heat 
(Jkg-1°C-1) 

Thermal 

Conductivity 

(Wm-1°C-1) 

20 677 0.022 

300 1147 0.064 

600 1415 0.13 

900 1491 0.221 

1200 1590 0.343 

Table 1: Carbon Foam Thermal properties 

 

 

Fig. 3: CTE of Carbon foam 

 
Tensile 

strength 
(MPa) 

Elastic 

Modulus 
(GPa) 

Flexural 

(MPa) 

Flexural 

Modulus 
(GPa) 

Shear 

(MPa) 

Poisson 

Ratio 

125 100 152 50 4.7 0.36 

Table 2: CMC mechanical properties 

2 Design and FEM analysis 

For a given material, the heat-shielding and 

thermo-structural overall performance of the 

sandwich TPS panel depend on the thickness of 

the face sheets and on the thickness and density 

of the foam core. 

A screening of several sandwich 

configurations has been investigated starting 

from a single CMC laminate. Increasing the 

foam core thickness, replacing that of the CMC, 

gave rise to several possible sandwich 

configurations. 

A series of FEM analysis on the sandwich 

configuration were performed using the heat 

loads profiles of the mission.  

In Fig. 4 are reported the heat loads profiles 

of the mission for four different area of the TPS 

panel.  

 

 

 

Fig. 4: TPS Heat Flux 

 

 

Fig. 5: Time history of the TPS temperature 
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The time-temperature trend is showed in 

Fig. 5.  

Fig. 6 shows an overview of the TPS at the 

maximum temperature reached (804 sec). 

 

 

Fig. 6: TPS Temperature 

 

As expected, the highest temperature is 

located in the top face sheet in correspondence 

of the maximum heat flux (1346°C) exhibited at 

end of the “plateau”. On the other hand, the 

lowest is located in the bottom face sheet in 

correspondence of the minimum heat flux 

(291°C) reached at the end of the reentry 

mission.  

This behaviour is mainly due to the higher 

heat capacity of the foam and to the direction of 

the heat flux towards both the face sheets during 

the cooling phase. Moreover, the top face sheet 

cooled more quickly than the foam thanks to the 

higher conductivity and to the higher emissivity 

due to the presence of the coating. 

So, the TPS sandwich is exposed to an high 

thermal gradients between the skins with 

relatively lower temperatures on the inner 

surface allowing the protection of the 

substructures. The higher is the thermal gradient 

through the thickness of the sandwich the better 

is the protection of the substructure and the 

efficiency of the TPS. 

The thermal gradient through the thickness 

will induce bending effects on the structure, 

forcing the TPS panel to bulge outward 

influencing the aerodynamic profile around the 

shape. 

Therefore, a thermo-mechanical analysis [5] 

has been performed at the highest thermal 

gradient exhibited (t=753 sec). The temperature 

nodal values has been imported into the 

structural model and the nonlinear structural 

analysis was run.  

 

 

 

Fig. 7: TPS Directional Deformation 

 

Fig. 7 shows the displacements results. The 

values showed goes from 0,7 to 1,2 mm out of 

the plane with no significant effects on the 

aerodynamic profile. 

3 Conclucion 

A procedure for the optimization process has 

been performed in order to design an high 

efficiency TPS sandwich and a low weight 

structure.  

The geometrical configuration of the 

sandwich panel is in accord with the test article 

requirements and a preliminary design is 

obtained. 

A non-linear and thermo-mechanical analysis 

were performed using a FEM code.  

The results shows an high thermal gradients 

through the thickness on the TPS structure 

during re-entry phase. 

The thermo-mechanical analysis was 

performed at the maximum gradient temperature 

obtained by the thermal mission profile.  

The maximun geometrical variations 

recorded is in the order of 1 mm out of the plane 

with no relevance for the aerodynamic profile 

distribution. 
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Abstract  
We describe a ground-breaking activity, where 
the educational needs of the Department of 
Aerospace Engineering at the Politecnico di 
Milano (DIA-PoliMi) have been successfully 
matched with the industrial requirements of Ing. 
Nando Groppo Srl, a leading Italian Ultra-Light 
Machine (ULM) manufacturer. The latter was 
seeking support in the process of type 
certification of its “Trial” model, a new three-
axis control ULM. DIA-PoliMi contributed its 
capability in performing comprehensive, 
reliable and cost-effective flight testing 
campaigns dedicated to small aircraft, built 
upon the experience accumulated by the 
extensive use of its in-house designed 
“Mnemosine” FTI system through over 100 
flight missions in support to the “Flight 
Testing” graduate course. The “Trial” 
certification procedure in compliance to the 
demanding German airworthiness regulations 
LTF-UL has been successfully finalized in 
January, 2011, demonstrating the availability of 
sustainable, simple-to-operate, dependable, and 
fully safe flight testing tools for the global 
market of small aircraft. 

1 Introduction 
In Italy, as well as in many other countries, 

airworthiness regulations for very small aircraft 

below the CS-VLA [1] weight specifications 
have been very limited, when not nearly absent, 
in the past years. This state of affairs 
significantly impacts ULM (UltraLight 
Machine) – i.e. airplanes with a maximum 
allowable take-off weight of 450 kg – 
operations, since manufacturers at large 
typically do not undertake well-established, 
rigorous flight testing programs with all the 
related investments, let alone a complete 
certification procedure. 

Inevitably, when flight testing is discarded or 
loosely performed, crucial safety issues arise. 
Furthermore, unqualified ULMs may encounter 
serious problems in approaching national 
markets where airworthiness standards for these 
machines are enforced. Of course, given that 
flight testing tools and teams dedicated to 
ULMs are lacking, almost no manufacturer is 
the position to afford the high costs typical of 
flight testing activities as normally performed 
for higher category aircraft. 

Reckoning with this situation, the 
Department of Aerospace Engineering at the 
Politecnico di Milano (hereafter referred to as 
‘DIA-PoliMi’) resolved to capitalize its long-
term involvement in flight testing for manned 
and unmanned aircraft, including ULMs. In 
recent years DIA-PoliMi has developed a 
specific line of education and applied research 
focused on this particular topic. In particular, 
from 2004 onwards, the graduate course of 
“Sperimentazione in Volo” (“Flight Testing”),  
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has been regularly held in the second semester 
of the final year of the Master Degree in 
Aeronautical Engineering [2,3]. Teaching duties 
have been entrusted to top experts from world-
class aeronautical industry, in co-operation with 
DIA-PoliMi’s faculty members. Naturally, this 
circumstance generates a deeper understanding 
of the industrial viewpoint on flight testing, and 
a considerable transfer of specialized knowledge 
to the academic counterpart. 

Parallel to curricular education, DIA-PoliMi 
is engaged in the ongoing development of the 
FTI (Flight Test Instrumentation) system 
“Mnemosine”. This started as the core of a PhD 
project in 2005 [4] and has resulted in a 
proprietary, integrated FTI suite tailored on light 
aircraft, such as ULMs and General Aviation 
fixed- and rotary-wing vehicles, capable of 
supporting a wide range of flight testing 
activities [5-7]. The system was fully designed, 
developed and implemented in-house and has 
now reached a considerable degree of maturity, 
having been regularly employed in the 
laboratories of the “Flight Testing” course 
totaling over 100 actual flight missions. 

In the past three years, DIA-PoliMi enjoyed 
the collaboration with the Club Astra flying 
school and Ing. Nando Groppo Srl, a leading 
Italian ULM manufacturer. These companies 
provided specialized support to didactic 
activities, such as the flight missions of the 
“Flight Testing” course. Furthermore, Ing. 
Nando Groppo Srl was seeking assistance in the 
process of type certification of its recent “Trial” 
ULM model according to German airworthiness 
regulations, in an effort to expand its market on 
a European scale. As a result, DIA-PoliMi 
provided the “Mnemosine” FTI system, 
assuring the related management and 
maintenance support, and contributed to flight 
test mission planning, flight test operations, data 
processing and analysis, eventually leading to 
the successful completion of the certification 
procedure in January, 2011. 

The present paper describes the complex 
certification project outlined above and its 
fundamental constitutive elements, illustrating 
the accomplishment of a solid, reliable expertise 
in flight testing for small aircraft at fully 
sustainable global costs and extremely mild 

impact on the airframe, its performances, and 
Human-Machine Interface issues. Further 
details can be found on Refs. [8,9]. 

2 DIA-PoliMi’s FTI system  
The FTI system “Mnemosine” is a low cost, 

simple-to-operate onboard data acquisition 
system designed to support extensive flight 
testing campaigns not only for didactic and 
research purposes, but also in view of possible 
applications in the small aircraft global market. 
“Mnemosine” (the goddess of memory, mother 
of the Muses) is based on a federated 
architecture in which the system is divided in a 
number of autonomous nodes (named after the 
Muses, the goddesses presiding over arts and 
sciences), detailed in Table 1. 

 

Table. 1 FTI node functions. 

Node name Node task 
Eutherpe Flight control position acquisition

Klios Data logging 

Melete 
System power management and 

distribution 

Polimnia 
GPS data acquisition and system 
time generation and distribution 

Talia Engine data acquisition 
Terpsicore Inertial measurement acquisition

Urania Air data acquisition 
Melpomene Command and display unit 

Calliope Flight control force acquisition 
 
Every single node can operate independently 

from the others, and is specialized for specific 
task: it has processing power, memory, power 
supply and all the signal conditioning/interface 
resources required to manage the particular 
sensor(s)/device(s) it manages. All data 
generated by the modules is then shared over a 
common communication line: a digital data bus. 

This architecture permits to distribute the 
units across the aircraft placing every module as 
close as possible to the sensor it manages, thus 
avoiding to lay down long, noise-sensible 
analog signal lines. Information is converted to 
a digital format at node level, processed and 
transmitted over a robust medium. Software 
partitioning, fault confinement, as well as a high 

2007



Academic Flight Testing Capabilities Enabling Ultralight Aircraft Certification 
 

CEAS 2011 The International Conference of the European Aerospace Societies 
 

degrees of flexibility and modularity are further 
considerable advantages of the chosen 
architecture in contrast to centralized solutions. 

 

Table. 2  FTI parameter list. 

Parameter  Node Rate 
(Hz) 

X acceleration Terpsicore 60 
Y acceleration Terpsicore 60 
Z acceleration Terpsicore 60 
Pitch angle Terpsicore 60 
Roll angle Terpsicore 60 
Yaw angle Terpsicore 60 
Pitch rate Terpsicore 60 
Roll rate Terpsicore 60 
Yaw rate Terpsicore 60 
Elevator control position Eutherpe 10 
Aileron control position Eutherpe 10 
Left pedal position Eutherpe 10 
Flap position Eutherpe 10 
Rudder force Calliope 10 
Aileron force Calliope 10 
GPS time of week Polimnia 4 
GPS week no. Polimnia 4 
GPS X position (ECEF) Polimnia 4 
GPS Y position (ECEF) Polimnia 4 
GPS Z position (ECEF) Polimnia 4 
GPS X velocity (ECEF) Polimnia 4 
GPS Y velocity (ECEF) Polimnia 4 
GPS Z velocity (ECEF) Polimnia 4 
GPS fix quality Polimnia 4 
GPS tracked satellites Polimnia 4 
GPS DOP Polimnia 4 
Propeller RPM Talia 2 
Total pressure Urania 10 
Static pressure Urania 10 
Angle of attack Urania 10 
Angle of sideslip Urania 10 
Event (“top”) counter Melpomene  

 
All data undergo a twofold process before 

they finally become available to the user. The 
first phase is performed on-board, in real time 
and at node level, when an acquired parameter 
signal is subjected to suitable conditioning and 
filtering, transformed into engineering units, 
time stamped in order to assure correct time 
synchronization across the various time 
histories, and stored on non-volatile memory. 

The second phase is performed off-line, as a 
post-processing involving all the operations 
necessary to support data analysis, such as 
computation of derived parameters or 
information fusion from different sensors, such 
as trajectory reconstruction by GPS and inertial 
data fusion in tight coupling. 

The crucial need for reliable and accurate 
data time-referencing feature is met by 
application of CAFFE (CAN for Flight test 
Equipment), a DIA-PoliMI developed variation 
of CANAerospace, which is a widely used 
protocol targeted to avionic systems [10]. In 
addition to the CANAerospace characteristics of 
robustness, efficiency, lightness, good 
performances, and large diffusion, CAFFE 
brings a built-in data time-stamping capability. 

Table 2 shows the full array of “Mnemosine” 
acquired parameters together with the respective 
node and their acquisition rate, with respect to 
the configuration implemented for the present 
activity. 

 

 
Fig. 1 Nando Groppo’s “Trial” 

3 Nando Groppo’s “Trial” model 
The “Trial” is the last product designed and 

manufactured by Ing. Nando Groppo Srl (Fig. 
1). It represents a rustic, sturdy albeit very light, 
reliable airplane suited for training and 
recreational purposes, such as cross-country 
flight. It is characterized by a high wing and a 
taildragger, fixed landing gear. The straight, 
rectangular wing is endowed with flaps and 
conventional ailerons, and has been fitted with 
vortex generators on the leading edge for the 
full wing span. The tail features a classical 
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reverse-T configuration, with conventional 
elevators and rudder. The fuselage is 
particularly slim, due to the tandem seat 
configuration. The power plant can be either a 
Rotax or a Jabiru engine in the 80 HP class 

 

Table. 3  Principal dimensions of the Ing. Nando 
Groppo Srl “Trial” model. 

 Wing span   8,51 m   
 Overall length   6,22 m   
 Overall height  1,90 m  
Wing surface  10,20 m2 
Wing loading   46,3 kg/m2   
 Horizontal tail span   2,72 m   
 Main landing gear width   1,70 m   
 Cockpit width   0,78 m   

  
Principal dimensions are reported in Table 3. 

The considered MTOW (Maximum Take-Off 
Weight) is 472.5 kg, i.e. the maximum 
admissible for compliance to the airworthiness 
requirements. 

Primary flight controls are mechanically 
actuated, while longitudinal trim and flap 
controls are electrical. All controls are doubled, 
one for each seat. Basic cockpit flight 
instrumentation includes ASI (AirSpeed 
Indicator), altimeter, VSI (Vertical Speed 
Indicator), engine RPM (Revolutions Per 
Minute) indicator, ball-slip indicator, magnetic 
compass, fuel level indicator, oil temperature 
gauge, oil pressure gauge, cylinder head 
temperature indicator. 

 

Table. 4   “Trial” declared performances 

Take-off distance (on grass)  300 m 
Landing distance (on grass)  250 m 
Stalling speed (full flaps)  60 km/h 
Max rate of climb  > 4 m/s 
Max rate of climb airspeed  100 m/s 
Service ceiling  3000 m 
Typical cruising speeds  125 ÷ 170 km/h
Maneuvering speed  125 km/h 
Load factor envelope  –2 ÷ +4 
Never exceed airspeed  198 km/h 

 
Declared representative performances, 

resumed in Table 4 (all figures refer to MTOW, 
ISA conditions, and sea level – when 

significant), place the “Trial” on a par with 
several Italian and international competitors. 
Also, handling qualities are very good, making 
the “Trial” a suitable candidate for flying school 
activities. 

The specific model subject to the flight test 
campaign was powered by a Jabiru 2200 cc 
engine with a three-bladed, composite, fixed-
pitch propeller. The Jabiru 2200 cc is a 4-
cylinder, 4-stroke, horizontally opposed, air 
cooled engine capable of delivering a maximum 
power of 85 HP at 3300 RPM. For safety 
reasons, the aircraft features also a ballistic 
recovery system (i.e. a rocket-enabled 
parachute), a mandatory device in some 
countries. 

4 Certification basis 
The certification of the “Trial” has been 

carried out according to the “LTF-UL 2003 
airworthiness requirements for three axis 
standard control Ultra Light Aircraft” [11]. 
These norms, issued by DULV (Deutsche 
UltraLeichtflugVerband) and adopted by the 
German DFS (Deutsche FlugSicherung) 
authority, encompass typical light aircraft 
airworthiness requirements, and closely match 
those included in the CS-VLA regulations [1], 
that apply to aircraft of a larger size than ULMs. 
The LTF-UL requirements involve different 
means of compliance, including calculations, 
ground tests and, of course, a number of flight 
tests. Through analysis of the fight test 
requirements, a test matrix amounting to 397 
test points was obtained, spanning 

• stalling speed determination: wing-level 
idle and power-on, turning (applicable 
paragraphs: LTF-UL 49, 201, 203);  

• take-off (LTF-UL 51), landing and 
balked landing (CS-VLA 75, 77);  

• climb performance (LTF-UL 65);  
• longitudinal and lateral-directional 

control, elevator control forces in maneuvers, 
trim speed range (LTF-UL 143, 145, 147, 155, 
161);  

• longitudinal and lateral-directional static 
stability (LTF-UL 171, 173, 177);  

• longitudinal and lateral-directional 
dynamic stability (LTF-UL 181);  
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• power plant cooling (LTF-UL 1041);  
• ASI calibration (LTF-UL 1323).  
Further analysis, aimed to reduce the number 

of test points without affecting safety and 
reliability, led to a drastic reduction by more 
than 50%. In fact, by considering only the most 
demanding conditions in terms of weight 
(MTOW), CG position (max forward or max 
aft, depending on the test item) and flap 
deflection (cruise or landing setting, depending 
on the test item), a considerably slimmer 
campaign made out of 183 test points was 
prepared and approved by DULV. It must be 
noted that the higher impact of this optimization 
procedure occurred on trim, static and dynamic 
stability flight trials, while items such as stalling 
speed determination and stick force 
determination were basically unaffected. 

5 Flight test campaign 
The flight test campaign involved a “Trial” 

with the “Mnemosine” FTI system permanently 
installed on board. The various sensors and 
transducers as per the previous description have 
been mounted with minimal impact on the 
internal ergonomics, in close collaboration with 
the aircraft designer and manufacturer and the 
pilot to guarantee maximum safety. 

 

 
Fig. 2 The FTI Pitot boom mounted under the right 

wing of the “Trial” 

 
Several flight missions were performed with 

an additional ADS (Air Data System) 
employing a Rosemount Pitot boom (Fig. 2), 
providing static pressure, dynamic pressure, 
angle of attack and angle of sideslip 

measurements. This massive (and expensive) 
device has been made available to DIA-PoliMi 
courtesy of Alenia Aermacchi, but can be 
substituted by several different models of much 
lighter and cheaper Pitot booms available on the 
market. 

 

 
Fig. 3 Elements of the “Mnemosine” FTI system 

installed on-board the “Trial” 

 
The impact of the FTI system on the vehicle 

was indeed very low: the total weight of the 
“Mnemosine” system, Pitot boom excluded, 
stands below 5 kg, and the maximum power 
consumption is less than 9 W. Figure 3 shows 
some elements of the system installed in the 
vicinity of the front seat: the biaxial Futek cell 
knob mounted on the stick head; the AHRS 
(Attitude and Heading Reference System) 
placed between the pedals; a rack stacking 
several acquisition nodes fixed to the frontal 
bulkhead panel; the data recording unit secured 
on a diagonal stiffener of the left panel. 

2010



L. Trainelli, A. Rolando, C. Cardani 

The necessary flight test missions have been 
designed gathering multiple test points, based 
on similarity in altitude, speed range and CG 
position. Special attention has been devoted to 
contain pilot workload, with missions not 
exceeding one hour flight time, with limited 
altitude changes. 

The resulting campaign consisted of a few 
dozens flight test missions, accomplished in 
slightly more than a week work (albeit 
distributed over a period of a few weeks). 
Repetition of test points has been contained to a 
few occurrences, such as for ASI calibration, 
when a few different locations for the static 
probe were investigated after the initial 
placement showed poor performances. 

In many missions, the core activities have 
been preceded and followed by wind speed 
determination maneuvers, using the GPS 
cloverleaf method [12]. Also, most of the 
missions included take-off and landing 
performance demonstration, allowing for 
reliable performance estimation by averaging 
across multiple tests. 

Adopted flight test procedures included most 
of the typical techniques currently employed in 
testing aircraft in the CS-VLA and CS-23 
categories. For example, air data system 
calibration has been carried out following the 
NTPS (National Test Pilot School) GPS 
Horseshoe Heading with averaging method 
[13]; stall speeds have been determined by 
averaging across several standard 1-g quasi-
steady decelerations; take-off and landing were 
considered in terms of performances, 
controllability and pilot workload; sawtooth 
climbs have been carried out to assess SEP 
(Specific Excess Power) characteristics; wind-
up turns have been used to determine ‘stick 
force per g’ measures; longitudinal stick and 
pedal doublets have been used to assess 
dynamic stability. 

Flight data were usually post-processed on a 
laptop PC in preliminary form immediately after 
the mission completion, within 10 to 15 
minutes, to support debriefing and preliminary 
assessment. In a few cases, on-the-fly data 
analysis has shown the need to repeat some test 
points, or to improve the flight testing 
technique, suggesting practical hints to the pilot. 

The system displayed a remarkable level of 
overall reliability. In fact, data loss occurred in 
only one mission, due to unnoticed physical 
disconnection of the data bus on the “Klios” 
storage node. 

A special characteristic of the “Trial” 
certification flight test process was the synergy 
with the concurrent flight activities of the 
“Flight Testing” course scheduled in June, 
2010, close to the end of the classes. This 
allowed to perform didactic missions valuable 
also for certification purposes. Most of the 
missions were thus performed with a two-
person test crew, the second being a graduate 
student specifically trained, within the scope of 
the present activities, to act as a FTE. In double 
crew missions, the test pilot workload was 
significantly reduced with respect to single crew 
conditions, and enhanced situation awareness 
was achieved. 

6 Results 
The outcome of the flight test campaign was 

globally successful. The “Mnemosine” FTI 
system installed on the “Trial” recorded the time 
histories of some 30 parameters during all the 
missions performed, amounting to a 
considerable number of flight hours. Data were 
preliminary verified after flight completion and 
then thoroughly post-processed off-line. 

A ‘top’ (event marker) counter was used to 
identify single trim points and maneuver 
durations, easing the task of isolating specific 
sections from the full data streams. The “top” 
counter event is included in the acquired 
parameter list, and as such is time-stamped with 
the CAFFE procedure and evaluated during the 
off-line post-processing. 

All the certification requirements that needed 
in-flight demonstration have been assessed, 
showing compliance with the relevant LTF-UL 
standards.  

As an example of the quality of the 
performed analyses, Fig. 4 shows the time 
histories of CAS (Calibrated AirSpeed, diamond 
mark), pressure altitude (square mark), pitch 
angle (triangle mark), and roll angle (circle 
mark) during a stall test in landing 
configuration, with maximum forward CG 
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position. CAS values in km/h are given on the 
left axis, as well as pressure altitude values in 
feet divided by a factor 10, while pitch and roll 
angle values in degrees are given on the right 
axis. Pitch break, roll behavior, altitude loss, 
entry deceleration and other significant 
characteristics can be easily observed. After 
checking against several analogous results, it 
appears that the behavior of the airplane is 
symmetric and fairly benign, and elevator 
control is sufficient. Also, adequate stall 
warning in the form of slight buffeting has been 
observed. 

Another example is shown in Fig. 5, where 
height AGL (Above Ground Level, square 
mark), CAS (diamond mark), and normal load 
factor (circle mark) time histories are plotted for 
a typical take-off maneuver. Height values in 
feet and CAS values in km/h are both given on 
the left axis, while normal load factor values are 
given on the right axis. In these trials, the take-
off procedures employed were both the 
recommended “three-point” technique, leaving 

the aircraft lift off the ground spontaneously at 
the appropriate speed, and the conventional 
technique, where the pilot lifts up the tail during 
the ground course before rotation to lift-off. In 
both cases the aircraft behavior was judged 
excellent and fully compliant with the relevant 
requirements. Further examples dealing with 
static and dynamic stability characteristics can 
be found in Ref. [8]. 

7 Concluding remarks 
In the present paper, we strived to illustrate 

the main points concerning an original approach 
to flight testing dedicated to small aircraft 
developed by DIA-PoliMi. Within this safety-
inspired, affordable and reliable approach, 
academic expertise in flight testing tools and 
procedures was made available to a private 
company to accomplish a complete type 
certification process according to rigorous 
airworthiness requirements. The related flight 
test campaign involved an extended array of 

Fig. 4 Time histories during a stall test maneuver (courtesy of Ing. Nando Groppo Srl) 
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missions to demonstrate performance, stability, 
control of the aircraft and of some of its main 
subsystems (such ad ADS, powerplant, flight 
controls, etc.). 

DIA-PoliMi provided substantial support at 
all stages, from flight planning to flight 
operations, data processing and analysis. In 
addition, academic education effectiveness was 
enhanced by the synergy established between 
the certification activities and the “Flight 
testing” graduate course, having several 
graduate students directly involved in the flight 
test missions, experiencing hands-on in the role 
of Flight Test Engineers. 

All the flight missions were performed 
recording relevant flight data through the 
“Mnemosine” system, a unique FTI suite 
designed and developed by DIA-PoliMi. The 
“Mnemosine” FTI suite has shown full 
compliance with its design requirements as well 
as the certification needs in terms of overall 
reliability, availability, accuracy, and safety. 
Concerning easiness of operation it must be 
noted that DIA-PoliMI staff and students, as 

well as Ing. Nando Groppo staff, interacted 
promptly and effectively with the 
instrumentation, in spite of their short training. 
The system fully supported the analysis 
necessary to demonstrate compliance with 
severe airworthiness standards, with actually 
sustainable global costs. Indeed, a single 
“Mnemosine” set in the considered 
configuration has a raw cost below 10 k€, and 
non recurring production costs stand below 5 
k€. This represents a striking depart from the 
considerable investments traditionally related to 
flight testing, which have led to the current 
situation where only major companies (typically 
involved in bigger aircraft classes than ULMs) 
can afford this activity on a regular, consistent 
basis. 

Furthermore, the system displays a 
considerable growth potential in term of number 
of acquisition nodes and on-board data 
processing and display, and can be considered 
fully validated and basically mature for regular 
use outside the academic environment. 
Additional capabilities, including telemetry to 

Fig. 5 Time histories during a take-off test maneuver (courtesy of Ing. Nando Groppo Srl) 
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allow for real-time mission monitoring on the 
ground, are currently under development. 

Also, migration to light gliders and other 
small aircraft is under consideration, in view of 
further demonstrating the potential benefits of 
sound and cost-effective flight testing tools and 
procedures in this particular, highly dynamic 
and economically significant segment of 
aeronautics. 
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Abstract 

 

In this paper is briefly presented the Full Scale 

Static Test of the A400M aircraft performed at 

Airbus Military in Getafe, Madrid, Spain. It is 

shown the main test objectives, how the aircraft 

was supported and loaded, the test cases 

selection processes and the test sequence. 

Finally the test systems, load control system and 

data acquisition system, are described together 

with their special functions specially developed 

for this of test. 

1 General Introduction 

The structural design of the Aero-Structures 

requires a continuous evaluation to determine if 

the original requirements have been satisfied. 

Some of the most important tests, but not the 

only ones in this process are the static and 

fatigue tests. It is started at coupon level in 

order to obtain the mechanical characteristics of 

the selected materials followed by the elements, 

details, sub-components, components and 

finally the complete Aircraft or Full Scale.  

 

Fig. 1 Testing Pyramid 

 

The Full Scale, due to his size and the 

organizations involved in its development 

generally is one of the most important 

investments in the overall test plan. In the case 

of the A400M test program, former EADS 

CASA, now Airbus Military was designed for 

preparing and performing all the Full Scale 

Static Tests with the highest level of 

responsibility. Airbus Military was not only a 

A400M ES - Main Airframe Static Test 
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Testing Laboratory with all the associated 

obligations, but also a partner for the success of 

the overall program. With this additional task 

the Laboratory was proactive to propose 

solutions, methods etc. to accomplish the 

certification program. 

The Full Scale Test is one of the primary means 

to demonstrate how successfully the structure 

meets the structural performance requirements. 

Furthermore, in this type of test is where the 

contour conditions of the critical elements are 

represented in the most real way, especially for 

the carbon fiber structures. 

The structure to be tested is usually one of the 

first two fully completed manufactured units. 

The manufacturing as well as the test itself, 

usually run on a very tight schedule, so if any 

unexpected structure failure were to occur, this 

would result in a possible structure redesign or 

tooling changes in which would compromise 

costs, penalties or even contract renegotiations. 

Another aspect to be considered, unusual but 

possible, is an unexpected test system failure 

which can cause accidental structure damage. 

The overall impact can result in a general delay 

with the program schedule as well so, special 

care have to be taken especially with the 

background, means, procedures, certifications 

and experience of the people involved in the 

testing Laboratories. 

The Full Scale is the test where all the structural 

components find their real behavior when the 

overall structure is subjected to any load case. 

The stresses obtained in such way are the base 

for the FEM verification and qualification, for 

that reason is the base for the structure 

certification by the corresponding authorities. 

The certification authority requires a Full Scale 

Test to fulfill with the standards. In the case of 

the A400M the certification authority was 

EASA. 

2 Test Objectives 

In the case of the A400M was agreed that there 

would be two complete aircrafts structures, one 

for Static Tests (ES) and another for Fatigue 

Tests (EF) in order to achieve between both all 

the structural parts in static and in fatigue. Some 

structures parts of the structure are covered with 

the ES or the fatigue phase of the Static Test 

(ES), others with the EF. The Full Scale Static 

Test would be performed in the Airbus Military 

Structural Test Laboratory at Getafe, Madrid, 

and the Full Scale Fatigue Test would be 

performed at IMA Dresden. However, the most 

important tasks were the certification sceneries 

accomplished by each of the Full Scale tests. 

 

For the Static Test ES: 

Test objective is to support: 

 The static justification of the main 

components (wing and fuselage), not only 

for the metallic parts but also the carbon 

fiber parts. 

 The fatigue & damage tolerance justification 

of carbon fiber parts. 

 Complete justification of the main 

interfaces, static and fatigue for: Wing-

Fuselage, VTP-Fuselage. This interfaces are 

fully representative in the Full Scale Static 

Test 

 FEM Validation through the test results 

 To perform the functional tests for Aileron, 

spoilers and Ramp 

 To perform some local tests which are very 

difficult or impossible to perform outside 

the whole structure as for example Nose 

Fuselage local cases or ramp local cases 

etc...  

3 Full Scale Static Tests “ES” 

The test specimen is considered representative 

of a production structure so it has been 

manufactured according to production drawings 

and the pieces and components have been 

inspected according to the standard quality 

procedures. The delivered structure to the 

Laboratory has a complete map of defects. 

Some of these defects are due to the production 

process and some others have been created for 

damage tolerance purposes. Both of them will 

be followed along the test in order to establish 

how tolerant to damages the structure is. The 

inspection processes is one of the most time 

consuming task, especially in carbon fiber 

structures. 

The components of the structure to be tested 

were: 
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 Complete Fuselage  

 Wing boxes, Outer Wing Boxes (OWB) & 

Centre Wing Box (CWB) 

 Complete VTP (Vertical Tail Plane) 

 For wing functional tests : aileron & 

spoilers, will be fitted on LH side 

Due to the lack of some components (tested 

alone in dedicated test rigs), and being the ones 

which transmit the loads to the main 

components of the structure under test, it was 

needed to design simulated structures called 

“dummies” for MLG (Main Landing Gear), 

NLG (Nose Landing Gear), Flap Tracks, Engine 

Mounts and HTP (Horizontal Tail Plane). 

  

 

Fig. 2 Dummy Parts 

3.1 Aircraft Support 

The test specimen has to be supported by 6 

points as any rigid body (6 DOF). These points 

are the reactions of the structure under test when 

any load case is applied. In the theoretical case 

of a pure flight test case these 6 reactions would 

be zero. All of them have load cells to control in 

any moment that their values are as expected. In 

the Fig. 3 are shown the reactions PX, PY1, PY2, 

PZ1, PZ2 y PZ3. 

 

 

Fig. 3 Reactions 

Because the test cases usually are a combination 

of several cases, the reactions are also used to 

apply some specific loads to the structure, for 

example the FX load. The FX load due to engine 

thrust and inertias was necessary to apply the 

reaction on the floor rails attachments. This load 

was distributed along 18 frames in order to 

simulate in a most realistic way the real 

distribution. 

 

The reactions PZi, were used in combination 

with other external loads, for the simulation of 

landing cases and for aircraft balance in other 

test cases. 

3.2 Test Cases Selection 

Airbus Military was in charge of the test cases 

merging process and the corresponding test 

actuation loads. More than 120 cases were 

initially selected for testing. Because such 

number of cases is not practical, in terms of 

time consuming and because many cases are 

covering the same structural areas, it is a 

common practice to perform Combined Cases. 

The Combined Cases merge several individual 

cases which would cover only one structural 

area. It is important to know through the GFEM 

(General FEM) that the combined case is not 

penalizing any area more than the individual 

case would do. It is also important to make the 

aircraft balance. In the following figure is 

shown the typical process. 

 

 

Fig. 4 Test cases Selection Process 
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In order to do the cases selection it is a common 

practice to use graphs as shown in the fig. 5, 

representing, for any structural area, the 

envelope of loads and Moments, or only 

moments or any adequate combination of the 

area to justify. 

 

Fig. 5 Loads Envelope 

The combination, or merging process, is usually 

as follows: 

 

1. Individual cases per component 

(Fuselage & Wing). Original load cases. 

2. Envelope case (Fuselage). 

 

 

Fig. 6 Fuselage Test Cases Combination 

3. Envelope case (Wing) 

 

Fig. 7 Wing Test Cases Combination 

4. Evaluation of different possibilities of 

combination (Fus. & Wing). 

Depending of:  

o Max actions (FX….MZ) in each a/c 

station (frames and ribs). 

o Max capability of the rig. 

5. Aircraft balancing. 

o Once the initial match of both wing 

and fuselage is done, the overall 

balancing errors may be 

compensated by a/c constraints 

and/or small modifications in wing 

or fuselage loads, depending on the 

nature of the test case.  

o Obviously, for critical cases, the 

option is to use small loading 

modifications to correct balancing 

errors and to maintain the best 

possible match with theoretical 

loads. 

3.3 Test Cases & Test sequence 

 

The final test cases selection was as follows: 

 

• Wing envelope: 5 (extracted from 13 

load cases) 

• Fuselage envelope:  5 (extracted from 14 

load cases) 

• Functional: 3 

• Wing specific: 9 

• MLG: 3 

• NLG: 3 

• NF specific: 5 

• Pressurisation: 2 

• Open ramp: 2 

• Pressure & Flight case: 2 

• Ramp cases: 4 

• Stabilizer struts: 1  

 

After combination between them: 37 Test cases 

was performed (18 Limit Load &1.25LL, 13 

Ultimate Load, 3 Thermal, 3 UL after fatigue) 

The sequence was as follows:  

 Static test 

o LL and UL cases will be applied 

o Wing Thermal cases at LL 

 additional CFRP wing requirements 

o fatigue cycling for 2/3 DSG 

 Static Tests 

o UL load cases 
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o Military Cases 

 

Combined with some cases was necessary to 

apply the fuselage pressurization. The 

pressurization is typically called Delta P. In 

some test cases to Limit Load was necessary to 

apply Delta P and, it was also necessary to 

perform test cases with only pressurization up to 

1.33 Delta P, which is the valve relief tare 

pressure multiplied by the required factor, 

according to the standards, in case of 

pressurization without any other loads (in this 

situation it corresponds to Limit Load). So, for 

only pressurization cases at ultimate loads were 

applied 1.5 x 1.33 Delta P, what means 2 times 

Delta P. 

 

For the cases with thermal interactions, due to 

the different materials used in the structure, 

mainly in the joint of wing with fuselage, it was 

necessary to apply thermal loads to better 

simulate the thermal stresses on the area. 

Depending of the structure this kind of thermal 

interactions can be covered applying some extra 

loading factors but in this case the structure was 

going to be extremely penalized so the best 

solution was to manufacture a climatic chamber 

around the investigation area (CWB + Part of 

Left OWB + Part of Fuselage + all the joints 

wing - fuselage). The maximum thermal load 

applied was 70 ºC together with mechanical 

loads of the corresponding test case. 

3.4 Load Distribution Systems 

 

The load distribution Systems are very 

important to achieve the FX, FY, FZ, MX, MY & 

MZ distribution for each one of the selected load 

cases of the structure components. As much 

more external loads are applied (Hydraulic 

actuators) better combinations of FX, FY, FZ, 

MX, MY & MZ can be simulated. However, it is 

important to find the minimum necessary 

number of external loads in order to minimize 

costs. 

  

The load distribution systems are basically the 

following: 

 

 Wing 

 Fuselage 

 VTP (Vertical Tail Plane) 

 Dummy Engines 

 Dummy MLG & NLG 

3.5 Wing Loading System 

 

The loading system for the wing was based in a 

totally isostatic whiffletrees which are placed in 

both surfaces intrados and extrados. The basic 

principle is to push on both surfaces to avoid 

any surface delamination and be able to inspect 

both surfaces in any moment because the 

loading pads are not bonded to the skins. See 

Figs. 8 & 9. There were used 69 hydraulic 

actuators (39 on LH and 30 on RH) and 164 

compression pads on both upper and lower skin 

surfaces.  

 

 

Fig. 8 Wing Loading system 

 

 
 

Fig. 9 Wing Whiffletrees example 

3.6 Fuselage Loading System 
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The same basic concept of using whiffletrees 

isostatically determined was applied to the 

fuselage. In this case, in most of the places, 

were used built in fittings instead of rubber 

pads. 

 

 

Fig. 10 Fuselage Loading System 

 

 

 

Fig. 11 Whiffletree inside Fuselage 

 

 

 

3.7 VTP Loading System 

 

 
 

Fig. 12 VTP Loading System 

3.8 Dummy Engines Loading system 

The actuators were directly attached to the 

dummy engines applying locally the 3 Forces 

and 3 Moments. The Dummy engine transmit 

the actions to the corresponding attachments of 

the wing 

 

 
 

Fig. 13 Dummy Engines Loading System 

3.9 Dummy MLG & NLG Loading System 

 

Fig. 14 Dummy MLG Loading System 

4 Test Systems 

The load control Systems in the test are very 

important in order to achieve an adequate 

simulation of the test cases. The Data 

Acquisition Systems are equally important for 

correct monitoring of the stresses that occurred 

in the structure. 

In the load control systems is not only important 

to reproduce with precision the load in the test 

cases but to make special mention to the safety 

and integrity of the specimen. As we said 

before, an unexpected specimen failure will lead 

to an important economic and schedule impact. 

If the failure comes from a load control system 
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failure, the fail would impact not only in the 

same way but also in the test confidence. 

During the tests execution usually appear 

warning situations caused by settlements in the 

load introduction Systems, unexpected rig 

failures, Computers and Electronic Systems 

failures, Hydraulic/electrical power supply 

failures or even operator failures. Any of them 

could lead to an emergency and cause an 

unexpected test unloading. Test unloading have 

to be fully under test control and have to be 

performed in a soft and symmetric way so that 

the structure never suffer damage due to any 

asymmetry that leads to an unwanted load case. 

The structure must be unloaded in the same way 

it was loaded. 

4.1 Test Control System 

 The Airbus Military Structural Test Laboratory 

decides that the best system to safeguard the 

structure integrity would be based in a 

redundant system to load and unload the 

structure in case of system warning or failure. It 

was decided to use MTS equipments series Aero 

ST. 

Two control systems of 124 channels were 

arranged, one for primary control and another 

one as an emergency unloading system. The 

primary system, also, while operative, will 

monitor the operation of the concurrent system. 

If the primary system doesn’t suffer a critical 

failure will take on the complete test control, the 

loading and unloading. A failure in the primary 

control systems, will lead to a swap control to 

the other. In the hypothetical case of both 

systems failing it was foreseen an unloading 

method by switching the actuators to a pre-

adjusted dumping mode. 

In addition to the two concurrent systems it was 

necessary to develop, in conjunction with MTS, 

a Hydraulic Block (Smart Load Abort, SLA) 

that was capable to perform the functions 

required by both systems. The hydraulic block 

SLA had been developed by MTS for hydraulic 

actuators of equal areas. In the A400M case, 

they were hydraulic actuators of different areas 

and the SLA hardware was needed to be 

modified and the control functions too. This 

hydraulic block would operate even in the case 

of hydraulic power interruption taking 

advantage of the accumulated power in the test 

specimen and consequently with pressures 

remaining inside the actuator. This accumulated 

energy would be free using Direct Drive Valves 

(DDV´s) managed by the unloading control 

system.  

The following figure shows schematically the 

interaction between the control and the 

unloading system. Also can be observed how 

the data acquisition system is completely 

integrated within the general system. The UPS’s 

were used in a redundant way so if a power 

supply failure where to occur none of the 

control Systems would be affected. 

 

Fig. 15 Dummy MLG Loading System 

 

In the following figure is shown a 201 MTS 

actuator with an SLA used in the Hydraulic 

System of the A400M Test. 

 

  

Fig. 16 Hydraulic Equipments 
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4.2 Data Acquisition System (DAC) 

 

As usual in these kinds of tests, the strain 

gauges are the most widely used sensor together 

with load cells. With the strain gauges are 

obtained strains and stresses anywhere they are 

located. In the A400M ES test there were 

bonded about 10.000 gauges and close to 140 

load cells to control the external loads as well as 

the reactions. However, during the test 

monitoring it was necessary another more 7.000 

virtual channels (calculated channels combining 

the readings of the physical channels) which 

were necessary also to be monitored  

 

The DAC system hardware is based in the HBM 

MGC+ system while the software for data 

acquisition and monitoring is MTS AERO Pro 

software with special features specially made 

for this test. Both together are the ideal 

combination for the test following and data 

safety.  

 

 
 

Fig. 17 DAC System 

Due to the huge amount of data to monitor in 

real time several protocols were written to 

provide the clients with the proper service. A 

couple of days before de tests, the clients are 

requested to fill up some templates, requiring in 

some specific manner, the channels to be 

monitored as spreadsheets, graphs/t, graphs/xy 

etc… At the same time on the graphs could be 

represented the theoretical lines (or expected 

values) for each test case. To configure each one 

of the more than 40 terminals some macros 

were made which automatically generate the 

windows terminal lay-out with the required 

graphs and data previously requested with 

mentioned templates. The monitoring effort is 

simplified due to the easy windows 

management and the easy comparison with the 

expected values for the test case. 

  

 

Fig. 18 Typical Monitoring Terminal Lay-out 

 

During the static test loading process the load 

increments are usually 5 or 10% of the Limit 

Load. When the desired load step has been 

achieved the operator takes manually one or 

several scans after some standard settling time. 

However the system is running in background a 

circular buffer at the typical rate of 300 samples 

per second in order to be capable to investigate 

any event. This circular buffer can usually save 

15 sec. before and after the event. In the case of 

carbon fiber, due to its brittle nature, the 

sampling rate should be increased at the 

maximum possible in order to be able to follow 

the strain changes, which can occur in less than 

one or two milliseconds in the case of a sudden 

structure failure. 
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5 Test Images 

 

 

 

 
 

Fig. 19 Front View Photograph 

 

Fig. 20 CATIA 3D Front View 
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Fig. 21 CATIA 3D General View 

 

6 Current Status 

At the moment of writing this paper the test has 

completed all the test cases at LL and UL. The 

Fatigue cycling has been also completed 

together with some of the UL cases after 

Fatigue. 

 

After completion of the last UL cases the 

structure will be ready to be certified. 
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“AVIATEST LNK” Structural Testing Laboratory, Riga, Latvia (http://www.aviatest.lv )

     The full-scale tests give the most reliable data on the strength of aircraft components from 
composite materials. These tests can be conducted as under static loading conditions to determine the 
ultimate failure load as under cyclic loading to determine the number of poster "flights" to destruction.  
 When making new plane type, it’s appropriate to conduct both of the tests, because area of 
damage under static and fatigue tests are usually not the same. 
      A very important point in these tests is flight loads simulations. Usually, customer brings to the 
laboratory schedules for load distribution along the length of the component and along the chord, also 
repetition of the continuity of the load is needed (without significant jumps in loads).  To  realise it 
AVIATEST laboratory uses load distribution methods, using special fabric load pads. 
 One loading pad has maximal sizes 90mm x 200mm. It is designed in such a way as to transmit 
the load evenly on the surface of the component along the four strips that stick to the surface. 
 Experience in using such devices in AVIATEST shows maximum load on one load pad up  to 
350-400 kg.  The advantage of using pads in the tests compared to the pusher (bottom) on the unit load 
method or tool trays is that the in-flight upper panel component (for example, the flap as shown in 
Figure 1) is subjected to suction effect - the pressure on the upper surface is bigger than on the bottom. 
 Usually in static tests the entire surface of the component is covered by these pads. Actuator 
load (usually  just one actuator is used) is placed so that his line of action passes through the 
component’s center of pressure, then the load through a levers system is sent  on the transmitter pad 
(these instruments are also shown in Figure 1). 
 AVIATEST has big experience in composite aggregates tests (ailerons, spoilers, air brakes, 
flaps).  AVIATEST has calculation procedures for determining the loads and pads sticking procedures. 
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 Fig.1 Static Tests of the Flap in Structural Testing Laboratory AVIATEST LNK  

Full-Scale Static and Fatigue Tests of Aircraft Components from Composite Materials
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Abstract  

In aerospace field, low structural damping, or 
high oscillations amplitudes, may impact 
negatively on structural stability and emitted 
noise. This is much evident if composite 
structures are referred to. In force of  their 
stiffness-over-weight ratio, composite materials 
are deeply used in large assemblies and 
subassemblies belonging to fuselage and/or 
lifting surfaces (wing, tail empennages, control 
surfaces); on the other hand, structural ad-
vantages related to composite solutions are 
accompanied by drawbacks mainly due to 
materials’ high vibration and noise 
permeability.  By increasing structural damping 
it is possible to obtain a considerable noise and 
vibration reduction. Composite materials’ 
structural damping can be increased through 
damping treatments. Among the most common 
damping treatments in aerospace field, 
viscoelastic materials embedding is widespread. 
In order to assess a proper evaluation of their 
induced damping performances, a rational 
approach must be defined in order to predict 
and/or experimentally evaluate damping of 
deeply heterogeneous layered structural 

arrangements. Damping of complex structures 
is often dominated by losses at joints etc. and so 
is very difficult to be evaluated by means of 
numerical models. So the damping of treated 
structures is usually evaluated by experimental 
tests. Two different coupons were analyzed in 
this work and the vibro-acoustic behavior was 
carried out by Impulse Response Decay Method 
(IRDM)[1]. The tests were performed at 
temperature condition of -35°C for the no-
treated panel and at temperature conditions of 
15°C, -20°C, -25°C and -35°C for the treated 
panel. For each temperature condition, and for 
each measurement point, loss factors trends 
have been evaluated. The effectiveness of the 
experimental approach has been proved by the 
mean of a statistical analysis of the obtained 
results. 

1 Introduction  
Structures subjected to dynamic loads, 

generally show structural damping values which 
are just slightly capable of reducing oscillation 
amplitude. In aerospace field, low structural 
damping, or high oscillations amplitudes, may 
impact negatively on structural stability and 
emitted noise. This is much evident if composite 
structures are referred to. In force of their 
stiffness-over-weight ratio, composite materials 

Evaluation of vibro-acoustic behavior of composite fuselage 
structures realized with embedded viscoelastic damping 

treatments 
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are deeply used in large assemblies and 
subassemblies belonging to fuselage and/or 
lifting surfaces (wing, tail empennages, control 
surfaces); on the other hand, structural 
advantages related to composite solutions are 
accompanied by drawbacks mainly due to 
materials’ high vibration and noise 
permeability. By increasing structural damping 
it is possible to obtain a considerable noise and 
vibration reduction thus augmenting overall 
composite appeal in aerospace applications. 
Composite materials’ structural damping can be 
increased through damping treatments. Among 
the most common damping treatments in 
aerospace field, viscoelastic materials 
embedding is widespread; such materials are 
often used as foils package by thin aluminum 
sheets acting as constraining layers. In order to 
asses a proper evaluation of their induced 
damping performances, a rational approach 
must be defined in order to predict and/or 
experimentally evaluate damping of deeply 
heterogeneous layered structural arrangements.   

Damping of combined and complex 
structures is often dominated by losses at joints 
etc. and so is very difficult to be evaluated by 
means of numerical models.  Difficulties 
dramatically increase in case of composite 
materials realized with viscoelastic damping 
treatments. Numerical models  

More difficult is the damping simulation for 
composite materials realized with viscoelastic 
damping treatments. Numerical model available 
in literature permit to simulate only viscoelastic 
materials and not the coupled composite 
materials-viscoelastic. For this reason, in 
general, the damping of materials and structures 
must be determined experimentally i.e. 
measured. In this work the vibro-acoustic 
behavior was carried out by Impulse Response 
Decay Method (IRDM)[1]. Two different 
composite structures were analyzed, the first 
one is no-treated composite fuselage structure 
tested at the temperature condition of -35°C; the 
second one is a treated composite fuselage 
structure tested at the temperature conditions of 
15°C, -20°C, -25°C and -35°C. A sensors 
position affect and a loss factor results, for each 
temperature conditions, will be shown in the 
following.  

2 Experimental set-up 
The experimental set-up is composed by the 
excitation system, the climatic room and the 
acquisition system.  

2.1 Excitation system 
In this activity an innovative excitation 

system was been utilized. It allows us to excite 
the structure up to 3000÷3500Hz without 
compromise the structural behavior. It generates 
an impulse signal that approaches to the Dirac 
signal so allowing a direct measurement of 
Impulse Response Function (time history)[3]. 
The excitation system is made up of pressure 
regulator device, electrical valves, pneumatic 
drives and force sensor (Fig.1); all these ensure 
a perfect control in a time impact and in a 
amplitude load impact. This system can be 
automatized through a PLC (Programmable 
Logic Controller) and thanks its compactness 
and versatility it is possible to use it in a special 
conditions i.e. in a climatic room. 
 

 
Fig. 1 Excitation system 

2.2 Climatic room 
The climatic room (Fig.2) is a device able to 

reproduce the environmental flight conditions in 
terms of temperature and humidity. Our tests 
have been performed in the climatic room of the 
acoustic laboratory of the Alenia Aeronautica 
and it allows temperature range variation from 
15°C to -35°C and the humidity at 5%. 
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Fig. 2 Climatic room 

2.3 Acquisition system 
The acquisition system is composed by four 

mono-axial accelerometers (fig.5 a-b)  located 
in a different position on the panel surface skin. 
The acceleration time histories are showed and 
registered in a real time by the signal analyzer 
device LMS scadas mobile SCM01 (Fig.3). 

  
Fig.3 LMS scadas mobile 

3 Structure lay-up 
Two different coupons were analyzed in this 

work. The first one (fig.4-a) is a treated 
composite fuselage structure realized with a 
composite material (carbon-epoxy) developed 
using embedded viscoelastic damping 
treatments. The second one (fig.4-b) is the same 
composite material without viscoelastic 
damping treatments. This last one is as 
reference panel used to estimate the viscoelastic 
effect on the entire structure. 

 
 

viscoelastic 
   

 

(a) treated (b) no-treated 

Fig.4 Panels lay-up 
 

About the boundary conditions, the panel is 
linked to the climatic room through four springs 
(fig.5) in order to realize a free-free condition. 
The springs’ stiffness are such to avoid the 

influence on the structural panels behavior of 
the vibrations due to climatic room. The 
coupon’s dimension are equal to 610x200mm.  

 

 
(a) CAD view 

 
(b) Test panel 

Fig.5 Test Panel and position of 
accelerometers 

4 Analysis method  

1 

2 

3 
4 
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In literature there are different methods for 
measuring damping, each of them is based on 
different types of measurements. In this paper 
the procedure for damping evaluation based on 
decay of oscillations [1] was used. 

The damping characterization of a structure 
can be made through different parameters, all 
related and equivalent to each other. For 
experimental damping evaluation it is of 
common use to refer to a dimensionless 
quantity, called loss factor. It represents the 
fraction of mechanical energy dissipated 
(generally as heat) in a vibration cycle [2] [3]. 

The main point of the procedure is that the 
impulse response is obtained directly in time 
domain and not as inverse frequency response 
of the structure. One of the assumptions 
underlying the application of this method is that 
the structural response is an IRF (Impulse 
Response Function). This claim allows to 
extract information from signal by applying the 
Hilbert transform. One of these information is 
the decay rate D that is related to loss factor (η) 
as follows: 

034.4 ω
η D

−=  (1) 

In the standard IRDM procedure, the Hilbert 
transform must be applied on each resonance 
peak and then this procedure evaluates the loss 
factor at resonance [5]. For highly damped 
structures, such as skins in advanced composite 
materials where the modal density is high, it is 
not possible to separate each resonance peak 
because the structural response at a resonance is 
influenced by contribution of the neighboring 
resonances (heavily coupled modes). In this 
case, it is assumed to obtain the loss factor in a 
frequency band as average loss factor in the 
band. Once acquired the Time History, the first 
step is to filter the signal in order to isolate the 
contributions to various bands; then the Hilbert 
transform is applied to the various bands and the 
Hilbert’s envelope is evaluated. The final step is 
to evaluate the regression line, and then the 
decay rate of the response for each analysis 
band. 

 
 

5 Results 
Many tests at different temperature 

conditions have been performed for both no-
treated and treated panels as follows: 
• 212 tests for the no-treated panel at 

temperature condition of -35°C; 
• 168 tests for the treated panel at temperature 

condition of 15°C; 
• 100 tests for the treated panel at temperature 

condition of -20°C; 
• 50 tests for the treated panel at temperature 

condition of -25°C; 
• 50 tests for the treated panel at temperature 

condition of -35°C. 

5.1 Position effect 
Four accelerometers for each test have been 

utilized in different positions and a first 
estimation of the bias error has been evaluated. 
In a figures 6-7-8, a loss factor versus frequency 
for each test on the treated panel in a 
temperature condition respectively of 15, -20,    
-35°C are shown. The loss factor ratio (Δη) is 
equal to 10-1. 

 
(a) Accelerometer 1 

  
(b) Accelerometer 2 
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(c) Accelerometer 3 

 
(d) Accelerometer 4  

Fig. 6 Loss factor for each test on the treated panel 
at T=15°C 

 

 
(a) Accelerometer 1 

 
(b) Accelerometer 2 

 
(c) Accelerometer 3 

 
(d) Accelerometer 4 

Fig.7 Loss factor for each test on the treated panel 
at T=-20°C 

 

 
(a) Accelerometer 1 

 
(b) Accelerometer 2 
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(c) Accelerometer 3 

 
(d) Accelerometer 4 

Fig.8 Loss factor for each test on the treated 
panel at T=-35°C 

 
The last images shown that, at fixed 

temperature condition, the loss factor have the 
same curve progress and is not be dependent on 
accelerometer positions. So the bias error can be 
excluded. A position error would be gotten if 
one o more accelerometers were located in 
modal nodes. In this way the measured 
acceleration time histories not would have been 
correct because, as it is known, the 
displacements and so the accelerations would 
have been not real.  

5.2 Temperature effect 
Generally, the viscoelastic materials change 

their mechanical properties with the frequency 
and the temperature and these variation are 
known (fig.9). 

In this work, the investigation was focused 
on the overall damping characteristics of 
composite plates (carbo-epoxy) realized with 
embedded viscoelastic damping treatments. 
Considering that in aerospace application from 
cruise and climb/ descent conditions the 

temperature ratio is very high, it is very 
important to appraise the range of temperature 
in which the composite structures give an 
optimal noise and vibration reduction (best loss 
factor).  

 
Fig.9 Viscoelastic properties vs Temperature 
 
To get this many tests have been performed. 
 

 
Fig.10 Loss Factor vs Frequency at varying 

temperatures 
 
The results in terms of a loss factor versus 

frequency at different temperature conditions 
are shown in figure 10.  At the same 
temperature (-35°C) the loss factor of the treated 
panel is almost one order of magnitude higher 
than that of the no-treated panel. Decreasing the 
temperature from 15°C to -25°C, the loss factor 
of the treated panel increases of about 5 
logarithmic levels reaching the optimal value. 
At the temperature of -35°C, the loss factor has 
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the same curve progress referred to these at        
-20°C and -25°C up to 1500Hz, but it decreases 
of about 2 logarithmic levels for the other 
frequencies. This behavior is coherent with the 
viscoelastic properties (fig.9) where the optimal 
temperature range in which the composite 
structure have a greater damping is about from  
-20°C to -35°C. 

To estimate the uncertainty level in our tests, 
standard deviations (fig.11) have been 
calculated as follows: 

N

N

i i

2

1
)(∑=

−
=

ηη
σ  (2) 

where N is the number of the tests, ηi is the loss 
factor at i-th test, η is the mean loss factor. 

 
Fig.11 Standard Deviation 

 
The least value of the standard deviation is 
obtained for the no-treated panel where the 
higher number of tests (212) were performed. 
The maximum standard deviation is obtained 
for the temperature condition of -35°C where 
only 50 tests were performed. Despite this, its 
value is about 10-2 and so the mean error is 
about 1% with a peak of 2.5% at the low 
frequencies. 

6 Conclusion 
During latest years many studies 

demonstrated the effectiveness of the structural 
damping properties of structures in order to 
reduce both airborne and structure-borne noise 
into aircrafts, and more in general wherever 
noise is an annoying factor. Innovative solutions 

able to increase damping levels with low weight 
associated increment are under investigation all 
over the scientific community, especially within 
the aeronautical world. The authors supported 
within many research project in the last years 
aeronautical company in developing numerical 
and experimental methodologies in order to 
characterize as precisely as possible innovative 
materials and damping solutions.  

This paper presented an experimental 
approach based on a dedicated excitation system 
and a modified IRD method for damping 
measurement of simple structural components 
like plates or reinforced plates. The 
effectiveness of the approach has been proved 
by the mean of a statistical analysis of the 
obtained results; these are also in agreement 
with the typical behavior of damping capacities 
of viscoelastic materials with frequency and 
temperature. The standard deviation of the 
damping measurements, even if higher at lower 
temperatures due to the increasing 
measurements errors, is always on order of 
magnitude lower than the measured value, 
proving the reliability of the acquisitions and of 
the analysis process. Speaking of the specific 
results presented within this paper the damping 
characterization approach was able to 
demonstrate the effectiveness of “embedding” 
viscoelastic damping into a composite lay-up; 
even without considering the measured absolute 
values, it is clear that for the same experimental 
set-up and uncertainties, the damping capacities 
of the treated panels are clearly enhanced if 
compared to the bare material. Finally, the 
obtained results, can be considered a baseline 
for tuning numerical finite element models and 
optimization approaches aimed at providing also 
a validated design tool for the presented 
damping methodologies. Numerical simulations 
were performed by the authors in order to 
characterize the damping  behavior for a 
composite structure realized with embedded 
viscoelastic treatments. In figure 12 a first result 
in terms of Frequency Response Function is 
presented. In accord to experimental one, the 
numerical FRF show how the simulation at -
27°C is more damped that at 0°C. Further 
descriptions of the numerical methods and more 
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numerical results will be presented in next 
future works. 

 
Fig.12 Numerical FRF 
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