Fuzzy Condition Monitoring of Recirculation Fans and
Filters

M. Gerdes - D. Scholz

Abstract A reliable condition monitoring is needed to be able to predict
faults. Pattern recognition technologies are often used for finding patterns in
complex systems. Condition monitoring can also benefit from pattern recog-
nition. Many pattern recognition technologies however only output the classi-
fication of the data sample but do not output any information about classes
that are also very similar to the input vector. This paper presents a concept
for pattern recognition that output similarity values for decision trees. The
concept can be used on top of any normal decision tree algorithms and is in-
dependent of the learning algorithm. Performed experiments showed that the
concept is reliable and it also works with decision tree forests to increase the
classification accuracy.

1 Introduction

Aircraft systems can be complex and difficult to monitor. A good condition
monitoring does not only depend on good sensors and a good model but also
interpreting of the numbers. Interpreting sensor data however is not a trivial
task. Classification and condition monitoring as shown in this paper also re-
duces the amount of information that needs to be monitored. Often an expert
is needed to interpret the data and make a meaningful ”classification”.
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Fig. 2 Classification mapping of one input vector to one class and output of similarity

With pattern recognition and classification replacing the human expert
by a computer algorithm is possible. Pattern recognition and classification
are a typical application of artificial intelligence technologies. With pattern
recognition it is possible to find complex patterns that are hidden in the sensor
data of a system. Classification maps an input vector to a class based on a
learned or given pattern. In case of system monitoring the class can be a failure
or condition of a system.

Most classifiers map an input vector to one output class (Figure 1; the
input vector is mapped to ”class 1”). However for monitoring systems and
reducing NFF (No Failure Found) failures knowing the probability of an input
vector belonging to all possible classes, instead of only the most likely class
(Figure 2) is useful. The input vector is still mapped to ”class 17, but the
input vector also matches the pattern of "class 4” in 89 % of the criteria for
"class 47, Artificial Neural Networks (ANN) can output the similarity of an
input vector to other classes, if one output node is available for every class.
But ANNs have their own disadvantages compared to other methods [8][4] .
There are several different methods for calculating the similarity of signals.
Many of these methods are used in speech recognition [1].

In the project PAHMIR (Preventive Aircraft Health Monitoring for Integ-
rated Reconfiguration) decision tree classifiers are used to interpret system
sensor data and classify the system conditions. Decision trees are a simple
and fast classifiers with feature extraction, learning and a high robustness.
Decision trees are a method from the area of artificial intelligence and are
used for decision making and classification [2][8]. They are often binary trees,
where each node has an if-then-else function on an attribute of the sample
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Fig. 3 Fuzzy Decision Tree Evaluation

data. Advantage of decision trees is the simple structure, the fast calculation
and the inherent feature extraction. The ID3 algorithm (Iterative Dichotom-
iser 3, published by J. Ross Quinlan in 1986, used to generate decision trees
[9]) was the first algorithm to construct decision trees. ID3 had some prob-
lems and was improved. The improved version of ID3 is C4.5 [10]. It enhances
the ID3 algorithm with the ability to handle both discrete and continues at-
tributes, it can handle samples with missing attributes and supports pruning
of the tree at the end of the algorithm (removing branches from the tree).
The algorithm to build a decision tree uses the concept of information gain to
choose attributes from the data and build the tree. Output of a decision tree
is only the most likely class for one data sample.

To get more information out of the classification the decision tree evalu-
ation algorithm was modified to output the probabilities of all trained classes.
This modification was done without changing the learning algorithm for de-
cision trees and can be used with any binary decision tree. An example is
shown in Figure 3. The figure shows a decision tree for deciding which class a
sample belongs to. The example input vector is one frequency power (energy
per unit time; based on the power spectrum) observation (100 Hz, 233 Hz
and 1023 Hz). Other features as the maximum amplitude or average power
in the frequency domain are also possible. The feature vector depends on the
preprocessing. Fach node in the tree is related to an attribute. The path from
one node to another is labeled with the taken decisions. Weights are based on
the distance of the attribute value from the sample value in the observation.

The highest calculated value (between 0 and 1) for every possible decision
is returned at the end of the evaluation. Thus all possible paths are evaluated
and we gain a measure of similarity of an input vector to all classes. In case
of the example the evaluation of the decision tree classifies the sample as an
example of Class 2 (weight = 1). The sample is also in similar to Class 3
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(weight = 0.5) and 4 (weight = 0.45). Advantage of this approach is that the
similarity of a data sample to different conditions can be calculated and that
the decision tree generation algorithm does not need to be changed. It should
be noted that the concept is designed in such a way that the characteristics
of one attribute (mean, minimum, maximum ...) does not need to be known.
In addition the input vector for training and classification does not have to be
modified in any way to fit the new algorithm. Carrying these ideas further, this
paper shows how a fuzzy evaluation of decision trees using numerical attributes
can be used to gain more information about a system than just the current
condition.

2 Concept

This section shows the concept that was developed for a fuzzy evaluation
of decision trees. A decision tree is generated traditionally, but uses a fuzzy
evaluation for the evaluation of an input vector:

1. Generation of feature vectors
2. A decision tree is generated with C4.5 based on labeled data samples.
3. The decision tree is evaluated using the fuzzy evaluation concept.

The fuzzy evaluation calculates an output for every leaf. Every output
value of a leaf is between 0 and 1 and represents the similarity of the sample
to all classes (see Figure 3 for an example). Similarity is a function of the
distance of an input vector to a class. The similarity is calculated based on
a weighting function of the decisions taken (node evaluations) to classify the
sample. For condition monitoring and maintenance the similarity can indicate
possible other faults and conditions of a system. The proposed fuzzy evaluation
works as follows:

1. Every path between two nodes or a node and a leaf has two labels: Path-
Depth and PathWeight.

. Start at the root node

. PathDepth and PathWeight are 0 for the root node

. Evaluate the node condition

. Calculate path labels:

(a) If the evaluation of the condition is true then label the True path with
PathDepth +1 and PathWeight + 1.

(b) If the evaluation of the condition is false then label the False path with
PathDepth +1 and PathWeight + 1.

(c) Label the other path to sub-nodes with PathDepth +1 and PathWeight
+ nodeweight(AV, SV). See Equation 1 and 2

6. Choose a new node, with a labeled path to its parent.
. Use the path labels for PathDepth and PathWeight.
8. If the node is no leaf then continue at 4.

T W N
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PathWeight

PathDepth and the leaf label and con-

9. If the node is a leaf then return
tinue with another node.

It is assumed that the tree is a binary tree with numerical attribute val-
ues. Returned values of leafs are between 0 and 1. The weight for each node
(nodeweight) is calculated as shown in Equation 1. Equation 2 and Equation 3
limit the function values. Nodeweight can be between 0 and 1. AV (attribute
value) is the value of the sample for the condition of the current node. SV
(split value) is the value of the node, which marks the border of the condition
e.g. the split value of “x <177 is 17.

AV —
nodeweight(AV,SV) =1 — % (1)
if (nodeweight(AV,SV) < 0) = nodeweight(AV,SV) =0 (2)
if (nodeweight(AV,SV) > 1) = nodeweight(AV,SV) =0 (3)

It is possible to use a different weighting function. The requirement is that
the weight for each node needs to be between 0 and 1 for the algorithm. If the
weight is higher than 1 the result at a leaf can be higher than 1. The given
weighting function was chosen for different reasons. One reason was that a
black box approach for used for the monitored system and it is unknown what
input values of vectors mean. It cannot be assumed that the training vectors
for the algorithm contain the max or min values or even represent an average.
These circumstances make it difficult to use absolute values. The only values
that are available without adding additional information or calculation to the
algorithm is the split value of a node. Also the correct classified class needs
to have a value of ”1” at the corresponding leaf. Choosing 2 - SV as the limit
where the weight will be 0 was an arbitrary choice which is based on some
tests with input vectors. It is possible to use a higher or lower value. If the
maximum and minimum values for features are available then it is possible to
use those as limits and use Equation 4 and Equation 5.

if (AV < SV) = nodeweight(AV, SV) =1 — SV AV (4)
iV — nbzm

if (AV > SV) = nodeweight(AV,SV) =1— AV =SV (5)
mazx — SV

A disadvantage Equation 4 and Equation 5 is that every decision returns
a PathWeight of more than 0, which can result in quite high similarity values.
The concept was designed with only numeric values in mind. However it is
possible to use Boolean and discrete values as well with a small modification
of the process.

Nodes with Boolean attributes If Boolean attributes are used instead of nu-
merical values then the weight is assumed to be 0.

Nodes with discrete values If a node does have more than two children (one
for every possible value of the attribute) then only the path linked to
the evaluation of the node condition is weighted with 1. For every other
unlabeled path to a child the weight needs to be calculated separately.
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2.1 Fuzzy Decision Tree Evaluation Example

Below is an example. Each path from one node to another is labeled with
PathWeight and PathDepth in the form of PathWeight/PathDepth e.g. 2/5.
In Figure 3 an input vector set is given. The input vector (values of the power
spectrum of the transformed input signal) contains the power (energy per unit
time) of the frequencies at 100 Hz, 233 Hz and 1023 Hz. At the first node
the 100 Hz value is checked if it is larger or equal than 10. The power is not
larger than 10 (it is 7) so right path which is the False path get +1/+41. For
the other path a 1 is added to the PathDepth and a 0.85 (the similarity) to
the PathWeight. In the next step the 1023 Hz node is evaluated. The input
vector does have a power at 1023 Hz which is higher than 23, so the True
path gets +1/+41 for a total of 2/2 (+1/41 to the 1/1 from the parent path).
The other path gets a +0.41/+1 for a total of 1.41/2. The same process is
done for the right hand node (233 Hz). Evaluating the node gives a +1/+1 to
the False path and a 40.95/+1 to the other path. In the last step the weight
of the leafs and the classes are calculated. The input vector is classified as
class 2. The similarity to class 1 is 0.71, 0.93 to class 3 and 0.9 to class 4. A
similarity of 0.93 means that the values do not have to move much to switch
the classification result to class 3.

Only the attributes, which define a certain class are evaluated during the
evaluation. Attributes, which the algorithm did not include in a decision path
are not checked. E.g. after the root node either 1023 Hz or 233 Hz is checked
for classification of a class. So a class is either defined by 100 Hz and 1023 Hz
or by 100 Hz and 233 Hz, but not by all three attributes. Which attributes are
in a decision path and are checked is decided by the decision tree generation
algorithm (in this case C4.5). For more complex examples an attribute can
be checked multiple times (with different decision values) in a decision path
and attributes, which were neglected earlier, are checked again. However even
in the simple example all attributes are at least evaluated once, because the
algorithm checks all paths. And the evaluation results are used to calculate
the similarity values.

2.2 Fuzzy Decision Tree Forest Evaluation

A decision tree forest can also be evaluated using the proposed concept [3][5].
Each decision tree in the forest is evaluated separately using fuzzy decision
tree evaluation. If all trees are evaluated then the weights (similarities) for a
class from all trees are added together and are divided by the number of trees
(taking the average of a class over all trees in the forest). This is done for all
available classes.
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Fig. 4 Test Rig at Airbus Operations GmbH

Table 1 Experiment Conditions

Valuel 0 15 30 45 60 75 90
Valve2 0 15 30 45

3 Experiments

Experiments were performed to ensure the performance of the concept. Goal
of the experiments was to evaluate the fuzzy decision tree evaluation for a
single decision tree and for a decision tree forest.

3.1 Database

Data for the experiments was recorded on a test rig. The test rig resembles a
part of the air conditioning system of the A340-600. Focus of the test rig is
the HP recirculation fan and filter. 29 different conditions were recorded. The
test rig is equipped with two valves, one valve at each end of the two tubes.
Tablel shows the possible settings for both valves. 20 samples of one second
duration were recorded for every condition of the test setup.

Valvel is the inlet valve and Valve2 is the outlet valve. 28 conditions were
recorded (Table 1). In addition to these 28 conditions a not running condition
was recorded. In total 580 samples were recorded. The samples are labeled
valvel /valve2 e.g. 15/0 which represents the test case valve 1 is closed by 15
degree and valve 2 is fully open.
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3.2 Setup

The Java software Weka was used to perform the experiments. J48 (C.45)
was used to build the decision tree. A signal analysis was done before those
data samples were fed into Weka. The signal analysis includes noise reduction,
Fast Fourier Transformation, mean/max calculation ... (see [6] for details). An
optimized parameter set for the signal analysis was generated [7]. 20 randomly
ordered samples of every class were selected for the decision tree generation.

3.3 Single Fuzzy Decision Tree Evaluation

The experiments themselves were simple. A decision tree was calculated using
the data samples and the signal analysis parameters. The decision tree was
then evaluated with fuzzy decision tree evaluation. Test case 715/0” was used
to compare the results. Five different node weighting functions are tested to be
able to evaluate the influence of the node weighting function. The average of
all 20 fuzzy evaluations of test case 715/0” was taken to reduce the influence
of noise.

1. Equation 1 as the default node weighting function

2. Equation 6 as an example of a function where the weights are always close

to 1 and O

Equation 7 as a "flat” function with many values close to 1

4. Equation 4 and Equation 5 as a function that always does have a value
O<ax<1

5. Equation 8 and Equation 9 as a function with more values that are 0 and
which scales with the value range

@

nodeweight(AV,SV) =1 — % (6)
nodeweight(AV,SV) =1 — % (7)
if (AV < SV) = nodeweight(AV,SV) = 1—5. % (8)
if (AV > SV) = nodeweight(AV,SV)=1-5- % 9)

Each equation(set) replaces Equation 1. Equation 2 and Equation 3 are
left unchanged. For each equation the same parameter set and decision tree
was used.
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Table 2 Averaged evaluation results

Class Eq. 1 Eq. 6 Eq.7 Eq.4&Eq.5 Eq.8& Eq.9

0/0 0.9585 0.5714  0.9917 0.8294 0.6462
15/0 1.000 1.000 1.000 1.000 1.000
15/15 0.9872  0.8357 0.9974 0.9209 0.8505
30/0  0.9996 0.9213  0.9999 0.8000 0.8000

3.4 Decision Tree Forest

A decision tree forest with three trees was created for the experiments with a
decision tree forest. Each tree does have a classification accuracy of at least
90 %. Every tree uses a different signal processing parameter set, which gener-
ates different training vectors and test vectors for the evaluation. During the
experiments the classification accuracy compared to a single decision tree with
a classification accuracy of 95 % was evaluated. The fuzzy evaluated results
for the same 20 data samples and neighboring classes as in the experiments
for the single decision tree were also evaluated.

4 Results

This section shows the results of the experiments. First the results for a single
fuzzy decision tree evaluation are shown and second the results for a fuzzy
decision tree forest evaluation are shown.

4.1 Single Fuzzy Decision Tree Evaluation

Table 2 shows the averaged results for five fuzzy decision tree evaluations
with data samples of class ”15/0”. The numbers show that the correct class is
classified. For comparison the similarity of the three neighboring classes (0/0,
15/15 and 30/0) is shown. The classes are very similar to class ”15/0”, but
the variance in the results depends on the node weighting function. If a node
weighting function is ”flat” (meaning that the results are often higher than
zero) then the similarities are all close to 1 and have little variance (often
between 0.9 and 1). On the other hand if the function is "narrow” (meaning
that often results are produced, which are zero) then the variance is higher
and similarities can range from 0 to 1.

This effect occurs because the PathWeight is often much higher than zero
for "flat” functions. The maximum ”narrow” function is, if only 1 or 0 would be
valid results. Then the similarity is based on the number of the ” True” decision.
This may be desirable for some applications, but it hides some information that
might be useful for condition monitoring. Small variations of an attribute are
not represented in a very "narrow” function, they are filtered out. But often
the goal of condition monitoring is not only the similarity but also the ability
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Table 3 Similarity matrix

Valve2/Valvel ‘ 0 15 30 45 60 75 90
0 0.5714 1.0000 0.9213 0.5000 0.6500 0.7583  0.6550
15 0.6720 0.8357 0.6929 0.6667 0.6512 0.7278  0.4944
30 0.7500 0.5000 0.4000 0.6000 0.4444 0.5714  0.4286
45 0.6500 0.7500 0.5712 0.5667  0.2500 0.5000  0.2500

to detect slight movements in the similarity to predict into which ”direction” a
similarity is moving if one or more values are modified. Finding a fitting node
weighting function depends on the problem and the goals of the application.

Table 3 shows a complete similarity matrix. The matrix contains the results
of all leafs of the decision tree for Equation 6. In the matrix the full similarity
variance of the results is visible. The table shows that the most similar classes
do not always have to be neighbors, but instead they can be classes farther
away. Two of the neighbors are very similar, which is the desired result. The
similarity of the other classes is mixed. The tendency is that the similarity is
lesser if a class does have a higher distance from ”15/0”.

4.2 Fuzzy Decision Tree Forest Evaluation

This section shows how the results improve, when a decision tree forest is used.
The similarity values of the decision tree forest was calculated by taking the
average similarity values of the single decision trees.

4.2.1 Classification Accuracy

The accuracy of a classification is defined as the number of correct classific-
ations (CC) in relation to the number of all classifications (TS), where TS is
the number of correct classification plus the number of wrong classifications
(see Equation 10).

Classification Accuracy = ce (10)
TS

Classification accuracy is a number between 0 and 1, which can be trans-
formed into a percentage value. The accuracy of the decision tree evaluation is
not influenced by the fuzzy decision tree evaluation. This is because of the fact
that the True paths are weighted with 71”7 while all other paths are weighted
with a positive number lower than 1 (0 < z < 1). The True path will always
have the highest weight. However it is possible that the classification accuracy
of fuzzy decision tree evaluation is slightly lower than for standard decision
tree evaluation because of the limits of numerical computations. If the weight
of a node is very close to 1 then it is possible that due to rounding errors it is
counted as a 1 instead of a value that is lower than 1. This case happened in
some experiments and was more frequent, if a 32 bit Java floating point data
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Table 4 Averaged fuzzy decision tree forest evaluation

Class Eq. 1 Eq. 6 Eq.7 Eq.4&Eq.5 Eq.8& Eq.9

0/0 0.9654 0.6905 0.9931 0.8725 0.7206
15/0 1.000 1.000 1.000 1.000 1.000
15/15 0.9815 0.8665 0.9963 0.9370 0.8736
30/0  0.9976  0.8528  0.9995 0.9286 0.9095

Table 5 Similarity matrix for the decision tree forest

Valve2/Valvel ‘ 0 15 30 45 60 75 90
0 0.6905 1.0000 0.8528 0.5972 0.4833 0.5950 0.4718
15 0.6843 0.8665 0.7402 0.5637 0.4929 0.5537  0.4127
30 0.6630 0.5650 0.4061 0.6071 0.4648 0.6071 0.6111
45 0.6667 0.6533 0.4904 0.6389 0.4087 0.4401  0.4556

type was used instead of 64 bit Java floating point data type. Using a forest
with three decision trees increased the classification accuracy from 95 % per
single tree to 99 % for the complete forest. This is a significant classification
accuracy improvement, which comes at the cost of three times the calculation
time. However in the example application of air filter monitoring the time is
not a critical factor.

4.2.2 Fuzzy Decision Tree Evaluation

Comparing the results of the same four classes that were evaluated for a single
decision tree we get Table 4. The results are similar to a single decision tree
with fuzzy evaluation, but the average similarity and the overall classification
accuracy is higher. These results show that the fuzzy evaluation also works
with a decision tree forest. But if one value changes in the input changes then
the influnce on the similarity is less. Decision tree forests with fuzzy evaluation
are better at calculating the overall similarity of an input, because different
signal anaylsis steps are used and different trees are evaluated. Thus different
features are checked and used to calculate the similarity result of a single
decision tree.

5 Conclusions

The concept for fuzzy evaluation of decision trees, which is shown in this
paper can achieve the desired performance and delivers good results. It is
possible to calculate a similarity measurement for classes in a decision tree
without changing the algorithm to create the tree. However the design of the
node weighting function is important. Paths should be weighted with a low
PathWeight to get a meaningful similarity measurement. A ”flat” node weight
function is more sensitive the changes in the input values. On the downside a
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”flat” function does have a lower variance in the similarity values. ” Narrow”
node weighting functions have the opposite effect. Fuzzy classification plus
decision trees are a powerful tool for condition monitoring especially in the
aircraft environment. The fuzzy decision tree evaluation is easily understood,
fast and small, which makes it good for use in environments characterized
by high safety requirements. With additional optimization of the weighting
equation it is possible to increase the variance of the fuzzyfication.
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